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ABSTRACT 

Text classification is the process of automatically tagging a textual document with the most relevant set of labels. 

The aim of this work is to automatically tag an input document based on its vocabulary features. To achieve this 

goal, two large datasets have been constructed from various Arabic news portals. The first dataset consists of 

90k single-labeled articles from 4 domains (Business, Middle East, Technology and Sports). The second dataset 

has over 290k multi-tagged articles. The datasets shall be made freely available to the research community on 

Arabic computational linguistics. To examine the usefulness of both datasets, we implemented an array of ten 

shallow learning classifiers. In addition, we implemented an ensemble model to combine best classifiers together 

in a majority-voting classifier. The performance of the classifiers on the first dataset ranged between 87.7% 

(Ada-Boost) and 97.9% (SVM). Analyzing some of the misclassified articles confirmed the need for a multi-label 

opposed to single-label categorization for better classification results. We used classifiers that were compatible 

with multi-labeling tasks, such as Logistic Regression and XGBoost. We tested the multi-label classifiers on the 

second larger dataset. A custom accuracy metric, designed for the multi-labeling task, has been developed for 

performance evaluation along with hamming loss metric. XGBoost proved to be the best multi-labeling 

classifier, scoring an accuracy of 91.3%, higher than the Logistic Regression score of 87.6%. 

KEYWORDS 

Arabic text classification, Single-label classification, Multi-label classification, Arabic datasets, Shallow 

learning classifiers.  

1. INTRODUCTION 

Large numbers of online repositories have been created continuously in the recent decades, due to the 

non-stop flow of information, as well as the heavy usage of the internet and Web 2.0. This increase of 

online documents was followed by a growing demand for automatic categorization algorithms. 80% of 

this information is in an unstructured form and the most common type is the “textual” data. Although 

it is considered to be an extremely rich source of information, it becomes harder to extract insights 

from or deduce trends when it’s presented in enormous amounts. Machine learning techniques are 

often used to organize massive chunks of data and perform a number of automated tasks.  

Natural Language Processing (NLP) 2, is a field of study concerned with analyzing and processing 

natural language data in large amounts. Machine learning algorithms, in addition to deep learning 

methods, are used in NLP to fulfil several tasks like the text classification task. It is the task of 

classifying text and assigning it appropriate tags, based on its content. The act of classification will 

standardize the platform, make the process of searching information easier and more feasible and 

simplify the overall experience of automated navigation.  

Structuring data is also useful in the world of business and organizations. It will enhance the decision-

making, identify current trends and predict new ones. In addition to automating regular processes, 

marketers can research, collect and analyze keywords by competitors.    

Manual classification performed by experts is not always fruitful or efficient, due to human errors and 

to the long time needed to do it. Using machine learning as an alternative is proving to be more 

effective and, in some cases, more precise. Applications of text classification have been explored, such 

                                                 
1 This paper is an extended version of a short paper [44] that was presented at the 2nd International Conference "New Trends in Information 

Technology (ICTCS)", 9-11 October 2019, Amman, Jordan. 

 
2 Natural Language Processing https://monkeylearn.com/natural-language-processing/  
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as sentiment analysis [1]-[6], spam filtering [7]-[8], language identification [9], dialect identification 

[10] and many more. 

Some languages present big challenges to many NLP applications [11] and the Arabic language is one 

of them. It is the mother tongue of over 300 million people and it is considered to be a significantly 

inflected and derived language. Compared to the English language, the scale of computational 

linguistic research on the Arabic language is relatively small but is now much bigger than what was 

available about a decade ago. 

The Internet World stats reports that the Arabic language is the 4th most popular language among 

online users, with an estimate of 226,595,470 Arabic users. As of April 2019, that number represents 

5.2% of the world’s internet users. Additionally, it shows that 51.0% of all Arabic speaking people (in 

2019) use the internet and that the language has the highest growth rate, of online users, among all the 

languages in the last 19 years, scoring a percentage of 8,917.3%. 

In this context, we present a newly constructed Arabic news articles dataset, collected by scraping a 

number of websites for the purpose of our research. We implement 10 classical classifiers to predict 

the most suited category for a certain news article. Moreover, we design a voting classifier that 

classifies an article with respect to the output of selected models. 

A developed system for Arabic news article single-labeling will extract text features from the text 

using the Tf-IDF technique. In the training phase, all the articles are turned to feature vectors, which 

will identify the common features that define each class separately. After the model is trained on the 

features, it will easily predict the class of an article after being vectorized.  

To label news articles under one of 4 classes, we propose a single-class classifier, using a supervised 

machine learning approach. Two different vectorization methods were tested and compared to observe 

the effects of using each on the accuracy of the models. Lastly, the effects of using a custom-made 

stop words list in place of the built-in list provided by the NLTK library were also explored. 

A decision to build a new multi-labeled Arabic dataset is made after analyzing the misclassified 

articles, classified by the single-class classifier. The need to assign multiple tags to an article instead of 

a single one was apparent and 2 classical classifiers were implemented for the task. The Tf-IDF 

technique was also used to extract the linguistic features. To decompose the multi-labeling problem 

into independent binary classification problems, we wrapped each of the classifiers in a OneVsRest 

classifier.   

With an objective to assign articles to multiple labels (out of 21 labels), we propose a multi-label text 

classifier. We test the classifiers and evaluate them using a custom accuracy metric, along with 

comparing the hamming-loss scores. 

The remaining of the paper is organized as follows: literature review is presented in Section 2. Section 

3 demonstrates the datasets. Section 4 describes the proposed classification systems. Section 5 

presents the experimental results. Finally, we conclude the work in Section 6. 

2. LITERATURE REVIEW 

Several papers review the various English text classification approaches and existing literature in 

addition to the many surveys covering the subject [12]-[14]. Some surveys that cover Arabic text 

categorization are also available [15]-[16]. 

Light has been shed on the research papers that focused on using the classical supervised machine 

learning classifiers, such as Decision Tree [17]-[19], NB [20]-[23], SVM [19], [22], [26]-[27] and 

KNN [23], [26], while other authors preferred to explore text classification using deep learning and 

neural networks [25] and some also witnessed an overall better performance [27]-[35]. 

Recently, more research works are focusing on Arabic text classification and on enriching the Arabic 

corpus. In [36], the authors have compared the results of using six main classifiers, using the same 

datasets and under the same environmental settings. The datasets were mainly collected from 

(www.aljazeera.net) and it was found that Naive Bayes gave the best results, with or without using 

feature selection methods. 

Other papers focus on the feature selection method, like in [37]. Implementing the KNN classifier, the 
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authors studied the effect of using unigrams and bigrams as representation of the documents, instead 

of the traditional single-term indexing (bag of words) method. Moreover, on feature selection, in [38], 

the authors investigated the performance of four classifiers using 2 different feature-selection methods 

which are Information Gain (IG) and the (𝑋2) statistics (CHI squared) on a BBC Arabic dataset. The 

use of SVM classifier (with Chi squared feature selection) for Arabic text classification, in [39], gives 

the best results. In [40], a new feature selection method is presented, where it outperformed five other 

approaches using the SVM classifier. 

Regarding the availability of Arabic datasets online, [41] suggests that some of the existing Arabic 

corpora are not dedicated for classification, because either there are no defined classes such as 1.5 

billion words Arabic Corpus [42], or the existing classes are not well-defined. Therefore, the authors 

propose a new pre-processed and filtered corpus “NADA”, composed from two existing corpora: 

OSAC and DAA. The authors used the DDC hierarchical number system that allows for each main 

category to be divided into ten sub-categories… and so on. “NADA” has 10 categories in total, with 

13,066 documents. We believe that the size is small with respect to the proposed number of categories. 

In addition, [43] investigates text classification using the SVM classifier on two datasets that differ in 

languages (English and Portuguese). It was found that the Portuguese dataset needs more powerful 

document representations, such as the use of word order and syntactical and/or semantic information. 

Overall, it is clear that the performance of classification algorithms in Arabic text classification is 

greatly influenced by the quality of data source, feature representation techniques as the irrelevant and 

redundant features of data degrade the accuracy and performance of the classifier. This work is an 

extension of our work [44] on single-label classification. 

3. DATASET 

3.1 Single-label Dataset 

We propose a newly collected dataset, consisting of 89,189 Arabic articles, tagged under 4 main 

categories [Sports, Business, Middle East and Technology]. Using the web-scraping framework, 

Scrapy, we collected data from 7 popular news portals (youm7.com, cnbcarabia.com, 

skynewsarabic.com, Arabic.rt.com, tech-wd.com, arabic.cnn.com and beinsports.com).  

 

Figure 1. Single-labeled dataset distribution percentages.  

With more than 32.5M words, all the articles in the dataset have no dialects and are written in Modern 

Standard Arabic (MSA). To avoid bias, it was essential to build a balanced corpus. On average, each 

category almost has 22k articles. Table 1 and Figure 1 show the exact distribution of the articles, with 

the count. 

3.2 Multi-label Dataset 

The same web scraping technique was used, in addition to others like BeautifulSoup and Selenium, in 

a hunt for websites that publish Arabic articles with several tags. Numerous amounts of multi-labeled 

articles, written in (MSA), were collected from 10 websites (cnbcarabia.com, beinsports.com, 

arabic.rt.com, tech-wd.com, youm7.com, aitnews.com, masrway.com, alarabiya.net, 

skynewsarabic.com and arabic.cnn.com). 
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Table 1.  Articles count for each scraped news portal. 

Websites Classes Articles Count 

Sky News Arabia Sports 7923 

CNN Arabia 

Sports 3800 

Tech. 1680 

Middle East 21516 

Business 3908 

Bein Sports Sports 6603 

Tech-wd Tech. 23682 

Arabic RT Business 896 

Youm7 Business 14478 

CNBC Arabia Business 4653 

As it is shown in Figure 2, the first collected dataset “Dataset_1” has 284,860 articles in total and was 

used to train and test the multi-labeling classifiers, giving the results apparent in Table 3 and Table 5. 

After studying the precision, recall and F1-score of each label, we decided to refine the dataset by 

removing redundant articles found in categories like: “Business” and by enriching the rest of them. 

The resulting dataset is called “Dataset_2” and contains 293,363 articles.  

 

Figure 2. Article distribution in multi-labeled dataset. 

4. PROPOSED CLASSIFICATION SYSTEMS 

4.1 Text Features 

Vectorization is the process of feature building, by turning text into numerical vectors. In text 

processing, words of the articles represent categorical features. This is a crucial step, as machine 

learning algorithms are unable to understand plain text. The most commonly used methods for this 

task are the Count Vectorizer and the Tf-IDF Vectorizer. Using a Count Vectorizer creates a Bag of 

words that counts the frequency of each word. However, using a Tf-IDF Vectorizer increases the value 

of the word proportionally to its count in a document, but is inversely proportional to its frequency in 

the corpus. The Tf-IDF Vectorizer is composed by two terms: 

 Term Frequency (TF): measures how frequently a word occurs in an article. Since every 

article is different in length, it is possible that a term would appear much more times in long 

articles than in shorter ones. 

 Inverse Document Frequency (IDF): measures how important a word is by weighing down the 

frequent terms and scaling up the rare ones. 

It should be noted that unigram features are used in this work, as they reported better results when 

compared to bigram features. To show the effects of the using each of vectorizers on the model’s 

accuracies, we made a comparison to rule out the best method. We used a portion of the dataset, 

containing approximately 40k articles belonging to 3 categories: (Middle East, Business and Sports). 

Figure 3 shows the results of the comparison, where the higher accuracy percentages were scored by 

the models using the Tf-IDF Vectorizer, which we decide to adopt in our work. 
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Figure 3. Accuracy comparison between TF-IDF Vectorizer and Count Vectorizer. 

In addition to that, we put together our own custom-made stop words list and tested it against the 

NLTK built-in list. Higher accuracies were achieved using our list and we used it in further 

experiments.  

Lastly, Figure 4 describes the overall workflow of our system. As this is a supervised machine 

learning approach, labels were one-hot encoded using sk-learn’s Label Encoder and fed to the 

algorithms along side the vectors, during the training of the models. 

 

Figure 4. Summary of the work-flow of the classifiers.  

4.2 Selected Classifiers 

There exists an array of supervised shallow learning classifiers that are suitable to perform the text 

classification task. These classifiers have to map input data to a specific predicted category. We 

compared the results of 10 classifiers, in addition to a majority voting classifier. The classifiers are: 

 Logistic Regression: Logistic Regression is the appropriate regression analysis to conduct 

when the dependent variable is dichotomous (binary). Like all regression analyses, the logistic 

regression is a predictive analysis. It is used to describe data and to explain the relationship 

between one dependent binary variable and one or more nominal, ordinal, interval or ratio-

level independent variables. 

 Multinomial Naïve Bayes: Using Bayes Theorem, this classifier calculates the probability of 

each label for a given data, then outputs the label with the highest probability. The classifier 

assumes that the attributes are independent of each other. In other words, the presence of one 

feature does not affect the presence of another; therefore, all the attributes contribute equally 

in producing the output. 

 Decision Tree: This classifier resembles a tree, with each node representing a feature/attribute 

and each corresponding leaf representing a result. Each branch represents a condition and 

whenever a condition is answered, a new condition will be distributed recursively until a 

conclusion is reached. Recursion is used to partition the tree into a number of conditions with 

their outcomes. 
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 Support Vector Machines (SVM): This is a supervised non-probabilistic binary linear 

classifier that is extremely popular and robust. It constructs a model and outputs a line, known 

as the hyperplane, between classes. This hyperplane separates the data into classes. Both linear 

and nonlinear classification can be performed by the SVM classifier. The hyperplane can be 

written as the vector of input articles  satisfying , where  is 

the normal vector to the hyperplane and  is the bias. 

 Random Forest: This is a supervised ensemble learning-based classifier. It uses an array of 

decision trees. The outcome class is determined as an aggregate of such trees. Technically, 

given a set of articles  and their corresponding classes 

, each classification tree fb is trained using a random sample 

, where b ranges from 1 to the total number of trees. The predicted class shall be 

produced using a majority vote of all used trees. 

 XGBoost Classifier: This is a supervised classifier, which has gained popularity because of 

winning a good number of Kaggle challenges. Like Random Forest, it is an ensemble 

technique of decision trees and a variant of gradient boosting algorithm. 

 Multi-layer Perceptron (MLP): This is a supervised classifier. It consists of three (or more) 

layers of neuron nodes (an input and an output layer with one or more hidden layers). Each 

node of one layer is connected to the nodes of the next layer and uses a non-linear activation 

function to produce output. 

 KNeighbors Classifier: This is a supervised classifier. In order to classify a given data point, 

we take into consideration the number of nearest neighbors of this point. Each neighbor votes 

for a class and the class with the highest vote is taken as the prediction. In other words, the 

major vote of the point’s neighbors will determine the class of this point. 

 Nearest Centroid Classifier: This is a supervised classifier. It’s a no parameter algorithm, 

where each class is represented by the centroid of its members. It assigns to tested articles the 

label of the class of training samples with mean (centroid) closest to the article. 

  AdaBoost Classifier: This is a supervised classifier. It is a meta-estimator that begins by 

fitting a classifier on the original dataset and then fits additional copies of the classifier on the 

same dataset, but where the weights of incorrectly classified instances are adjusted such that 

subsequent classifiers focus more on difficult cases.3 

 Voting Classifier: It is a very interesting ensemble solution. It is not an actual classifier but a 

wrapper for a set of different classifiers. The final decision on a prediction is taken by majority 

vote. 

It should be noted that only a number of supervised classical classifiers are suitable for the multi-

labeling tasks and they are implemented using specific methods. For example, Logistic Regression and 

XGBoost both can classify text into multiple labels if each of them is wrapped in a OneVSRest 

Classifier. This will divide the bigger classification problem into many sub-problems. 

We used the TF-IDF technique to vectorize the articles and used the default hyperparameters for each 

classifier. To encode the labels, we used MultiLabelBinarizer () that returns the string labels assigned 

to each article in a one-hot encoded format. 

5.  EXPERIMENTAL RESULTS AND DISCUSSION 

5.1 Setup and Pre-processing  

5.1.1 Single-label Text Classification  

The main objective is to conduct a comparative study on 11 classification models, testing them in 

classifying Arabic news categories. All classifiers are implemented using the popular scikit-learn 

(machine learning in Python). The experiment begins with classifying the articles, then analyzing the 

results and determining the best classifier. After that, the same algorithms will be trained and tested on 

another newly reported dataset called ‘Akhbarona’ [34]-[44], that divides the articles into 7 classes. 

                                                 
3 https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.AdaBoostClassifier.html 

https://en.wikipedia.org/wiki/Normal_(geometry)
https://scikit-learn.org/stable/modules/generated/sklearn.neighbors.NearestCentroid.html#sklearn.neighbors.NearestCentroid


269 
Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 06, No. 03, September 2020. 

 
We used the 80/20 ratio to split our dataset, where 80% of the data is in the training set, consisting of 

71,707 articles and 20% in the testing set, containing 17,432 articles. More than 344k features were 

extracted from the training set. It should be noted that 10% of the training dataset is used for validation 

purposes in order to fine-tune parameters. 

We report the accuracy score for each classifier, to evaluate their performance, which is calculated as 

the ratio of the number of correctly classified articles. 

Moreover, cleaning and pre-processing the text are mandatory and recommended specially for text 

collected from the web. All non-Arabic content is removed and the articles are processed by 

eliminating punctuation, isolated characters, qur’anic symbols, elongation and other marks, along with 

the stop words.  

Because the dataset is large enough to assign enough samples for each Arabic character, we believed 

that the normalization step is not necessary. In contrast to most research works on Arabic 

computational linguistics that apply normalization on the collected corpus, we skipped it as it can 

affect the meaning of some Arabic words. The stemming step is also skipped, as it results in a less 

deep view of the semantic relationships of the words, as it is concluded in [45]. 

5.1.2 Multi-label Text Classification  

For this classifying approach, the dataset is split into 80% training set consisting of 118,700 labeled 

articles and 20% testing set consisting of 29,676 articles. The same text pre-processing steps used on 

the single-labeled dataset are used on the multi-labeling dataset. 

A portion of the multi-labeled dataset proposed earlier, “Dataset_2” has been used to train and test the 

models. We chose to train on the labels with the highest frequency, because the performance of 

supervised deep learning classifiers is highly dependent on the number of instances for each label. 

Figure 5 shows the count of the 21 labels chosen from the dataset. 

 

Figure 5.  Tag count used in multi-labeling experiment using “Dataset-2”. 

One evaluating metric we used is a custom accuracy metric, to evaluate the accuracy of the 

predictions. It calculates the ratio of correctly predicted tags (output as 1) over total expected tags 

(originally 1 in dataset). The more correct labels the model predicts, the more accurate it is. We choose 

a threshold of 50%, meaning that if the probability percentage of the tag is equal to or higher than 

50%, then its value will be set as 1. 

The second metric is the hamming loss, which is a commonly used metric for multi-labeling tasks. It is 

the fraction of wrongly predicted labels to the total number of labels. The smaller the value, the better 

results the model is achieving. Figure 6 shows the relative distribution of the tags in “Dataset_2”, 

where the highest number of tags for an article is 6 and the lowest is 2. 

5.2 Performance Evaluation 

5.2.1 Single-label Text Classification  

All the classifier models were implemented using Scikit-learn and by using the default hyper-

parameters as a black-box, with the addition of L1 penalty for some of the classifiers. The proposed 

classifiers were tested using the testing set. Figure 7 shows the accuracy scores of each classifier. The 
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percentages are exceptionally high and prove the strength of the default hyper-parameters used in the 

system.  

 

Figure 6.  Tag count used in multi-labeling experiments. 

 

Figure 7.  Accuracies for single-labeling classifiers using our dataset. 

Producing the best result of 97.9% is the SVM classifier, while the worst percentage was produced by 

Ada-Boost. 4 classifiers achieved scores between 97.5% and 97.9% and the overall average of the 

percentages was 94.8%. 

Two of the algorithms (KNeighbors and MultinomialNB) scored higher than the average, with 

percentages of 95.4% and 96.3%, respectively. The other models scored lower than the average with 

percentages ranging from 87.7% to 94.4%. The confusion matrix for SVM, the best classifier, is 

shown in Figure 8, while Figure 9 shows the matrix of the worst classifier Ada-Boost. 

Figure 8. Confusion matrix for the best classifier.    Figure 9. Confusion matrix for the worst classifier. 
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The matrices highlight that the 2 categories (Business and Middle East) had the greatest number of 

misclassifications and we believe that this is caused by feature similarity between the two. Table 2 

shows the scores of the additional accuracy metrics used. The majority voting classifier and the SVM 

achieved the highest F1-score of 97.9%. The lowest score of 87.7% was produced by AdaBoost. 

Table 2.  Accuracy metrics for classifiers tested on our dataset. 

Algorithms Precision Recall F1-score 

Logistic Regression 0.98 0.98 0.98 

SVC 0.98 0.98 0.98 

DT Classifier 0.91 0.91 0.91 

Multinomial NB 0.96 0.96 0.96 

XGB Classifier 0.94 0.93 0.94 

KNN Classifier 0.95 0.95 0.95 

RF Classifier 0.95 0.94 0.94 

Nearest Centroid 0.95 0.94 0.94 

Ada-Boost Classifier 0.89 0.88 0.88 

MLP Classifier 0.98 0.95 0.95 

Voting Classifier 0.98 0.98 0.98 

5.2.2 Multi-label Text Classification  

Table 4 displays the evaluation metrics scores of both OVR-Logistic Regression and the OVR-

XGBoost using “Dataste_2”. The average of the accuracies is 89.4%. XGBoost scored the highest of 

the two with a 91.3 % accuracy, while Logistic Regression scored an 87.6% accuracy. The hamming 

loss scores were low, where XGBoost scored the lowest with a percentage of 1.54% and Logistic 

Regression scored a percentage of 1.8%. The results prove that the XGBoost classifier was the better 

of the two.  

Table 3.  Evaluation metrics for multi-label classification using “Dataset_1”. 

Evaluation metrics OVR-Logistic Regression OVR - XGBoost 

Custom Accuracy 81.3% 84.7% 

Hamming Loss 2.24% 2.22% 

Table 4.  Evaluation metrics for multi-label classification using “Dataset_2". 

Evaluation metrics OVR-Logistic Regression OVR - XGBoost 

Custom Accuracy 87.6% 91.3% 

Hamming Loss 1.8% 1.54% 

Table 5.  Accuracy metrics for OVR-XGBoost classifier using “Dataset_1”. 

Labels Precision Recall F1-score Support 

Business 0.99 0.98 0.98 5154 

Oil 0.92 0.98 0.91 2026 

Business-America 0.91 0.72 0.81 1549 

Business-Egypt 0.93 0.92 0.92 1197 

Business-Saudi  0.86 0.83 0.85 1154 

Middle East 1.00 1.00 1.00 9164 

Syria 0.95 0.91 0.93 3181 

Egypt 0.96 0.90 0.93 2270 

Yemen 0.95 0.87 0.91 1774 

Saudi 0.88 0.82 0.85 1759 

Iraq 0.94 0.86 0.90 1616 

Sports 1.00 0.99 0.99 7428 

Premier League 0.92 0.91 0.92 3193 

Real Madrid 0.90 0.90 0.90 2120 
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Barca 0.91 0.90 0.90 2048 

Football 0.86 0.43 0.57 1856 

Technology 0.98 0.98 0.98 6529 

Android 0.62 0.25 0.36 2187 

Apple 0.55 0.14 0.22 1566 

Google 0.61 0.33 0.43 2319 

Social Media 0.74 0.19 0.30 1630 

Lastly, we calculated the F1-scores, precision and recall for each label predicted by the XGBoost 

classifier. The results shown in Table 6 slightly vary due to the imbalance in support numbers.  

Table 6.  Accuracy metrics for OVR-XGBoost classifier using “Dataset_2”. 

Labels Precision Recall F1-score Support 

Business 0.97 0.94 0.95 5116 

Oil 0.91 0.89 0.90 2041 

Business-America 0.90 0.69 0.78 1557 

Business-Egypt 0.91 0.84 0.87 1163 

Business-Saudi 0.84 0.72 0.78 1162 

Middle East 0.98 0.98 0.98 9197 

Syria 0.94 0.90 0.92 3222 

Egypt 0.93 0.86 0.90 2224 

Yemen 0.94 0.87 0.90 1804 

Saudi 0.83 0.76 0.79 1710 

Iraq 0.92 0.86 0.89 1633 

Sports 1.00 0.99 0.99 7309 

Premier League 0.92 0.90 0.91 3136 

Real Madrid 0.92 0.87 0.89 2169 

Barca 0.90 0.88 0.89 2041 

Football 0.81 0.43 0.56 1757 

Technology 1.00 0.99 0.99 8054 

Android 0.89 0.87 0.88 2493 

Apple 0.93 0.86 0.89 2463 

Google 0.87 0.87 0.87 1715 

Social Media 0.94 0.90 0.92 2433 

5.3 Sample Experiments 

5.3.1 Single-label Text Classification  

This phase is divided into 2 parts. The first part is to test the performance of the best classifier (SVM) 

by checking the predicted class of an article taken from the testing set. 

Figure 10 shows an example of an article grabbed from the testing set and originally tagged as 

Technology. The SVM model assigned the same tag for the article with a confidence of 95.7%. For the 

record, our model has clearly shown how robust and coherent it is by showing a confidence of 99.6%.  

Moreover, we further studied the predictions of the model on the test set by checking a portion of the 

misclassified articles. In our investigation, the model proved that some of the articles were a good fit 

under the predicted categories more than the originally assigned categories by the news website. In 

Figure 11, we show an article that is tagged under the “Technology” category. However, after 

checking the article, we are convinced that the “Business” category is more suited for this article 

which is the same category that was predicted by the SVM classifier. This proves again that the model 

is precise and trustworthy. 

Finally, the article in Figure 12, taken from (cnbcarabia.com), was originally tagged as “Business”.  

The SVM model was more biased for the “Middle East” tag with a probability percentage of 40.3%. 

The model was also giving a percentage of 37.7% for the “Business” tag. The small difference in the 

confidence was toward the more suited tag. 
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Figure 10.  Example of a correctly classified news article. 

 

Figure 11.  Example of an incorrectly classified news article as “Business”. 

For the second part of the testing, we experimented with a recently reported dataset (Akhbarona). It’s 

an unbalanced dataset that consists of seven categories [Medicine, Politics, Sports, Religion, Culture, 

Technology and Business] holding 46,900 articles. The dataset is cleaned by removing elongation, 

punctuation, Arabic digits, isolated chars, qur’anic symbols, Latin letters and other marks. We split the 

dataset into 80% training and 20% testing. 

It can be stated that lower accuracies are to be expected by the models for 2 reasons; the increase in 

the number of categories will lead to a higher possibility of misclassifying an article and the 

unbalanced dataset may steer the classifier to be biased to a certain class. 

Table 7 demonstrates the accuracy results that have been obtained on Akhbarona dataset. The SVM 

classifier proved to be the best classifier by producing an accuracy of 94.4% on the test set. In 
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contrast, the Ada-Boost classifier produced no more than 87.7%. The average of the accuracies is 90% 

only. Furthermore, four classifiers were producing a close result to the best classifier with a range 

from 94.4% to 93.9%. The KNeighbors classifier performed above the average with an accuracy of 

90.8%. The other six classifiers performed below the average with accuracy scores ranging from 

77.9% to 88.4%. Figures 13 and 14 show the confusion matrix of the best classifier (SMV) and the 

worst classifier (Ada-Boost). 

 

Figure 12.  Another example of an article classified by SVM. 

Table 7.  Classifiers’ accuracies on “Akbarona”. 

Algorithms Accuracy % 

Logistic Regression 93.9 

SVC 94.4 

DT Classifier 83.0 

Multinomial NB 88.0 

XGB Classifier 88.4 

KNN Classifier 90.8 

RF Classifier 87.8 

Nearest Centroid 86.2 

Ada-Boost Classifier 77.9 

MLP Classifier 94.1 

Voting Classifier 94.3 

 

Figure 13.  Confusion matrix for the best                               Figure 14.  Confusion matrix for the worst 

classifier on “Akhbarona”.                                                        classifier on “Akhbarona”. 
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In Table 8, four different classifiers: (SVM, Logistic Regression, MLP and the voting classifier) 

scored the highest F1-score of 94%, while Ada-Boost scored the lowest score of 78%. 

Table 8.  Accuracy metrics for classifiers testing on “Akbarona”. 

Algorithms Precision Recall F1-score 

Logistic Regression 0.94 0.94 0.94 

SVC 0.94 0.94 0.94 

DT Classifier 0.83 0.83 0.83 

Multinomial NB 0.91 0.88 0.88 

XGB Classifier 0.89 0.88 0.88 

KNN Classifier 0.91 0.91 0.91 

RF Classifier 0.88 0.88 0.88 

Nearest Centroid 0.89 0.86 0.87 

Ada-Boost Classifier 0.80 0.78 0.78 

MLP Classifier 0.94 0.94 0.94 

Voting Classifier 0.94 0.94 0.94 

5.3.2 Multi-label Text Classification  

During this phase, we test the performance of the OneVsRestXGBoost Classifier on recently published 

articles. Figure 15 shows an article taken from “Arabic.cnn.com”.  The article discusses how the 

coronavirus could possibly impact the smartphones industry, since most of these factories are located 

in China. It’s originally tagged under “Business” only. Looking at the content of the article, it seems as 

it heavily talks about Technology as well. The XGBoost classifier picked up on both topics and 

predicted “Technology” and “Business” labels.  

 

Figure 15.  Example of a news article classified by OVR-XGBoost.  

 
Another interesting article that has been correctly predicted by the model is shown in Figure 16. This 

time, it is taken from the “arabic.rt.com” website, where it was originally tagged with “Sports”, 

“Premier League”, “Real Madrid” and “Barcelona”. All of them were accurately predicted, without 

missing a single one. In Figure 17, the article originally is tagged under the “Business” category. Our 

trained classifier added to this tag two other labels: “Oil” and “Saudi Business”. This shows how 

specific the predictions by the model are.   
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Figure 16.  Example of a correctly classified news article by OVR-XGBoost. 

 

Figure 17.  Example of a news article classified by OVR-XGBoost. 

 

Figure 18.  Example of a misclassified news article by OVR-XGBoost from the test set. 
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Lastly, in Figure 18, we show an example of a misclassified article grabbed form the testing set. The 

article is originally tagged as “Middle East”, “Egypt” and “Yemen”. The predicted results show that 

the model has agreed with the author to a certain level, by predicting “Middle East”, “Yemen”, in 

addition to two other additional tags: “Iraq” and “Syria”. Along with the absence of the tag “Egypt”, 

we found that the model’s overall prediction was much more suitable for the article and its content, 

proving that it can rectify human errors. 

6. CONCLUSIONS 

In summary, this paper has presented both a multi-class text classifier system for Arabic news articles 

and a multi-label classifying system. We propose a single-labeled dataset that holds over 89k Arabic 

news articles divided into 4 categories, from seven websites. Another dataset is also proposed that 

contains 293k multi-labeled Arabic articles along with their tags, scraped from 10 different websites. 

The first dataset was examined by 11 different classifiers, all trained and tested using the single-

labeled dataset. From 87% to 97% is the range of final accuracies, where the SVM classifier scored 

the top accuracy and F1-score. The voting classifier was used in hopes of improving the accuracy, but 

the resulting percentage is comparable to the SVM classifier’s score. To further explore how robust 

our proposed system is, we conducted additional experiments on a recently reported dataset 

“Akhbarona”. The dataset has 7 classes and the results of using it for training and testing the same 

classifiers were as good as on our dataset. The highest accuracy was scored by the SVM classifier as 

well. The second dataset was examined by implementing and comparing the results of two different 

classifiers. A custom accuracy metric was implemented to evaluate the performance along with 

hamming loss metric. The OVR-XGBoost classifier performed better than OVR-Logistic Regression 

classifier, scoring 91.3% accuracy, while Logistic achieved 87.6%.  

In future, we intend to increase the number of classes in the single-labeled dataset and the number of 

labels in the multi-labeled dataset, which will require more scraping scripts. We would also like to 

compare and study our results with some deep learning methods. 
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 ملخص البحث:

يهدددددد ا عدددددد و و الددددددب و دددددد  ن دددددد  و ءًددددددصائ  لددددددص ي الهددددددص  دددددد   ن ددددددصا    ددددددص     دددددد    ددددددصا  

و لفدددددالوس و لةددددد.   ت قيهدددددصل ن . تيدددددئ عددددد و و هددددد ات نددددد  ن دددددءي    لدددددء .   يص دددددصس   يددددداني  

 ل صقدددددد  و  ص ددددددت  ص   ددددددصت  ص  مددددددت و اا يددددددتل ن. ددددددء    لء ددددددت و  يص ددددددصس و ن دددددد   دددددد   دددددد  و

 تددددددء) عدددددد ا شو  لددددددص)ت نو  ددددددا  و ن دددددد ت  4 تددددددصسسم  ء ددددددء تم  ء دددددد م نو دددددد   دددددد   ددددددي  

و ثص يدددددددتت قهددددددد     دددددددا  ددددددد  و ن ددددددد ت نن .دددددددء    ددددددد   تدددددددصسسم ننو .  ء ءجيدددددددصت نو ايص دددددددت ل 

ل ن دددددددد .ُ.صح   لء .ددددددددص و  يص ددددددددصس  ل .لدددددددد  و   دددددددد  قيلددددددددص ي.ا ددددددددئ  ء ددددددددء ت  ادددددددد    ن ددددددددصام

   ص  مءيصس و  ص ء يت  ص  مت و اا يتل

ن ف ددددد   ددددد م و فصاددددد    ددددد    لدددددء .  و  يص دددددصست نددددد  ن  يدددددئ   دددددفءقتم  ددددد    دددددا    ددددد   فصس 

 ل  صك ددددددصقت و دددددد  ع ددددددلت ندددددد  ن  يددددددئ  لددددددءع  ن ليدددددد م  دددددد   جددددددب جلدددددد   ق ددددددب 
 دددددد  ت و دددددد.ا ا

 و .لدددددددصلو    ددددددد  ن دددددددءيء و    يدددددددتل ننددددددداونح  لو   م و ل ددددددد   فصس  ادددددددص  قددددددد    ددددددد     نو ددددددد

  Ada-Boost%  ل ددددددددد     ش7ل87ص دددددددددصس و ن ددددددددد   دددددددددي  يو ل ددددددددد   فصس   ددددددددد    لء دددددددددت و  

   لSVM%  ل      ش9ل97ن

نقددددد    ددددد   ن  يدددددب  ادددددل و لتدددددصسس و .ددددد  ق دددددب و  لدددددءع  قددددد  ن ددددد يفهص   ددددد ب  ددددد ي  و  صجدددددت 

تدددددصا    ددددد  ن ددددد م نو ددددد   و ددددد  ن ددددد ي  م  .اددددد ل و ن دددددصا   ددددد  و ا ددددد   ددددد  و . ددددد ي  و 

    دددددء)   ددددد   .دددددصاق ن ددددد ي   ق دددددبل نقددددد  جدددددام و ددددد.  و    ددددد   فصسم  .ءوقتدددددت  ددددد   هلدددددصس 

 ت ننددددددد  و . دددددددصت عددددددد   و ل ددددددد   فصس XGBoost  ن شLRو . ددددددد ي   .اددددددد ل و ن دددددددصا   ثدددددددب ش

و ددددد  جص ددددد   تيدددددص     ددددد    لء دددددت و  يص دددددصس و ثص يدددددتل ننددددد  ن دددددءيا  تيدددددص     قدددددت  .تيدددددي  و لو ت

ب لقدددددددددت   مدددددددددء XGBoost فتْددددددددد  و  دددددددددا ل ن ً دددددددددء و ل ددددددددد     ش     دددددددددإ و ق دددددددددب   ع  ددددددددد  

 %ل6لLR  87%ت ق   ي   ص ء لقت و ل      ش3ل91
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