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ABSTRACT

The enormous rapid growth of the online world and universal computing brought a wide range of choices for
Internet users to obtain information of interest. However, the huge amount of new information released every day
in "big data" is greater than the human information processing capacity. As a result, it becomes harder and harder
for users to obtain the required information quickly and they are also facing the problem of information overload.
Collaborative Filtering (CF) systems play an important role in overcoming the information overload phenomenon
by providing users with relevant information based on their preferences. CF is one of the best recommendation
approaches that automate the process of the “word-0f-mouth” paradigm. The most critical tasks in CF are finding
similar users with similar preferences and then predicting user ratings to provide a personalized list of ranked
items to the users. Previous studies have almost exclusively focused on these tasks separately to enhance the quality
of recommendation. Nevertheless, we argue that these two tasks are not completely independent, but are part of
an incorporated process. The purpose of this study is to propose a recommendation method that bridge the gap
between the tasks of rating prediction and ranking to better grasp the best similar users to the target user by
combing the advantage potential information of users review text clustering and user numerical ratings to enhance
the CF recommendation methods proposed in the literature. The experimental results on three different datasets
from Amazon show a considerable improvement over the baseline CF approaches in terms of recall, precision and
F1-measure.
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1. INTRODUCTION

There has been significant growth in the digital world across the Internet in recent years. With a
tremendous amount of information, it has become extremely difficult to decide with the wide-ranging
of alternatives and suggestions provided to us every day. Recommender systems (RSs) can address the
information overload issue, by suggesting users with recommendations of items, such as websites,
movies, books, songs and music based on their individual historical preferences [1]-[2]. In e-commerce,
many commercial websites, such as Amazon.com, eBay, Netflix, Yelp, last.FM, YouTube, etc. provide
recommendation services. Also, in social media sites, recommender systems can help users annotate
items with tags using tag recommendation, thus impeding more effective retrieval and classification in
tagging systems [3].

This recommendation service could be a strategy to improve the relationship between commercial
websites and their customers. Therefore, it is intended that a high-quality personalized recommendation
service can ensure customers' satisfaction and loyalty [4]. CF approach is considered probably one of
the most commonly applied and successful technology in RS [2], [5]. CF assumes that users who chose
item A will be interested in item B if other users who chose item A were also interested in item B. CF
matches the target user choices against other users to identify a group of ‘like-minded’, also known as
‘nearest neighbour’, users. This is typically done using metrics, such as cosine similarity or Pearson’s
correlation coefficient. Once the group of ‘like-minded’ users is identified, those items, which gain a
high rate or are selected by the group top-N preferable items that a target user has not accessed, are then
recommended [6].

Ordinary CF approaches depend on the commonality among users. Similar users or items are realized
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by computing the similarities of common users with the active user in the rating items [5]. Generally,
the CF recommender system performs well once there are sufficient user preferences. However, it
suffers from certain limitations related to data sparsity and cold-start problems [7].

Data sparsity is considered one of the critical issues in collaborative filtering approaches [7]. In practice,
many commercial recommender systems are based on a large dataset, where the number of items is
always bigger compared to the number of users. Furthermore, most active users usually provide a rating
for a rather restricted number of items. As a result, the user-item matrix used for collaborative filtering
approaches could be extremely sparse, which makes it a challenge to make a useful recommendation.
Moreover, data sparsity issue occurs in several situations and is specifically evident in a situation where
a new user has just entered the system or a new item has just been added to the system, which is
commonly known as ‘cold start’ problem [5], [7].

Typically, considering only the user rating data on items fails to completely indicate users’ similarity
for two reasons 1) ratings alone does not demonstrate the reason overdue to a user’s rating and 2) users
may rate items equally in the same way; however, their ratings may be based on different perspectives
or item features.

To deal with the aforementioned problems, numerous approaches have been proposed by representing
users and items with external knowledge resources, including user tags [5], [8], item contextual data [9]
and use social data [10].

Nowadays, plenty of users often tend to provide their opinions on the Internet utilizing text. These
reviews have the potential to provide a system with more details and efficient user preferences [11].
Putting it simply, user text reviews could be exploited, in combination with numerical ratings, to
improve the word-of-mouth recommendation process.

This study aims to propose a recommendation method to better grasp the best alike users to the target
user by combing the advantage potential information of review text clustering and user numerical ratings
to enhance the CF recommendation methods proposed in literature works.

The remainder of this paper is structured as follows: Section 2 presents previous work related to CF.
Section 3 then presents the proposed methods, details about the different steps which are performed,
data pre-processing, standard collaborative filtering, similarity weighting, rating prediction, review
clustering, item ranking and recommendation. Section 4 presents the dataset used, methodology and
metrics used to examine the proposed approach and a variety of existing most common related CF
recommendation algorithms to compare with. Section 5 presents the results and discussion. Lastly,
Section 6 gives the overall conclusions of the work presented in this paper, as well as suggestions for
future research to be performed in this field.

2. RELATED WORK

This section presents prior work related to recommender systems. The first part presents related work
utilizing clustering algorithms in recommender systems and the second part presents related work
exploiting user reviews.

2.1 Clustering-based Recommender Systems

Clustering is considered as an unsupervised method of grouping content based on some obvious features,
such as words or word phrases in a set of documents. In simple words, clustering is the process of
grouping patterns or entities into restricted classes of similar objects. In this case, a large volume of data
is classified into similar groups (related instances into clusters) [12]. Clustering has been widely utilized
in a wide range of disciplines, such as image segmentation [13], information retrieval and filtering [13],
text mining [14] and many other real-world applications [15].

In CF, the review clustering process works either by identifying users into groups with similar item
reviews or items into groups that have the same users' preferences. Thereby, when a target user is
recognized as similar to a given cluster, then items associated with these users within the related cluster
are recommended to the target user. There have been various methods proposed to enhance RS accuracy
by utilizing clustering methods [16]-[19]. Wang et al. [17] proposed a clustering-based CF for dealing
with data sparsity problems. They initially clustered users according to their rating preferences into k
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clustering through the K-means clustering algorithm. Then, they introduced a formula to determine the
missing rating in the user-item rating matrix to obtain a high-density matrix. The new calculated rating
is used to determine the similarity of items and estimate the rating of the active user on items that have
not been rated. Sarwar et al. [18] proposed a clustering approach that groups users into clusters upon
their numerical rating behaviour. They confirmed that using rating clustering shows promising
improvement in the recommendation accuracy on the traditional CF. Z. Cui et al. [19] introduced a
recommendation model based on a time correlation coefficient called TCCF. The proposed model
clusters similar users together based on the user's interest over time. Their model provides a higher-
quality recommendation. In [16], CF and content-based filtering approaches were performed through
clustering to identify similar users and items, respectively; after that, a personalized recommendation to
the active user was made. The clustering procedure has been realized as a successful way to enhance the
recommendation accuracy compared to the basic CF approach [16], [18]-[19]. However, literature
reviews show that the majority of previous studies clustered users or items individually and identified
the similarity between users and items based on numerical rating data. This inspires us to propose a new
CF approach by performing review clustering to group reviews into clusters and locate users into groups
of clusters based on their reviewing behaviour on items, in order to improve the recommendation quality
of current traditional CF. K-means clustering algorithm is one of the common algorithms utilized with
model-based CF system [20]. K-means clustering does a very good job when the clusters have a kind of
spherical shape. Nevertheless, this algorithm is highly dependent on the user-defined variants; i.e., the
number of clusters from the data and the selection on the initial centroid need to be initialized.
Subsequently, different variants lead to inaccurate recommendation quality. Arthur and Vassilvitskii
[21] proposed an enhanced k-means clustering algorithm called K-means++. K-means++ randomly
chooses the initial centroids, then determines the subsequent centroid using the proportional probability
to the squared distance from its closet existing centroid. According to [21], this algorithm shows an
improvement in the speed and accuracy of the k-means, in addition to its ability to automatically identify
the optimal number of clusters. We use the K-means++ clustering algorithm in this study.

2.2 Review-based Recommender Systems

Through the last decade, there has been intensive research in RS and various approaches have been
proposed to improve the RS reliability and accuracy through exploring knowledge from other sources.
Examples are: Knowledge-based Systems [22]-[23], Internet of Things (IoT) [24], Information Retrieval
Systems [25], User Tags [5] and Neural Networks [26]. Besides, information from customers’ reviews
can be exploited to provide accurate recommendations. Nilashi et al. [27] proposed a recommender
system for e-tourism platforms. By utilizing the online reviews on social network sites, they applied
supervised and unsupervised machine learning methods to analyze the customers’ online reviews
besides using multi-criteria ratings in building their recommender system. The evaluation results
confirmed that the use of online reviews leads to precise recommendations.

Terzi et al. [28] modified the traditional CF approach by identifying the similarities between users using
their reviews on items, as an alternative to numerical ratings. More properly, two users are considered
similar if both of them co-reviewed an item. The new similarity scores are then used as a weight in the
rating prediction stage in CF.

Musto et al. [29] offered a multi-criteria CF method that makes use of users' reviews to produce a multi-
faceted representation of users' interests. Furthermore, sentiment analysis and opinion mining
frameworks were applied to extract relevant aspects and sentiment scores from users' reviews.

Macdonald and Ounis [30] applied a weak supervision process at the data pre-processing phase to
combine both implicit and explicit users' feedback. This process was focusing on bridging the gap
between the tasks of item rating prediction and item ranking. The proposed approach achieved raising
the representation of less popular items in the recommendation list. Accordingly, the results showed a
comparable accuracy in terms of rating prediction and item ranking as compared to other methods.

Margaris et al. [31] investigated a venue recommendation system for social network users by
considering user reviews’ features related to the venues (e.g. service, price, atmosphere, physical
distance), in addition to CF score which entails likeness of users’ tastes. Later, the recommendation
process was provided based on both explicit rating scores and implicit scores estimated by handling
textual review features. Other researchers [32], [33] used topic modeling to identify hidden topics from
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users' reviews exploiting topics based on latent Dirichlet allocation (LDA) for generating the topic
distribution profile of users.
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Figure 1. Proposed collaborative filtering framework.

3. PROPOSED METHOD

The main aim of this study is to propose a method to improve the recommendation accuracy by
clustering users' review texts and integrating them with user ratings. Figure 1 shows the proposed
collaborative filtering framework. The following subsection presents the proposed method step in more
detail.

3.1 Data Pre-processing

The pre-processing step aims to refine the review text from parts that decrease the efficiency of the
clustering and recommendation processes. To improve review clustering efficiency, several pre-
processing steps have been made. First, redundant data and rows without review text are deleted. Next,
all non-alphabetic characters, like emotion letters, smiles, finding punctuation, periods, hyphens and
stop words, are eliminated from each review text. Then, the stems (roots) are identified and upper-case
letters are converted into lower-case letters in the words in each review. Conversely, to avoid cold-start
and sparsity problems in the recommender system, users who have fewer than 5 reviews or ratings are
filtered out.

3.2 Standard Collaborative Filtering

Traditional approaches use the entire user-item database to identify the so-called “neighbourhood” of a
new user or new item. Based on the neighbourhood distance or the correlation between two users or
items, each neighbour receives a weight and then, the algorithm in some manner aggregates the
preferences of the neighbours to produce a prediction or recommendation for the new user or (target
user) [34]. Hence, when the task is to produce Top-N recommendations, these approaches tend to find
the most similar (nearest neighbours) users or items. Because such an approach makes a prediction based
on local similar users (neighbourhood) of the target user or similarities between items, it is commonly
classified into user-based and item-based approaches [34]-[36].
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The user-based collaborative filtering assumes that users who chose item A will be interested in item B
if other users who chose item A are also interested in item B. On the other hand, item-based collaborative
filtering looks at each item on the target user list of the chosen items and identifies other items that seem
to be ‘similar’ to that item. The similarity of items depends on the closely matching attributes with the
previously rated items by the target user.

3.3 Similarity Weighting

The most commonly used methods to calculate similarity among the two users u and v are the cosine-
based and correlation-based similarity measures [37]. The similarity between user u and v is measured
by calculating the cosine angle between users’ corresponding rating vectors u =
(rn1, - Tnn) @and v = (Tyy, ..., Ty ) defined as follows:

u-v

cos() = I - 191

@)

Using Equation (1), the cosine similarity measure and the Pearson correlation coefficient between users
u and v are defined respectively as follows:

Zime Iy,v Tum*Tv,m

. 2 . 2
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Sim (u,v) =

(2)
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where I, i denotes the co-rated items between users u and v. In other words, it denotes items rated by
both users.

Sim(u,v) =

@)

3.4 Rating Prediction

After computing the similarities between the target user/active user and the other users, k-nearest
neighbours to the target user are identified. Generally, the CF estimates the rating of the unseen item for
the target user based upon item rating from those k-nearest neighbours. As mentioned earlier, CF
generates predictions based on the entire set of those items that have been rated or chosen by the target
user. More specifically, the gain of the utility function £(u, i) of item i € I for user u € U is computed
as an aggregate of the ratings r,, of most similar users for user u on item i. The utility function is defined
as follows:

Yven Sim(u,v)*(ry—Ty)

2veglsim(uv)|

t(ui) =1, +

(4)

where T, denotes the average rating of user u and r, the average rating of user v. The average rating T,
. . -1 e
is defined as: F, = Yier, Tym Where Iy = {ip, € I|ry # 0}

3.5 Review Clustering

In this step, we conduct the user review clustering process for identifying clusters, each of which is
composed of a group of users or items who/that possess similar reviewing preferences among each other.
Hence, this process groups users or items into clusters, thus giving a new way to identify the
neighbourhood similarities of users or items in the CF recommender system.

As mentioned earlier, the objective of this research is to propose a recommendation method that
combines the explicit review text data with the implicit user rating data in CF recommendations. In more
detail, the Top-N recommendation list is re-ranked according to the similarity between target user/item
within a related cluster, through clustering users' review data using K-means++. In this situation, an
appropriate decision is made with which items might be recommended or not based on like-minded
users within the cluster to improve the quality of CF recommendation. In this stage, K-means++ is
applied to cluster user/item reviews.

Thereby, to cluster user/item review text, first, we need to convert the text of the free-form reviews into
structure data. This means to convert the text data into numerical values. This process is sometimes
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referred to as “vectorization”. Among the popular vectorization processes is the term frequency-inverse
document frequency (TF-IDF) measure [38]-[39]. Within the context of RS, the main idea of the
TF_IDF measure is to estimate how important a keyword is to an item; the more occurrence of a
keyword in a document, the more important it is. However, it also considers frequent terms that appear

in many items and are not very relevant. Concretely, TF-IDF works as follows. Let N be the whole set
of available documents that can be recommended to the user u, and let N be the number of the
documents in which the term ty appears. First, the frequency fy n, of each term occurring in the
document i, € lis counted. Note that if the term t) does not appear in the text of the document iy,
then fi ,, = 0. The term frequency of each term ty of the document iy, is computed as follows:

ft,,m
TFym = —& (5)

max f,

where max f,,, indicates the maximum term frequency of all terms that appear in the document iy,. In
the TF measure, the more occurrence of a term in a specific document, the more important it is. However,
considering terms that appear frequently in many documents tends to be less useful to determine whether
the documents are relevant or irrelevant. On the other side, the inverse document frequency measure
IDF is used to consider the influence of a given term in the entire collection of available documents.
The IDF is regarded as a measure that minimizes the weight of terms that frequently appear in most
documents, such as stop-words. Formally, IDF of the term ty is computed as follows:

N
IDF,, = logN—k (6)

Finally, the TF-IDF measure for the term ty in a document i,,, is defined as the combination of term-
frequency and inverse document frequency [38], which is formally defined as follows:

TF — IDF(ty im) = TFym X IDFy, (7

This method can be used to obtain terms frequently occurring in users' review text. Subsequently, using
the TF-IDF, we can find out exactly what terms are important in each review. This step identifies the
features of each review. Hence, the classification of reviews by TF-IDF value leads to finding a group
of reviews with similar subject areas according to the importance of terms [40]. This is the reason why
this research utilizes the K-means++ clustering algorithm to cluster users' reviews based on review
topics. The K-means++ algorithm determines a center of the cluster that comprises a group of reviews
with a specific topic and then assigns a review to a cluster based on the highest cosine similarity between
the TF-IDF value of the review and the center value of each cluster. Afterwards, each review is
associated with the corresponding reviewers and items.

3.6 Item Ranking and Recommendation

In Standard CF, the item ranking and recommendation step comes after the rating prediction of items
that have not been evaluated by the target user. The items are ranked based upon the predicted rating
values and then the Top-N items with the highest values are recommended to the target user for each
recommendation interaction [41]. Accordingly, the goal of the Top-N recommendation is to obtain a list
of the most relevant items allocated to user preferences. Different from the standard CF, the proposed
approach recommends relevant items based on the result of review clustering and the preference
propensity of each user by utilizing the estimated rating and user reviewing behaviour on items. As a
result, either an incentive or a penalty is applied to each item in the Top-N recommendation list.
Therefore, the Top-N list will be re-ranked based on users’ reviewing preference clustering of users on
items.

The proposed ranking method is demonstrated as follows:
e Assume that the standard CF decides whether to recommend a particular item (i) to the target
user (u) or not. Normally, it checks whether the predicted rate T(u, i) is sufficiently large (i.e., T
>3, which means that the user likes the item), then item i will be recommended to the user u.
e Under the ranking process based on review clustering, an incentive is given to item ( i) to be
recommended if the estimated rate of item ( i) is greater than or equal to the average estimated

rate of item ( i) of users within the cluster related to the active user. Otherwise, item (i) will be
dropped from the Top-N recommendation list.
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4. EXPERIMENTS

In this section, different experiments are conducted over three real-world datasets obtained from
Amazon to examine the performance of the CF recommendation accuracy after applying the users’
review clustering. All the experiments were run on a machine equipped with Intel Xeon CPU family 6,
model85, CPU MHz 2000.180 and 13,021GB of RAM. The programming language used is Python 3.7.

4.1 Datasets

The proposed approach was evaluated over a real-world dataset collected by Amazon.com. In this study,
3 different dataset categories are selected for the experiment. The datasets are available at https://s3.
amazonaws.com/amazon-reviews-pds/tsv/index.txt. The Amazon dataset includes product review of
user reviews on each product and metadata including a numerical rating scale (1-5 stars) which indicates
the user's opinion. Hence, a low rating illustrates a negative opinion, while in contrast, a high rating
illustrates an incredibly positive opinion. Because of the vast size of the data, it's a challenge to handle
it all. Therefore, the RS is built using a dataset of 3 product categories with the largest number of
reviews; namely, Books, Video DVD and Wireless. Table 1 presents the description of Amazon dataset
categories.

Table 1. Description of Amazon dataset categories.

Dataset #Users #ltems #Reviews
Books 4,608044 | 2,264749 | 9,292094
Video DVD | 2,071004 | 2,97525 4,622722
Wireless 5,193777 | 9,06086 8,110757

4.2 Methodology and Metrics

To assess the efficiency of our proposed approach, we applied the so-called back-testing strategy, which
is well known in RS evaluation. The first step was to split the dataset into 5 folds. As a result, 20% was
used as testing data and 80% was used as training data. The second step was dividing each user profile
into 5 folds, such that 20 % of the items are being used as testing data, while the remaining items formed
the training data. This step will guarantee that the recommendation process is not biased to a certain test/
training. Besides, it also guarantees that the proposed approach produces equal recommendations for all
users, not only for the most active users. Afterwards, the results were averaged over the five folds. The
efficiency of the proposed approach was evaluated by using well-known standard evaluation metrics;
namely, Precision, Recall and F-measure; these metrics evaluate how actually an RS can produce a
highly accurate prediction for relevant items as follows:

.. tp
precision = — 8
_tp
Recall = Py 9)

where tp (True positive is the number of relevant items that are to be recommended and are

recommended correctly, whereas fp (False positive) is the number of non-relevant items that should
have not been recommended.

tn (True negative) indicates the number of non-relevant items that should not have been recommended
and were not recommended to the user and fn (False negative) is the number of relevant items that are
to be recommended but are not recommended correctly. We also considered the F1-measure metric
which measures the accuracy of the test. The F1-measure links both recall and precision with equal
weights in a single value. This metric reflects the weighted harmonic mean of precision and recall. The
F1-measure is indicated by the following equation:

Re callxPrecision
F1 —meaure =2 X ——— (10)
Re call+Precision

4.3 Comparisons

To evaluate the proposed approach performance, we implemented a variety of existing most common
Baseline CF recommendation algorithms to compare with. We compare with the following baselines:
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KNN: We implemented standard K-Nearest Neighbourhood CF (KNN hereinafter) [42]. This model
matches the target user choices against other users to identify a group of neighbourhood users. This is
typically done using similarity metrics, such as cosine or Pearson’s correlation coefficient. Once the
group of neighbourhood users is identified, those items which gain a high rate or are selected by the
group are then recommended to the target user.

SVD: This method is one of the state-of-art model-based approaches; Standard Singular Value
Decomposition (SVD hereinafter) [43]. The advantage of model-based SVD is that this model not only
incorporates rating information of similar users, but also leads to obtain a rating of other users who are
considered to be not similar. In this case, several users get to be predictors for other user preference
events without any overlap of co-rated items. The missing user ratings are prefilling with the rating data
statistics. More details on the computation of SVD are given in [44]-[45]. This method is known as a
baseline predictor in several works in the literature [46]-[48].

NMF: Finally, we compare the proposed approach with CF based on Non-negative matrix factorization
(NMF hereinafter) [49], this model is very similar to the SVD model and is based on the idea of rating
matrix manipulation. This method reduces the dimensionality of the user-item rating matrix to a low-
dimensional space and then calculates similarities between users in this space, which can enhance the
recommendation efficiency. It differs from the standard SVD method in investigating a non-negative
update procedure based on each feature parameter concerned instead of the entire feature matrices.

5. RESULTS AND DISCUSSION

In this section, we provide the results of our experiments concerning Top-N recommendation quality of
CF. We tested each method for various values of the N-recommended items. We vary the value of N (N
=5, 10, 15, 20, 25 and 30) for each user in the test set, since in the real scenario, users tend to click on
items with higher ranks. Regarding the size of the K-Nearest neighbourhood values of the standard KNN
recommender system, we conducted several experiments to choose the optimal value of K. The accuracy
of prediction used is the root mean square error (RMSE). RMSE computes the mean value of the
differences between the actual value and the predicted value of user rating. The RMSE is given by the
following equation:

RMSE = \/%Z?zl(ri — )2 (11)

where, r; is the actual rating, t; is the predicted rating and n is the number of ratings.

Table 2 shows the accuracy results of RMSE versus the size of the K-Nearest neighbourhood. As can
be seen, on the three datasets, the RMSE values decrease when the size of the neighbourhood is
increased. However, the accuracy deteriorates with k values higher than 20 and there is no
significant change with k values higher than this value. Therefore, we considered the value of
similar neighbourhood users K to be equal to 20.

Table 2. Accuracy results (RMSE) versus the size of the neighbourhood.

Dataset \ K | Books | Video DVD | Wireless
5 0.975 1.417 1.422
10 0.947 1.331 1.315
15 0.934 1.245 1.244
20 0.933 1.191 1.244
25 0.934 1.191 1.244
30 0.933 1.192 1.244
35 0.933 1.192 1.244
40 0.934 1.193 1.244
45 0.933 1.192 1.244
50 0.934 1.193 1.243

The results on the three different datasets, using Recall, Precision and F1-Measure matrices, are
summarized and discussed. Table 3 presents the results of the comparison between our proposed method
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and the baseline approaches on the Amazon Books dataset. Hence, the best performance for each metric
is shown in bold as the proposed approach abbreviation (Prop hereinafter).

Table 3. Amazon Books dataset results.

N=5 | N=10 | N=15 | N=20 | N=25 | N=30

KNN [51.1| 77.9 | 89.2 | 940 | 96.3 | 97.4

D [NMF [ 508 | 76.4 | 86.9 | 91.3 | 93.3 | 94.3
8 [SVD [50.7 | 76.7 | 87.6 | 925 | 947 | 95.7
Prop [52.9| 789 | 89.7 | 942 | 96.4 | 97.4

L, |KNN 938 938 | 937 | 937 | 937 | 936
@ [NMF [ 943 ] 940 [ 940 [ 939 | 93.9 | 93.9
2. | SVD [ 942 ] 940 | 93.9 | 938 | 93.7 | 93.7
2 | Prop [98.1] 96.0 | 949 | 944 [ 94.1 | 94.0
KNN | 66.2 | 85.1 | 91.4 | 93.8 | 95.0 | 95.5

- |NMF[66.0] 843 [ 90.3 | 92.6 | 936 | 94.1
= 'svD [659| 845 | 90.6 | 93.1 | 94.2 | 94.7
Prop | 68.7 | 86.6 | 92.2 | 943 | 952 | 95.7

The results in Table 3 demonstrate that the proposed approach performs better than baseline approaches
in terms of Recall, Precision and F1-Measure for different values of Top-N recommendation. The
proposed approach achieves the best performance when N=5. In terms of Recall, an improvement from
1.8% to 2.2 % is noticed compared to the baseline approaches. On the other hand, there is an
improvement from 3.8% to 4.3 % in terms of Precision. In terms of the overall performance regarding
F1-measure, the proposed approach achieves an improvement from 2.5% to 2.8%. Furthermore, it is
observed that the progress of improvement has an inverse relation to the value of N. For example, the
progress when N =5 is larger than those when N = 30, for the baseline approaches and the proposed
approach. This situation is due to that the most relevant items related to the target user are involved in
the recommendation of Top-N values. Hence, the proposed approach can accomplish higher progress at
smaller N values. The results in Table 3 demonstrate that the proposed approach is completely
appropriate in a real-life scenario, since users are normally attracted first to a few number of high-ranked
items [50].

We conducted two more experiments on other categories of the Amazon dataset named Video DVD
dataset and Amazon Wireless dataset to study the performance of the proposed approach on other
datasets with variant numbers of users, items and reviews. Table 4 and Table 5 present the result on the
Amazon Video DVD dataset and Amazon Wireless dataset, respectively.

Table 4. Amazon video DVD dataset results.

N=5 | N=10 | N=15 | N=20 | N=25 | N=30

KNN |81.6 |89.1 913 [922 |928 |931

> | NMF|812|874 [889 [896 |89.9 |90.1
8 [SVD [8L7 882 |897 |905 |90.8 |9L1
Prop | 84.0 904 | 920 |926 |930 |932

- |KNN|911]911 910 911 |91.1 |90.9
@ NMF | 916 [ 91.3 |[91.3 |[91.3 |91.3 |91.2
2 |SVD [914 911 [911 [91.0 [91.0 |91.0
- |Prop | 932|918 |915 913 |912 |911
KNN|[86.1]90.1 |[91.2 [917 |[919 |920

n | NMF|86.1[89.3 [90.1 [90.4 |90.6 |90.7
*~ | SvD [86.3[89.6 [90.4 [90.7 [90.9 |91.1
Prop |88.4 911 |917 [920 [921 [921
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From the results in Table 4 and Table 5, we can see that the proposed approach outperforms the other
baseline approaches in terms of recall, precision and F1-measure. In the case of smaller values of N, as
mentioned earlier, the smaller value of N indicates a larger improvement in user satisfaction.

Table 5. Amazon Wireless dataset results.

N=5 [ N=10 [ N=15 [ N=20 [ N=25 | N=30
KNN|88.1] 91.3 | 924 | 92.7 | 93.0 | 93.0

T [NMF [ 876 89.6 | 90.1 | 90.1 | 90.1 | 90.0
8 [SVD [886| 908 | 912 | 91.3 | 91.3 | 91.4
Prop | 90.6 | 92.6 | 93.2 | 93.1 | 932 | 93.1

o | KNN |87.3| 87.7 | 87.5 | 87.7 | 876 | 875
S |NMF|87.8| 879 | 87.8 | 87.9 | 87.8 | 87.8
2 |svD |879| 878 | 878 | 87.7 | 87.7 | 87.8
= | Prop [883| 879 | 87.8 | 879 | 87.8 | 87.8
KNN | 87.7 | 89.5 | 89.9 | 90.1 | 90.2 | 90.2

. |NMF[87.7 887 [8.9 [89.0 |89 |889
= ISvD [ 882|893 [894 |895 [895 |89.6
Prop | 89.5[90.2 |90.4 |[904 |90.4 |90.4

Finally, to examine whether the results obtained are statistically significant, a significance analysis was
conducted in the form of a t-test for the proposed approach and the baseline approaches in terms of the
F1-measure matrices. Hence, the F1-measure conveys the performance balance between both recall and
precision. Table 6 presents the t-test results. As seen, the values of sig. (2-tailed) is less than 0.05. This
ends in that the proposed approach presents a significant improvement when compared to the mentioned
baseline approaches.

Table 6. T-test results on F1-meausre.

. Sig.
Mean | Std. Deviation t (2-tailed)
. KNN | 87.8333 11.25996 2.584 0.049
> | Pairl '
3 Prop | 88.7833 10.38488
g oair o | NMF | 86.8167 | 10.81026 | 10,808 | 0.0005
w Prop | 88.7833 10.38488
o
= Pair 3 SVD | 87.1667 11.06882 5525 0.003
Prop | 88.7833 10.38488
. KNN 90.5 2.26539
> | Pairl 2.161 0.083
3 Prop | 91.2333 1.43898
D § . NMF | 89.5333 1.75575
S | Pair2 12.912 | 0.0005
) < Prop | 91.2333 1.43898
& . SVD | 89.8333 1.8085
© | Pair3 9.037 0.0005
Prop | 91.2333 1.43898
> . KNN 89.6 0.96747
= Pair 1 2.471 0.05
3 Prop | 90.2167 0.36009
N
= Pair 2 NMF | 88.6833 0.4916 2749 | 0.0005
= Prop | 90.2167 |  0.36009 ' '
2 Pair 3 SVD | 89.25 0.5244 13.521 | 0.0005
@ Prop | 90.2167 0.36009 ' '
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6. CONCLUSION

Nowadays, plenty of users often tend to provide their opinions on the Internet utilizing text. These
heterogeneous recommending information sources beyond user rating data present opportunities and
issues for traditional CF recommender systems. In this paper, we proposed a new CF approach by
utilizing review text clustering and using numerical ratings. The proposed approach aims to recommend
items to a target user based on the results of review clustering and the preference tendency of each user
using the predicted rating and the users’ reviewing behaviour on items. In such a case, the proposed
approach bridges the gap between the ranking and the prediction tasks of recommender systems, in order
to better grasp the best similar users to the target user, which leads to efficiently enhance the CF Top-N
recommendation. The experimental results on three different datasets show a considerable improvement
over the baseline CF approaches using just user explicit rating in terms of recall, precision and F1-
measure.

7. FUTURE WORK

Our future work in this area will focus on studying other clustering algorithms, in addition to the
complexity of the proposed approach. Another possible direction will focus on exploring and exploiting
other alternative text features in reviews.
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