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ABSTRACT 

Wireless network on chip (WNoC) can be used as an alternative to bus technology in high-core chips in which the 

multi-hop paths between far apart cores are replaced with a wireless single-hop link. The main reason for using 

wireless communication is to reduce latency as well as power consumption. According to the limitation of 

resources, the performance of the WNoC is sensitive to the routing algorithm. While an appropriate routing 

algorithm reduces latency, it should avoid deadlock. In this paper, we propose a novel routing algorithm using Q-

learning, which is one of the reinforcement learning methods for balancing wireless network traffic on the chip. 

Using such an algorithm, the nodes can make decisions based on congestion conditions in the network when 

transferring flits from the source node to the destination one. The simulation results show that using the proposed 

reinforcement learning for routing the packets considerably improves the performance of the network; more 

precisely, the system performance is improved by 8% compared with the previous related works. 

KEYWORDS 

Wireless network on chip (WNoC), Q-learning algorithm, Reinforcement learning (RL), Routing algorithm, 
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1. INTRODUCTION 

Coincidence with the development of the electronic world and the increase in the ability to design 

circuits at the nanoscale, integration in the design of electronic devices has become the talk of the day 

and efforts to design and build integrated devices continue. These efforts have created a new field called 

the System on Chip (SoC). The SoC tries to integrate the processing, communication and interface cores. 

One of the problems with this integration is how to connect and communicate between these cores. 

NoC [1]-[2] is a new solution for interconnection within the SoC, which was introduced in 1999. In 

traditional solutions, intermediate connections were made using the structure of the bus. As circuits 

became more compact, bus-based solutions lost their effectiveness in contrast to the need for new 

technologies. Crossings began to restrict and, at worst, block traffic. In networks on chip, there are 

networks like computer networks, in which different parts communicate with each other through this 

network by sending packaged data. An NoC like a computer network includes cores, routers that route 

traffic between cores and wires that connect devices to routers and routers to each other. 

In this network, packets or flits are used to send data.  In general, the package consists of at least three 

parts, which include the header, body and end of the package tail. Each package has only one header, 

one or more bodies and one end of the package tail. When sending data, the packet header is sent first 

and the path is reserved for data transmission. When one or more bodies are sent, by sending the end of 

the package tail, the reserved path is released so that it can be reserved by other nodes. In a WNoC [33]-

[34], multi-hop wired paths between far apart cores are replaced by high-bandwidth single-hop long-

range wireless links. Consequently, reduction of average hop count leads to better performance of the 

network and especially reduces latency and power consumption. The idea of the NoC using wireless 

links has been proposed for the first time in 2010 [3] and has so far been considered from different 

aspects such as routing algorithms. The routing algorithm identifies the path between the source router 

and the destination router. Packets have two strategies for arriving at the destination in WNoC. In the 

first strategy, the packets use the nearest wireless nodes to the sender and receiver for arriving at the 

destination. In the second strategy, the packets are routed only through wired links. Clearly, the path 
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with a minimum number of hops would be chosen by the traveling packets as the shortest path. So far, 

the most important routing methods that have been proposed include source and distributed routing [4], 

[5], [6], [7], deterministic and adaptive routing [8]-[10], minimal and non-minimal routing [11]-[14], 

thermal-aware routing [15]-[18] and fault-tolerant routing [19]-[22], [37]. 

One of the most important routing algorithms is the learning-based algorithm that can be categorized as 

an adaptive routing algorithm [46]. In the deterministic routing algorithm, it is decided only based on 

the source and destination addresses and all packets that have the same source and destination addresses 

pass the same route. But in the adaptive routing algorithm, in addition to the source and destination 

addresses, the network time traffic is also effective in determining the route. Therefore, packets that 

have the same source and destination addresses may use different paths with different delays for data 

transmission. 

Reinforcement learning is a type of learning in which the correct action in each situation is determined 

by a standard. It is the task of the teaching agent to learn the best action in any situation by having 

information [38]-[40]. This is part of the specific strengths of reinforcement learning. With the help of 

reinforcement learning, often the complexities of the decision can be solved with the least amount of 

information required. 

In reinforcement learning, the main purpose of learning is to perform a task or achieve a goal without 

which the learning agent is fed with external direct information. In reinforcement learning, when the 

agent performs a task that makes him closer to his goal, rewards are received and the goal is to take 

steps to maximize the agent’s reward for the long term [23]-[24]. In reinforcement learning, rewards 

and punishments are used as signals to improve the final performance of the system [10], [25]. 

In this paper, we propose a routing algorithm based on reinforcement learning which can execute on the 

wireless chip and uses flit to move data in a network on a chip. In the proposed method, we use a 

reinforcement learning method called Q-learning, which is a value-based method. This learning has a 

function Q the inputs of which are states and actions. To learn this function uses a table in which rows 

are states and columns are actions. If we have an agent who is at first home and can perform certain 

movements to act, to continue the activity of the agent, he must look at the table to obtain the value of 

Q from the starting position and based on specific actions and choose whichever has a higher Q value, 

receive the reward and update the value of Q based on the Bellman relation. The function Q indicates 

how much the agent may be rewarded on its path. 

Q-routing is a network routing method based on the Q-learning algorithm. Each node makes its own 

routing decisions based on information about its neighboring nodes. The node stores tables of values Q 

that estimate the quality of the alternative paths. These values are updated each time a node sends a 

packet to one of its neighbors. Thus, with packets of node paths, the values Q gradually hold more 

information. This routing algorithm can adapt to the network. In this way, if the packet path from the 

source node to the destination node is crowded, it changes the route and chooses the less crowded route. 

Redirection by the algorithm is based on the information in the tables of its nodes, where the information 

of these tables is updated based on the information obtained in each node movement. In fact, learning 

in this routing algorithm is the product of changing table values. 

The remainder of this paper is organized as follows. In Section 2, the related work is discussed. XY 

routing algorithm, wireless routing algorithm and flit and Q-learning algorithm are given in Section 3. 
In Section 4, the proposed method for NoCs is explained. The results are reported in Section 5, while 

the summary and conclusion are given in the last section. 

2. RELATED WORK 

In the past, a lot of research has been done to improve the performance of NoC routing. Recently, 

learning-based algorithms have been presented that can be categorized as adaptive routing algorithms. 

In the deterministic routing algorithm, the paths of the packets are determined only based on the source 

and destination addresses and all the packets that have the same source and destination addresses pass 

the same route. But in the adaptive routing algorithm, in addition to the source and destination addresses, 

the network time traffic is also effective in determining the route. Therefore, packets that have the same 

source and destination addresses may use different paths with different delays for data transmission. 
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Farahnakian et al. used reinforcement learning to balance traffic in the network. In this work, the Q - 

learning technique is used and the state is the node, the agent is the packet and the action is the output 

port selection. In this way, there is a table for each node that shows the different states of movement of 

the packet from that node in the network and the values of this table are equivalent to the delay that will 

be spent to reach the packet from the source node to destination node. When a packet reaches a node, it 

checks the table, because the goal is to select the least crowded path. If the delay value is assumed to be 

positive, it selects the lowest value and sends the packet in that direction. When the packet is sent through 

this node and the receiving node receives it, the receiving node sends its information about the status of 

its ports to the sender node through the learning packet and the sending node uses this information to 

update its table. This routing is a one-way routing, because when a packet is sent from node x to node 

y, only the sender node table, node x, is updated. Considering the packet instead of the flit is the main 

drawback of this work. In addition, this method was presented only for wired NoCs. Figure 1 shows an 

example of one-way routing. 

 
Figure 1. An example of one-way routing [26]. 

In reference [27] to solve the traffic problem in networks on chip, two-way reinforcement learning has 

been used. In this method, after selecting the path, the sender node also sends information about the 

congestion status of its ports when sending the packet. This information is used to update the receiver 

node learning table. When the packet is sent with this added information, the receiving node receives 

this information and extracts the required information from the received packet and sends its related 

information to the sending node with the learning packet. With this information that the receiver and the 

sender node receive, they update their tables. This is why it is said two-way. The proposed method in 

this reference finds the optimal path faster and improves the performance of the network. Again, this 

reference has considered only wired NoC as well as packet instead of the flit. Figure 2 shows an example 

of two-way routing. 

 

Figure 2. An example of two-way routing [27]. 

In reference [28], the performance of the network on the chip is optimized using reinforcement learning. 
Farahnakian et al. in [29] proposed an adaptive routing algorithm that distributes traffic using a learning 

method across the network. In reference [30], a congestion-aware routing algorithm based on Q-learning 

is presented, which divides the network into several clusters and each cluster maintains a table. This 

table stores local and general congestion information about alternative routes to send packets to the 

destination cluster. Each cluster can select a low-density output channel based on table information. 

Also, to further update the tables, both learning packages and data participate in the publication of 

congestion information. In this reference, flit is used for data transmission, but wireless links are not 

used.  
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It is worth noting that in all mentioned routing algorithms based on reinforcement learning, the data was 

transferred in a wired network and a packet was used to transfer data. In this paper, we apply 

reinforcement learning to improve the routing in a wireless network on chip when the flits are used to 

transfer data. 

3. BACKGROUND 

This section briefly reviews XY routing algorithm, wireless routing algorithm and Q-learning algorithm.  

3.1 XY Routing Algorithm 

By using the XY routing algorithm which is a kind of distributed deterministic routing algorithms, the 

flits first follow the X-path, then they move in the Y direction to reach their destination. 

3.2 Wireless Routing Algorithm 

Using wireless connections, the algorithm sends the packet faster from the source node to the destination 

one [41]-[43], [45]. In this kind of algorithms, when a packet reaches a node, two cases are checked: 

 Send packet from the source to the destination by XY method. 

 Send a packet from the source to the destination by sending the packet to the nearest wireless 

router to the source, receiving it at the nearest wireless router to the destination and then sending 

the packet to the destination node. 

The selection of each of the above-mentioned cases is done by calculating the Cartesian distance 

between the source and the destination, once without considering the wireless node and once using the 

wireless node. If the first distance is less than the second distance, the XY routing algorithm method 

will be used; otherwise, the wireless XY routing algorithm is selected. 

If there is no wireless node, the Cartesian distance (CD) is equal to: 

CD = |The distance between the source column and the destination column| + | distance between source 

row and destination row  |  (1) 

and if there is a wireless node, the Cartesian distance is equal to [41]: 

CD = |Cartesian distance between the destination and the nearest wireless node to the destination |+ 

|Cartesian distance between the source and the nearest wireless node to the source | + the cost of using 

wireless node. (2) 

3.3 Q-learning Algorithm  

Q-learning is a reinforcement learning technique in which by learning a state-action function, the agent 

follows a specific policy for performing different movements in different situations [44]. In the Q-

learning algorithm, each state-action pair is assigned a value of Q (s, a), which is the sum of the rewards 

received. When the agent starts from states, operates a and follows the existing policy, until it converges 

to the optimal value, Equation (3) (known as Bellman's relation) is used to update. 

 

𝑄(𝑠𝑡, 𝑎𝑡) ← 𝑄(𝑠𝑡, 𝑎𝑡) + 𝛼𝑡(𝑠𝑡, 𝑎𝑡) × [𝑅(𝑠𝑡) + 𝛾 max 𝑄(𝑠𝑡+1, 𝑎𝑡+1) − 𝑄(𝑠𝑡, 𝑎𝑡)]               (3) 

 

               

The core of the algorithm consists of a simple iterative update. In this way, the previous values are 

modified based on the new information. The Q-learning algorithm uses tables to store data. Each table 

maintains four fields named Current-State Space, Next-State Space, Action Space and Q-value. Current-

State Space refers to everything that the agent currently perceives, while Next-State Space is determined 

by the Current-State and the actions selected by the agents. The Action Space indicates the actions that 

the agent can perform. Each Q-value is accessible by Q(s, a), representing the expected reinforcement 

of taking action in states. Algorithm 1 shows this procedure. 
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Algorithm 1. Q-learning algorithm. 

1. Input:  PIR: packet Injection Rate, T: simulation Time, WN: wireless Nodes Set, lr: learning rate, 𝑚 × 𝑛: 

network size, df: discount factor. 

2. Output: Final Q (𝑠𝑡 , 𝑎𝑡) 

3. ST ← 1,2,3, …, T; N ← 1,2, …, 𝑚 × 𝑛 

4. Initialize Q(s,a) arbitarily 

5. For   i  ∈ ST   do 

6.           Initialize s 

7.           For   j ∈ N do 

8.                     Select action of agent from s using policy derived from Q(e.g, €-greedy) 

9.                       Q(𝒔𝒕, 𝒂𝒕) ← 𝐐(𝒔𝒕+𝟏, 𝒂𝒕+𝟏) + 𝒂[𝒓𝒕+𝟏 + 𝜸𝒎𝒂𝒙𝒂 ∗ 𝐐(𝒔𝒕+𝟏, 𝒂𝒕+𝟏) − 𝐐(𝒔𝒕, 𝒂𝒕)] 
10.                      s ←s’; 
11.            end 

12. end 

13. Return Q(𝑠𝑡 , 𝑎𝑡) 

4. THE PROPOSED METHOD 

In this section, to use Q-learning in wireless NoC, we first properly modify the conventional Q-table. 

Then, we explain how to fill this table. Finally, we describe the proposed Q-learning algorithm for the 

wireless NoC. 

4.1 The Customized Q-table for the Wireless NoC  

The customized Q-table for node 1 in a 3*3 WNoC is illustrated in Table 1. The table contains one field 

for the source, one field for the destination, four fields for the neighboring nodes (indicating the nodes 

we must first go to when moving from the source to the destination), four fields for the direction and 

four fields for the delay. 

Table 1. Table values in a 3 * 3 network with two nodes; namely, 1 and 6, as the wireless nodes. 

Source Neighboring node Direction Delay Destination 

Node1 0    3    0    Node0 

Node1 1    4    0    Node1 

Node1 2    1    0    Node2 

Node1 0 4 6  3 2 5  0 0 0  Node3 

Node1 4    2    0    Node4 

Node1 2 4   1 2   0 0   Node5 

Node1 0 4 6  3 2 5  0 0 0  Node 6 

              

Node1  4  6  2  5  0  0  Node 7 

Node1 2 4 6  1 2 5  0 0 0  Node 8 
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Figure 3.  A typical 3*3 mesh network with a wireless link between nodes 1 and 6. 
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 In that table, there is one row for all destinations. For example, in a 3 * 3 mesh, we have 9 rows 

for each source node, which is from 0 to 8. 

 Each row contains information about sending data from the source node to the destination node. 

 There is a table for each node in the network. 

Filling the four fields of the neighbor nodes is as follows: 

 If there is no wireless node in the network and the destination node is in the same row or column 

of the source node, the source node has one direction to send data to the destination node and 

therefore there is only a neighboring node in the table. On the other hand, if the source node and 

the destination node are not in the same row or column, there are two directions for sending 

data. Consequently, the source node has two neighboring nodes.  

 If there is a wireless node in the network, in addition to obtaining the neighboring nodes, the 

use of wireless capability should be checked. 

If the wireless transmission is possible, two cases may occur: first, the source node is a wireless node 

and the other source node is not a wireless node. If the source node is wireless, the ID of the nearest 

wireless node to the destination must be added to the neighboring nodes. This is because the next node 

is the wireless node to which the fields must be sent and the wireless direction must be added to its 

directions. If the source is not wireless, the fields must be sent to the nearest wireless router to use the 

wireless capability.  

If the nearest wireless source and destination are not the same, we should consider whether it is good to 

use wireless capability. To do this, we must obtain the Cartesian distance between the source and the 

destination node with and without considering the wireless node. If the second distance is less than the 

first one, the wireless capability will not be used; otherwise, the wireless capability will be used. 

Furthermore, the delay values when creating the table for each node are zero by default.  

To calculate and update the delay values, Equation (4) is used, which simulates the Bellman relation 

[35] in the NoC for data transmission [26]. 

𝑄𝑥(𝑦, 𝑑) = 𝑄𝑥 (𝑦, 𝑑)𝑜𝑙𝑑 + 𝛼 [(𝛾 ∗ 𝑄𝑦(𝑧, 𝑑)) + 𝑞𝑦 + 𝛿 − 𝑄𝑥 (𝑦, 𝑑)𝑜𝑙𝑑]                    (4) 

This relation calculates the amount of new latency when sending a packet from node x to node d through 

the neighboring node y. In this regard, α is the learning rate that determines the rate of newer information. 

In addition, qy indicates how long the packet sent from node x waits in the input buffer of node y. δ 

indicates the length of time that a packet is sent from node x to node y. Moreover, 𝑄𝑦(𝑧, 𝑑) indicates the 

length of time that the packet goes from node y to node d with the help of the neighboring node z. 

𝑄𝑥 (𝑦, 𝑑)𝑜𝑙𝑑  indicates the amount of delay in the pre-update table and γ is the discount factor that 

determines the importance of future rewards and therefore affects the value of 𝑄𝑦(𝑧, 𝑑). 

Each of the above values is obtained as follows: The value 𝑄𝑥 (𝑦, 𝑑)𝑜𝑙𝑑  exists in the table. To obtain 

the value of 𝑄𝑦(𝑧, 𝑑), a separate table must be created with node tables in each cell and this table must 

be publicly available. Of course, this only allows access to the next node table. Therefore, it must be 

checked which row of the destination equals the intended destination. When the desired row is obtained, 

the delay the value of which is the least and is opposite to -1 is selected as the delay from node y to 

destination d. 

To calculate δ and  𝑞𝑦, when a packet is placed in one direction, the sc_time_stamp () function is used 

to find the packet's time in the desired direction and when the packet is received and a confirmation 

message is issued, its time will be counted. The difference between the two times indicates the amount 

of delay.  

4.2 The Proposed Routing Algorithm  

After creating the table and explaining how to update it, the performance of the proposed algorithm is 

examined. This algorithm considers the amount of delay and which of the delay values is less; its 

direction is considered as the next direction of packet movement. 

In general, the procedure of the program is that for each node, a table is created and completed using the 

given information and for the delay fields, zero values are placed first. Then, using the proposed routing 
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algorithm, a packet path is selected. Because initially the amount of delay is considered zero by fefault, 

the direction of the first neighbor node is chosen to move the packet. After selecting the path, the delay 

value is calculated and updated using Equation (4) and the data will continue to move on the path of 

selection and this procedure continues to reach the destination.  

5. EXPERIMENTAL RESULT  

Noxim simulator [31] has been used to implement the learning-based routing algorithm and to perform 

its simulation. Noxim has a command line that can give several parameters as input to the simulator, 

such as buffer size, type of routing algorithm, location of wireless nodes, number of virtual channels, 

simulated duration and traffic type, …etc. The simulation output, including power, packet transmission 

delay, number of injected fields, the percentage of packets received via wireless, …etc., is given to the 

user.  

In these experiments, the performance of the proposed method is compared with the XY and the 

WirelessXY routing algorithm. These simulations are conducted on a 4 * 4 mesh with two wireless 

links; namely, nodes 1 & 6 and the performance of routing algorithms is evaluated based on latency 

curves. It is assumed that data packets and learning packets have different lengths. The simulation time 

is set to 5000 ns and the buffer size is set to 4. We have also used three different traffic patterns, 

Transpose, Hotspot and Random, to display and compare results [36]. For the Hotspot case, 5% of the 

generated traffic by all cores have the same destination which can be chosen randomly. The destination 

of the other 95% of the generated packets by a core will be chosen randomly. Figure 4 shows the average 

latency as a function of the average data injection rate in random traffic. 

 
Figure 4. Comparison of delay for the proposed algorithm, XY and wirelessXY in random traffic. 

The horizontal axis of the diagram shows how likely it is to be injected per clock for each core and the 

higher the injection rate, the higher the network load. In random traffic [32], each node with a random 

probability sends a packet to another node. The destination of different packets is determined using a 

uniform distribution randomly . As can be seen from the results, the proposed algorithm has resulted in 

less latency than other algorithms and in this case, the proposed algorithm has improved latency by at 

least up to 9%. 

Figure 5 shows the average latency as a function of the average data injection rate in transpose traffic. 

In transpose traffic, a node (j, i) can only send packets to one node (i, j). As can be seen from the results, 

in this type of traffic, the proposed algorithm has led to less latency than other algorithms and in this 

case, the proposed algorithm has improved latency by at least 8%. 
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Figure 5. Comparison of delay for the proposed algorithm, XY and wirelessXY in transpose traffic. 

 
Figure 6. Comparison of delay for the proposed algorithm, XY and wirelessXY in hotspot traffic. 

Figure 6 shows the average latency as a function of the average data injection rate in hotspot traffic. In 

hotspot traffic, there are one or more nodes selected as points that receive more traffic in addition to 

regular monotonous traffic. For this case, the proposed algorithm has led to less latency than other 

algorithms and in this case, the proposed algorithm has improved latency by at least 12%. 

The results of the proposed algorithm in all cases in comparison with the WirelessXY and XY algorithms 

is better, since the proposed algorithm is adaptable to the congestion conditions; that is, if the packet 

encounters a crowded route on the way to the destination, it changes its route and does not wait for the 

route to be released, which causes it to be less delayed than in other algorithms. 

To illustrate the movement of a packet in the path source node to the destination node, the following 

curves in Figure 7 are shown. These diagrams show the values of delay for the middle nodes in a 3*3 

mesh where the source node is node zero and the destination node is node 5. 

In this figure, the middle nodes; namely, node 1 and node 3 are examined. In addition, for each time 

interval, one graph is straight and in the same interval, the other graph is sloping. The sloping diagram 

shows that the packet is moving in this direction and the straight diagram shows that the moving packet 

does not exist in this path. Packet movement in both paths is performed according to the proposed 
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algorithm by examining the values of delay and how it works, considering that the values of delay are 

zero by default. The direction of the first neighbor node is selected as the direction of packet movement. 

 
Figure 7. Graph of how the packets move at a learning rate of 0.5 for nodes 1 and 3. 

Therefore, the packet starts moving in the path of node 3 for up to 20 ns. At this time, the proposed 

algorithm, after examining the amount of delay in the two nodes, realizes that the amount of latency in 

node 1 is less than in node 3, so it puts the direction of movement of the package in the path of node 

one. The delay is checked again in 21 ns and this time, the source node has placed the packet in the path 

of node 3 and the process of selecting a less crowded path continues. Finally, Figures 8 and 9 compare 

the throughput and power consumption of the WNoC for different routing algorithms; namely, RL- 

based, XY and WirelessXY. 

 
Figure 8. Comparison of throughput for the proposed algorithm, XY and WirelessXY in random 

traffic. 

 
Figure 9. Comparison of power consumption for the proposed algorithm, XY and WirelessXY in 

random traffic. 
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5.1 Comparison with Previous Works 

Figures 10 and 11 compare the proposed algorithm with reference [30]. The horizontal axis shows the 

injection rate of the package and the vertical axis shows the delay or time it takes the package to reach 

the destination. In these figures, a network with dimensions of 8*8 for two different traffics; namely, 

random traffic and hotspot is considered. 

Figure 10. Comparison of delay for the proposed algorithm and the algorithm proposed in [30] for 

random traffic in an 8*8 network. 

 
Figure 11. Comparison of delay for the proposed algorithm and the algorithm proposed in [30] for 

hotspot traffic in an 8*8 network. 

As shown in Figures 10 and 11 for an 8*8 NoC, the delay evaluated using the proposed algorithm is 

always less for both traffic types. 

The better results in the proposed algorithm are due to the use of wireless links. These links lead to a 

tendency for nodes to send their data (for ease of data transmission) via these links and this could 

significantly reduce congestion on the network and allow less delay to the destination. 

6. CONCLUSION 

In this paper, a routing algorithm based on reinforcement learning in a wireless chip network is proposed, 

which can make decisions based on congestion conditions in the network when transferring flits from 

the source node to the destination one. This algorithm uses the Q-learning method. In this method, there 

is a table for each node that shows the different states of packet movement of that node in the network 

and the values of this table are equivalent to the delay which is spent to get the packet from the source 

node to the destination node. This table is first filled with the initial value of zero and then updated by 

moving from one node to another node. When a packet comes to a node, the table of the node is 

considered. If the delay value is assumed to be positive, it will select the delay's lowest value and send 

the packet in that direction. In fact, learning in this algorithm is done by updating and changing the table 
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values of each node. To evaluate the algorithm, this method was compared with the XY and the 

WirelessXY algorithms in different types of traffic. The experimental results show that the 

reinforcement learning-based routing algorithm can improve the delay at least by around 8% for all 

traffic types. 

The reinforcement learning algorithm has some disadvantages and limitations as compared to other 

learning algorithms, as in large networks on the chip where each node contains many data, the 

reinforcement learning algorithm cannot analyze these networks. Therefore, as future work, we intend 

to use deep reinforcement learning rather than reinforcement learning to develop our approach to 

develop more complex environments.  
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البحث:ملخص   

منننننتكام ةتننننن  الّننننناالا  الّمبكى تنننننم  نننننايا  ةنننننخ    انننننم الّ  نننننعى   ننننن   نننننعكى  الّاس يمكنننننخ امنننننبكاا  الّاس

الّننننننناالا  الّمبكى تنننننننم ةىلّانننننننم الّمعنننننننىللس ل ا نننننننى  نننننننب س ا مب ى نننننننم ةنننننننخ الّم نننننننىلا   ب نننننننا   

الّ فنننننننا   نننننناخ الّمعننننننىلل الّع اننننننا     نننننن ى ةننننننخ   نننننن   نننننن ا    مننننننتك      فننننننن  لا ننننننا .   س 

  ا  صنننننىس الّامنننننتك   نننننت الّب تاننننن   نننننخ الّبننننن  ا  لامنننننب ا  الّ ى نننننم. الّ نننننعئ الّ لاا ننننن   منننننبكاا

ننننننى   ننننننعكى  الّامننننننتكام ةتنننننن  الّنننننناالا  الّمبكى تننننننم   س لنظنننننن ا  لّبعايننننننا الّمننننننتال س  نننننني س ل اا الّاس

لّكتالز اننننننم الّبس نننننناا .  فنننننن  الّت نننننن  الّننننننا    منننننن   انننننن   تالز اننننننم الّبس نننننناا  الّمالامننننننم ةتنننننن  

  ف  الّبس  ا س  ي س ةتا ى  ج ئ ا ن اا .

  تُّننننن   انننننت"س ل نننننت   نننننا   نننننار الّتل نننننمس ن بننننن ر  تالز انننننم   ننننناا   عبكننننن ا   ىمنننننبكاا  " ننننن  

طنننننن     تنننننن  الّب نيننننننن لّمتازنننننننم الّمنننننن لل  نننننن  الّاننننننعكى  الّامننننننتكام ةتنننننن  الّنننننناالا  الّمبكى تننننننم. 

 عىمنننننبكاا   نننننار الّكتالز انننننمس يمكنننننخ لّت   نننننا ل   بكنننننا الّ ننننن الا    نننننىا  ةتننننن   ننننن ل  ا ز  نننننى  

خ ة  نننننا  الّمصنننننال الّننننن  ة  نننننا  الّ نننننا . ل نننننا  ا ننننن  نبنننننىلا   ننننن  الّانننننعكم ة نننننا ن ننننن  الّعاىننننننى   ننننن

ننننننخ  ننننننن  يع س الّمعى ننننننى  ل  امننننننبكاا    تسنننننن  الّب نيننننننن  تامنننننن م الّكتالز اننننننم الّم ب  ننننننم لّب نننننناا  الّع 

نننننننعكم  انننننننكّ   تعنننننننت ل     ننننننن س  ع ننننننناخ ل اا الّ سظنننننننى     نننننننعم     ننننننن  ةنننننننخ  %   ىلننننننننم 8ل اا الّاس

    اا الأنظمم الّماى  م    لةمىس مى  م.
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