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ABSTRACT 

The advantages of the ears as a means of identification over other biometric modalities provided an avenue for 

researchers to conduct biometric recognition studies on state-of-the-art computing methods. This paper presents 

a deep learning pipeline for unconstrained ear recognition using a transformer neural network: Vision 

Transformer (ViT) and Data-efficient image Transformers (DeiTs). The ViT-Ear and DeiT-Ear models of this 

study achieved a recognition accuracy comparable or more significant than the results of state-of-the-art CNN-

based methods and other deep learning algorithms. This study also determined that the performance of Vision 

Transformer and Data-efficient image Transformer models works better than that of ResNets without using 

exhaustive data augmentation processes. Moreover, this study observed that the performance of ViT-Ear is 

nearly like that of other ViT-based biometric studies. 
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1. INTRODUCTION 

Biometric recognition is an information system technology that allows identifying any person by 

his/her unique personal characteristics. Several studies use the common unique traits of an individual, 

such as fingerprint [1]–[3], face [4], [5], iris [6]–[8], iris and voice [9], [10], gait [11], [12] and ECG 

and EEG [13]–[15] for biometric recognition. However, recent studies suggested using ears for 

biometric recognition due to its advantages over using each of these common biometric traits [16]–

[19]. Ear-based biometric recognition is both a science and technology that identify and authenticate 

individuals by their ear images in a constrained or unconstrained environment [20]. This method 

gained a momentum of interest in computational method research and application due to many 

advantages over other forms of biometric recognition. Although ear recognition offers numerous 

advantages over fingerprint, iris and face, it still faces significant levels of difficulty and challenges in 

unconstrained environments [21]-[22]. 

Modern studies utilize image processing algorithms, machine learning techniques or the fusion of both 

for the computational method of ear-based biometric recognition. One of these papers that utilizes 

these algorithms is Kavipriya et al. [23]. Similar to the enhanced method of Cheribet and Mazouzi 

[24], their method uses the canny edge detection algorithm and contour tracking method for ear 

biometric and personal identification. The paper of Mangayarkarasi et al. [25] proposed the same ear 

recognition method, but using only the contour method. The study of Jiddah and Yurtkan [26] 

presented an ear recognition method utilizing the used ear image dataset’s fused geometric and texture 

features. The works of Zarachoff et al. [27] presented the 2D Wavelet-based Multi-Band PCA 

(2DWMBPCA) method, inspired by PCA (Principal Component Analysis) –a machine learning 

technique– for an ear-based biometric recognition. The paper of Sajadi et al. [28] utilized the genetic 

algorithm to extract the local and global features of ear images for ear recognition. While these ear 

biometric methods achieved exemplary results, most recent studies suggested using deep learning 

algorithms –a machine learning technique– in developing an ear-based biometric recognition method. 

Deep learning algorithms are the most prevalent technology applied in the computational studies of ear 

recognition methods. Most of these deep learning studies utilize an improved architecture to learn 

from a single image [29]. The paper of Khaldi et al. [30] proposed the use of deep unsupervised active 

learning for ear recognition using the AMI (Mathematical Image Analysis), USTB2 (University of 
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Science and Technology Beijing), AWE (Annotated Web Ears) datasets and GAN (Generative 

Adversarial Network) for image coloring. Their method achieved recognition rates of 100.00%, 

98.33% and 51.25% on the used datasets. The works of Lei et al. [31] used the SSD_MobileNet_v1 

model on USTB datasets and achieved a recognition accuracy of 99%. Ying et al. [32] designed a 

DCNN (Deep Convolutional Neural Network) architecture called ear-recognition-Net for the ear 

recognition task. Their approach achieved a recognition rate of 95% to 98%. Chowdhury et al. [33] 

proposed using a handcrafted neural network algorithm for robust ear recognition and achieved a 

recognition accuracy of 98.2%. The study of Alshazly et al. [34] proposed using pre-trained AlexNet, 

VGGNet, Inception, ResNet and ResNeXt models for unconstrained ear recognition EarVN1.0 dataset 

by transfer learning and fine-tuning. Their method determined that ResNeXt is the best model for the 

task with a recognition accuracy of 95.85%. On a similar note, the papers of Alejo and Hate [35] and 

Almisreb et al. [36] utilized transfer learning for unconstrained ear recognition tasks on pre-trained 

deep convolutional neural network models. The works of Alejo and Hate achieved the recognition 

accuracy of 97.3%, 93.3%, 96.7%, 94.7%, 100.00%, 96.7%, 87.3%, 86.7% and 81.3% on AlexNet, 

GoogLeNet, Inception-v3, Inception-ResNet, ResNet-18, ResNet-50, SqueezeNet, ShuffleNet and 

MobileNet, while 100% was obtained on AlexNet in the works of Almisreb et al., one of the newest 

developed algorithms of deep learning. Although unrelated to ear recognition, the papers of Zhong and 

Deng [37] and George and Marcel [38] are among the early studies that adapted TNN or Transformer 

Neural Network as part of the method of their face recognition pipeline. Moreover, no published or 

presented study proposed the use of Transformer Neural Network for ear recognition; hence, an open 

opportunity. 

Inspired by the facts and studies above, this paper aimed to investigate the effectiveness of the 

Transformer Neural Network on unconstrained ear recognition in terms of recognition accuracy 

performance. Furthermore, this paper (1) provided a deep learning pipeline for unconstrained ear 

biometric recognition by ViT (Vision Transformer) and DeiT (Data-efficient image Transformer) 

models and (2) compared the recognition accuracy performance of ViT and DeiT with the recognition 

accuracy performance of other methods based on deep learning, particularly the CNN. 

The organization of the rest of this paper is as follows: Section 2 of this paper discusses Transformers; 

Section 3 discusses the Transformer-driven deep learning pipeline of this paper; Section 4 compares 

and discusses the results of this paper with the results of other relevant studies and Section 5 discusses 

the conclusion of this study. 

2. TRANSFORMERS AND THEIR VISION-CENTRIC MODELS 

Transformer Neural Network (or Transformers) is a novel deep learning technique developed by 

Vaswani et al. [39] with a self-attention mechanism as its core. It is a simple and scalable solution that 

exceeds the state-of-the-art results of the architectures based on RNN (Recurrent Neural Network) and 

CNN (Convolutional Neural Network) on NLP tasks (Natural Language Processing). The ongoing 

effort of several studies extended Transformers onto Computer Vision tasks [40], allowing the 

introduction of deep learning models, like DETR (Detection Transformer) [41] and Deformable DETR 

[42] for object detection, Axial-DeepLab [43] and Cross-Model Self-Attention [44] for image 

segmentation, Image Transformer [45], Image GPT [46], Transformer-induced Biases [47], 

TransGAN [48] and SceneFormer [49] for image generation and CLIP (Contrastive Language-Image 

Pre-training) [50], ViT (Vision Transformer) [51] and DeiT (Data-efficient image Transformers) [52] 

for object recognition. Furthermore, this paper focuses only on implementing Transformers through 

Vision Transformer and Data-efficient image Transformer models due to constraints with the used 

computational resources. The following subsections briefly discuss these two models of object 

recognition. 

2.1 Vision Transformer (ViT) 

The absence of an end-to-end object recognition architecture through Transformers provided an 

avenue for the development of Vision Transformer or ViT. Vision Transformer (ViT) is a brainchild 

algorithm of Dosovitskiy et al. [51] that employs a modified transformer network architecture to 

operate on images instead of text directly. Vision Transformer aims to provide an object recognition 

architecture without relying on CNN. Moreover, while Vision Transformer consumes extensive 
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computational resources during implementation over CNN [53], the works of Naseer et al. [54] 

emphasize that (1) ViT demonstrates strong robustness over occlusions, spatial patch-level 

permutations, adversarial perturbations and common natural signal corruptions for object recognition, 

(2) ViT performance for shape recognition is comparable to that of humans and (3) ViT exceptionally 

generalizes pre-trained ImageNet models or transfer learning for new domains of object recognition. 

The Vision Transformer of this paper divides the input image into grid square patches flattened into a 

single vector by joining all the channels of pixels in a patch and linearly injecting each by the desired 

dimension. Moreover, this model employs a learnable position embedding into each patch and allows 

the Transformer network to learn the image’s positional patch. Figure 1 shows the architecture of the 

Vision Transformer for unconstrained ear recognition (Vit-Ear) as adapted from the original paper 

[51]. Like the concept of transfer learning in CNN, the ViT architecture of this study replaced and 

fine-tuned the final layer to satisfy the recognition requirements accordingly. 

 

Figure 1. Vision transformer architecture of this study as adapted from the original paper [51]. 

 
Figure 2. Data-efficient image transformer architecture of this study as adapted from the original paper 

[52]. 

2.2 Data-efficient Image Transformer (DeiT) 

Data-efficient image Transformers (DeiTs) is another Transformer-based object recognition algorithm 

developed by Touvron et al. [52] with ViT in its core. DeiT aimed to overcome the excessive usage of 
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computational resources while exceeding the performance accuracy of CNN-based methods for object 

recognition. DeiT can maintain a ~60% accuracy on object recognition while zero accuracies were 

obtained for CNN on ImageNet task [54]. This is due to DeiT’s use of a teacher-student strategy on its 

Transformer neural network to train directly on the used datasets. This teacher-student strategy of 

DeiT relies on distillation tokens to ensure that the student (model) learns through attention from the 

teacher. Figure 2 shows the DeiT architecture of this study (DeiT-Ear) as adapted from the original 

paper [52]. 

3. METHODOLOGY 

The methodology of this study consisted of four subsequent phases: (1) Dataset and Input Data, (2) 

Data Preprocessing, (3) Training and Modeling and (4) Classification. Figure 3 visually shows these 

phases. 

 

Figure 3. Deep learning pipeline of this study. 

3.1 Dataset and Input Data 

This study uses two different ear databases: (1) EarnVN1.0 dataset [55] and (2) UERC (Unconstrained 

Ear Recognition Challenge) dataset [56]. The EarVN1.0 dataset is the largest ear images dataset 

mainly collected for the task of ear recognition. It consisted of unprocessed ear images in the wild 

(unconstrained) of 164 individuals, with each having ~180 images for a totality of 28,412 ear images. 

The UERC dataset consisted of 3,300 ear images of 330 distinct identities. Due to the computational 

resources’ constraint, this study considered only the first 20 classes of the EarVN1.0 dataset for a total 

of ~4000 ear images and the first ten classes of the UERC dataset for a total of 100 ear images. 

Furthermore, this study partitioned the trimmed dataset by 80% training and 20% testing dataset. The 

output of this phase is a set of training and testing datasets of the two databases. Figures 4 and 5 show 

samples of ear images of the used EarVN1.0 and UERC datasets. 
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Figure 4. Sample ear images of EarVN1.0 dataset. 

 

Figure 5. Sample ear images of UERC dataset. 

3.2 Data Pre-processing 

This study pre-processed the partitioned training dataset by (a) resizing each ear image into 224 square 

pixels, (b) horizontal and (c) vertical flipping, (d) rotating by 30 degrees and (e) normalization using 

the standard ImageNet normalization values. Moreover, this study pre-processed the testing/validation 

dataset by resizing 224 square pixels and normalizing each resized ear image using the standard 

ImageNet normalization values. The output of this phase is a set of pre-processed training and 

testing/validation ear images. Figure 6 shows the sample output of these processes. 

 
Figure 6. Sample output of each data processing process. 

3.3 Training and Modeling – ViT and DeiT Implementation 

Following both the description of ViT and DeiT in their respective papers [51], [52] and the context of 

transfer learning [50], [57], [58] due to the statistics of the used datasets, this study implemented these 

architectures with their pre-trained ImageNet-21k model and fine-tuned each of the architecture’s final 

layers to only recognize 20 people from the used EarVN1.0 dataset and ten people from the used 

UERC dataset. This study implemented ViT using PyTorch-XLA on Google Colab TPU with eight as 

batch size, a learning rate of 0.00002, a gamma rate of 0.7 and 20 epochs. On the contrary, this study 

implemented the DeiT using PyTorch on Google Colab GPU with 32 as batch size, a learning rate of 

0.001 and epoch values of 20, 30, 40 and 50. The used optimizer of this study in both ViT and DeiT is 

Adam. Table 1 summarizes the used training and modeling configuration of this study in 

implementing ViT and DeiT. 
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Table 1. Training and modeling configuration of this study. 

Configuration ViT DeiT 

Batch size 8 32 

Learning rate 0.00002 0.001 

Epoch 20 20, 30, 40, 50 

Optimizer Adam Adam 

Gamma 0.7 Not applicable 

3.4 Classification 

This phase utilizes the pre-processed testing datasets of this study. This phase aimed to determine the 

recognition accuracy of the trained unconstrained ear recognition models of this study on ViT and 

DeiT. The output of this phase is a comparative analysis of the recognition performance of ViT and 

DeiT in the context of unconstrained ear recognition over the recognition accuracy of other existing 

deep learning methods, like CNN. Since there are no published studies that proposed the use of 

Transformers for ear recognition, this paper considered comparing the results of this study with those 

of the existing CNN-based unconstrained ear recognition studies and considered transfer learning as 

the common ground. 

4. RESULTS AND DISCUSSION 

4.1 ViT and DeiT on EarVN1.0 

This paper’s trained unconstrained ear recognition model on Vision Transformer (ViT) achieved a 

training accuracy of 100.00% and a recognition accuracy of 95.31% with a loss of 26.36%. The 

implementation of this model took 20 minutes and 40 seconds to train the ViT model on the 

preprocessed EarVN1.0 training dataset. This study also observed that overfitting occurs when training 

the ViT beyond 20 epochs. Overfitting is a phenomenon when the observed recognition accuracy is 

higher than the observed training accuracy [59].  

On the contrary, the implementation of DeiT on the preprocessed EarVN1.0 dataset took ~15 minutes. 

The trained DeiT model of this study achieved a training accuracy of 100.00% in all the specified 

epoch configurations and a recognition accuracy of 88.33% with a loss of 1.4% on 20 epochs, 93.33% 

recognition accuracy with 1.02% loss on 30 epochs, 96.11% recognition accuracy with 0.88% loss on 

40 epochs and 96.11% recognition accuracy with 0.69% loss on 50 epochs. This paper observed that 

recognition accuracy remains at 96.11% when training the DeiT model beyond 50 epochs. 

4.2 ViT and DeiT on UERC 

Given that the used UERC dataset of this study consisted of only ten subjects with each having ten 

images, the ViT model of this paper on the UERC dataset achieved a training accuracy of 100.00% 

and a recognition accuracy of 96.48% with a loss of 20.08%. The implementation of this model took 

~16 minutes to train on the preprocessed UERC training dataset. Like the observations on the 

implementation of ViT on the EarVN1.0 dataset, overfitting occurs in this ViT implementation when 

training beyond 20 epochs. 

The implementation of DeiT on the preprocessed UERC dataset took ~10 minutes. It achieved a 

training accuracy of 100% in all the epoch configurations and a recognition accuracy of 94.45% with a 

loss of 0.98% on 20 epochs, 97.81% recognition accuracy with a loss of 0.93% on 30 epochs and 

100.00% recognition accuracy on 40 to 50 epochs with a loss of 0.43% to 0.51%. Overfitting also 

occurred in this implementation when training on epochs beyond 50. 

4.3 Comparative Results 

These recognition results of ViT and DeiT are closely comparable to the results of the relevant studies 

on state-of-the-art CNN-based methods through transfer learning. The results of this paper achieved a 

comparable result to the works of Lei et al. [31], Alshazly et al. [34], Alejo and Hate [35] and 

Almisreb et al. [36]. The performance of the trained DeiT model of this paper on EarVN1.0 on 20 

epochs is similar to the recognition accuracy performance of the SqueezeNet and ShuffleNet models 

of Alejo and Hate, while the trained ViT and DeiT models on EarVN1.0 on 30 to 50 epochs and 
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UERC on 20 epochs are comparable to the performance of inception-based, ResNet-50 and MobileNet 

models of Alejo and Hate and the ResNext model of Alshazly et al. The trained DeiT models on 

UERC with 30 to 50 epochs achieved a comparable result over the SSD_MobileNet model of Lei et al. 

and the AlexNet and ResNet-18 models of Alejo and Hate and Almisreb et al. Furthermore, Alejo and 

Hate took 2.5 hours to develop their ResNet models for the unconstrained ear recognition task 

considering extensive data augmentations to achieve 100% recognition accuracy, while the 

transformer network of this paper took ~10 minutes to achieve the same recognition accuracy without 

relying heavily on data augmentation. Hence, this paper also proved the claim of Chen et al. [60] that 

Vision Transformers can achieve similar or more excellent results than ResNets even without 

extensive data augmentation. Table 2 shows the comparative results of the method of this study with 

those of the other related studies. 

Table 2. Comparative results of this study over the results of methods of other CNN-based studies. 

Study Dataset 

Common 

Method Method 

Results in % 

(Recognition 

Accuracy) 

This study EarVN1.0 Transfer Learning 

Vision Transformer 95.31 

Data-efficient image 

Transformers 

88.33 @ 20 epochs 

93.33 @30 epochs 

96.11 @ 40-50 

epochs 

This study UERC Transfer Learning 

Vision Transformer 96.48 

Data-efficient image 

Transformers 

94.45 @ 20 epochs 

97.81 @30 epochs 

100.00 @ 40-50 

epochs 

Lei et al. [27] 

USTB2 (University of 

Science and 

Technology Beijing) 

 

Transfer Learning SSD_MobileNet_v1 99.00 

Alshazly et 

al. [30] 
EarVN1.0 [49] Transfer Learning ResNeXt 95.85 

Alejo and 

Hate [31] 
Handcrafted (own) Transfer Learning 

AlexNet 97.30 

GoogLeNet 93.30 

Inception-v3 96.70 

Inception-ResNet 94.70 

ResNet-18 100.00 

ResNet-50 96.70 

SqueezeNet 87.30 

ShuffleNet 86.70 

MobileNet 91.30 

Almisreb et 

al. [32] 
Handcrafted (own) Transfer Learning AlexNet 100.00 

5. CONCLUSION 

This paper investigated the use of Transformers in unconstrained ear recognition, particularly the 

Vision Transformer (ViT) and Data-efficient image Transformers (DeiT). This paper also provided a 

deep learning pipeline that employed these models. Like the concept of transfer learning on pre-

trained state-of-the-art CNN architectures, this study replaced the final layer of ViT and DeiT to 

enable the Transformer network to learn the features from the extracted training ear images of the 

EarVN1.0 and UERC datasets. The ViT-Ear or Vision Transformer on the unconstrained ear 

recognition model of this study achieved a recognition accuracy of 95.31% on EarVN1.0 dataset and 

96.48% on UERC dataset. The DeiT-Ear or Data-efficient image Transformers on this paper’s 

unconstrained ear recognition model achieved a recognition accuracy of 88.33%, 93.33% and 96.11% 

on EarVN1.0 dataset and 94.45%, 97.81% and 100.00% on UERC dataset. 

This paper determined that Transformers through ViT and DeiT achieved comparable or excellent 

results compared to state-of-the-art CNN-based methods for unconstrained ear recognition. Both the 
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ViT and DeiT achieved a similar recognition score of Inception-v3 and ResNet-50, but with faster 

modeling time, thus proving that Transformer networks work similarly or better than ResNets 

regardless of the particularity of the computer vision task. Additionally, this paper observed that the 

performance of ViT-Ear is like the recognition rate of a recently published face recognition method 

based on ViT, hence inferring that ViT might achieve an approximate 95% in biometric recognition 

studies regardless of the used modalities. 

Future studies suggest exploring and investigating the performance of DeepVit (Deep Vision 

Transformer), CaiT (Class-Attention in Image Transformers), T2TViT (Tokens-to-Tokens Vision 

Transformer), CrossViT (Cross-Attention Multi-Scale Vision Transformer), PiT (Pooling-based 

Vision Transformer), LeViT (Vision Transformer in ConvNet's Clothing for Faster Inference) and 

CvT (Convolutions to Vision Transformers) on ear recognition and other biometric recognition 

modalities. Since this paper is an initial study of the ear recognition on Transformers and considering 

the limitations of conducting the experiments of this study, the proponent also suggested providing a 

comparative performance of these Transformer models over the results of this study. 
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:ملخص البحث  

 لا تبييدددددنت  دددددلقدددددرت أفدددددالأتذأندددددمييت الأشلأاتأدددددةت بييدددددنت اادددددت  ت ق   دددددي ت  يا ددددد ت ددددد ت  ددددد   ت ل فت

دددددالأ ت ل   دددددلي ت قدددددرف ت ددددد  ت ل   ددددديتا   بدددددي تايقدددددي ت خصْدددددل  تلملددددد  اي ترادددددا  ت لرف   ددددد لأتقمدددددهتالأ

ت للبيددددددقتلم فبييددددددنتييددددددات لبقي ددددددرتل اددددددت  تقدددددد تاايددددددقت الأشلأات لكيت تر  تادددددد   ددددددتقمددددددهت لدددددد فلمتّ

لا ددددددددد  ت  لب ددددددددد ف ددددددددد  تألف لددددددددديت للي  دددددددددViTلأت للصدددددددددليفيلت  ددددددددد ف ت لصت لالأت لصت  لأت(ت   ددددددددد ف

 DeiTs )  

ددددد   ت الأشلأت تات قفقددددد  لنفبددددد شست لبةددددد تر يتأدددددةت ددددد  ت لرف   ددددديتل بييدددددنت اادددددت  تقددددد تاايدددددقت لأ

دددددا ت لبةددددد تر  يتأدددددةت ددددد  ت لب ددددد  ت ب ضمدددددي تذ تذأنددددد ت ددددد ت لمف هت نرتقمددددد ت  ل دددددةت ةدددددد فددددديت بييدددددنأ

ددددددلك لأت للصددددددليفيت لال   أيفدددددديت  ت للCNNs لشف بيددددددق ت دددددد ل ت(ت ييا دددددد ت دددددد تخ   ُّ يدددددد لأت لدددددد فلمتّ

د  ت ينددددد ت لنفبددددد شست لبةددددد تر يتأدددددةت ددددد  ت لرف   ددددديتذ  ددددد ت لبددددد ت صددددد   تذأنددددد ت ددددد ت يددددد ت ا

لا  تقددددددد(تد ات  ددددددد تر  تقبميددددددد لأتُّيددددددد د ت  ددددددد نن أيفيتلملي  ددددددد لأ تResNets ق   ددددددديت شدددددددلك لأت 

تذد  ت قنيدددددديت قمددددددهتشلددددددد     ددددددديت(ت لبةددددددد تر يتأددددددةت ددددددد  ت لرفتViT،تلا ظدددددد ت ددددددد  ت لرف   ددددددديتذاف

ق     تاد  ت ايلا   ت  ت ل فقني لأت لبة تر يتأةت لرف    لأت للي    تاخاى  ايفيت   ات لأ
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