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ABSTRACT 

The world is currently facing the coronavirus disease 2019 (COVID-19 pandemic). Forecasting the progression 

of that pandemic is integral to planning the necessary next steps by governments and organizations. Recent studies 

have examined the factors that may impact COVID-19 forecasting and others have built models for predicting the 

numbers of active cases, recovered cases and deaths. The aim of this study was to improve the forecasting 

predictions by developing an ensemble machine-learning model that can be utilized in addition to the Naïve Bayes 

classifier, which is one of the simplest and fastest probabilistic classifiers. The first ensemble model combined 

gradient boosting and random forest classifiers and the second combined support vector machine and random-

forest classifiers. The numbers of confirmed, recovered and death cases will be predicted for a period of 10 days. 

The results will be compared to the findings of previous studies. The results showed that the ensemble algorithm 

that combined gradient boosting and random-forest classifiers achieved the best performance, with 99% accuracy 

in all cases. 
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1. INTRODUCTION

The world is currently in the midst of a critical pandemic, the coronavirus disease 2019 (COVID-19 

pandemic), which has spread throughout the world and is expected to continue doing so. By the end of 

2019, there had been 7,000 deaths due to COVID-19 in 150 countries, prompting the World Health 

Organization (WHO) to declare the COVID-19 outbreak a global pandemic in March 2020 [1]. Previous 

research about pandemics allows for prediction of future pandemic cases or expansions, but the 

historical data must be reliable to ensure prediction accuracy [2]. 

Forecasting a pandemic's progression is extremely important for governmental and organizational 

actions, such as those within the fields of transportation, health-care and supplies. Prediction of the next 

phases of a pandemic will give the decision-making parties early notice of actions that they should 

undertake in order to minimize or even avoid catastrophes [3]. Additionally, successful forecasting will 

help control the situation by assisting the authorities in taking the right action at the right time to contain 

the crisis, thus preventing major losses. Many studies have been conducted on COVID-19 forecasting 

[3] and the existence of recently collected datasets and commitments of support from governments, 

health organizations and social parties enrich the opportunity to use machine-learning models to predict 

the progression of the pandemic. 

A study used supervised machine-learning models to forecast pandemic development; classifying 

COVID-19 dataset using four classifiers or machine-learning models: linear regression (LR), support 

vector machine (SVM), exponential smoothing (ES), least absolute shrinkage and selection operator 

(LASSO) [4]. Then, the models were trained and evaluated using the R2 score, adjusted R2, mean 

absolute error (MAE), mean square error (MSE) and root mean square error (RMSE). Each classifier 

was evaluated separately; the results revealed that ES achieved the highest accuracy in forecasting. LR 

and LASSO also performed well in forecasting the numbers of deaths and confirmed cases. Previous 

studies trained machine-learning models for COVID-19 forecasting; however, a small dataset was 

utilized [4]. Thus, there is a pressing need for more accurate models that use larger dataset. 
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The contribution of this paper is to develop a more accurate early-forecast model for COVID-19 using 

ensemble machine-learning algorithms. Furthermore, we also conducted a comparative analysis based 

on four measurements (R2 score, adjusted R2, MAE, MSE and RMSE) that compared the performance 

of the proposed ensemble algorithms with the results of a similar study [4]. We used the same dataset 

that was used by [4], but we applied the Naïve Bayes classifier, the simplest and fastest probabilistic 

classifier [5], which can be used for COVID-19 forecasting by requiring several linear parameters for 

the number of features or predictors as a variable in a learning problem. 

In addition, we propose two ensemble models for improving COVID-19 forecasting: the gradient 

boosting and random-forest (GBRF) ensemble model and the support vector machine and random-forest 

(SVM+RF) ensemble model. Following the approach used by [4], we made predictions regarding the 

new confirmed cases, recovered cases and deaths that would occur in the next 10 days. We also used 

the same evaluation methods to compare the results of the proposed ensemble methods to those of the 

previous work by computing the R2 -score, adjusted R2, MAE, MSE and RMSE [4]; this allowed to 

show which model has the highest degree of accuracy in COVID-19 forecasting. 

The rest of the paper is organized as follows: Section 2 describes the literature review. The dataset 

description is given in Section 3 and the methodology is presented in Section 4. The results and 

discussion are presented in Section 5. The conclusion is presented in Section 6. 

2. LITERATURE REVIEW 

Accurate forecasting serves various crucial clinical purposes, particularly for health-based systems. 

Computer-aided clinical predictive models have been used in various areas, including for predicting the 

progression of different diseases. In this study, we applied different prediction models to build a 

predictive model for COVID-19. In a recent study, the researchers proposed a system for detecting 

COVID-19 movements and progression by forecasting cases based upon real-time data [6]. SVM was 

compared with seven other classifiers and achieved the highest accuracy (92.95%). The results of the 

SVM and k-nearest neighbors’ classifiers were the same. 

Machine learning has also been used for COVID-19 survival analysis and discharge time likelihood 

prediction [7]. Several machine-learning algorithms were used for these purposes, including gradient 

boosting, component-wise gradient boosting and SVM. The results indicated that the gradient boosting 

survival model is the best model for prediction of patient survival. However, the details of the dataset 

were not mentioned. 

Random forest was also used for COVID-19 patient health prediction [8]. Different algorithms (i.e., 

decision tree, support vector, Gaussian Naive Bayes and boosted random forest), were used for this 

purpose and their performances were compared. The boosted random-forest algorithm was the best- 

performing model (94%) for patient health prediction. COVID-19 management and progression 

predictions were performed through the use of mathematical modeling and artificial intelligence [5]. 

The results of the Naive Bayes and other classifiers were compared by computing their respective 

prediction accuracy levels. The Naive Bayes classifier showed 99.4% accuracy, which was the highest. 

However, the different classifiers were tested on different datasets, which might have affected their 

accuracy levels. 

Another use of the Naive Bayes classifier was proposed in [9]. A model for obtaining computed 

tomography images for predicting the progression of COVID-19 was implemented and multiple 

classifiers were used. The Naive Bayes classifier showed 92.15% accuracy in feature selection and its 

accuracy was enhanced to 96.07% when another dataset was used. The average Naive Bayes classifier 

accuracy was 94.11%, similar to that of the convolution neural network (CNN). No advantage of using 

the Naive Bayes classifier over the CNN classifier or vice versa was reported. Several studies have tried 

to solve the problems related to predicting the movement or progression of the COVID-19 pandemic, 

but the current models' robustness needs to be improved. In this study, we applied different machine-

learning algorithms to address the prediction accuracy limitations of the previous studies. 

Convolution Neural Networks (CNNs) have also been used for the diagnosis of COVID-19 based on the 

classification of chest X-ray images [10]. A total of 178 X-ray images were used, of which 136 images 

were for COVID-19 patients and the rest of non-infected people. The proposed CNN model was 

integrated incrementally, starting with a single layer, and adding a convolutional layer at each increment. 
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The results exhibited 99.5% accuracy. In another study, the Facebook Prophet model predicted the 

number of future infections over 90 days, taking into account the peak dates of confirmed cases for 6 of 

the most affected countries in the world [11]. A comparative analysis of the use of machine-learning 

and soft-computation models in the prediction of COVID-19 was also conducted [12]. The results 

showed that multi-layered perceptron and adaptive network-based fuzzy inference systems are among 

the best ones. 

To improve prediction accuracy, a hybrid machine-learning model that consists of an adaptive network-

based fuzzy inference system (ANFIS) and a multi-layered perceptron-imperialist competitive algorithm 

was proposed to perform COVID-19 forecasts in Hungary [13]. The model predicted the number of 

infected cases and mortality rates within 9 days based on time-series data. To further improve the 

performance of the prediction models, in [14], a grey wolf optimizer and an artificial neural network 

were applied to the same data used [13] and the results were promising. 

Another study applied supervised machine learning to perform sentiment analysis as a decision support 

tool to better manage the pandemic [15]. The contribution of this work lies in the features set identified 

by the authors. The results showed that extra tree classifiers performed best compared to other 

algorithms, with an accuracy of 93%. Most recent work utilized mobile sensors to collect users’ vital 

signs such as temperature and coughing patterns, which was subsequently combined with information 

entered by the users through mobile applications. Next, all data were used by applying an Artificial 

Neural Network (ANN) as a symptom-prediction algorithm to predict the likelihood of a user having 

COVID-19 [16]. 

3. DATASET 

For a fair comparison between the proposed ensemble algorithms and those developed by Rustam [4], 

we used the novel COVID-19 dataset obtained from Johns Hopkins University (JHU), which contains 

data beginning on January 22, 2020 and is updated daily. The data is sourced from governments, national 

agencies across the world and the WHO [17], [24]. 

The number of global confirmed cases when the study was conducted was 10,853, 589 and the number 

of global deaths was 2,393,707. Figure 1 shows the average number of daily deaths and daily confirmed 

cases. The aforementioned dataset was accessed from the COVID-19 Data Repository of the Centre for 

Systems Science and Engineering at JHU. The data features include the state, region, date, number of 

confirmed cases, death cases and number of recovered cases. To meet the needs of this study, we further 

pre-processed the dataset.  

Below are the descriptions of the features (attributes) that were used in this study [17]: 

 Confirmed cases: The counts included the reported confirmed and probable cases. 

 Deaths: The counts included the reported confirmed and probable cases. 

 Recovered cases: Estimates based on local media reports and on state and local-government 

reports were considered where available; thus, this may be substantially lower than the true 

number. 

4. METHODOLOGY 

In this study, we used the Naive Bayes classifier, because it is one of the simplest and fastest classifiers, 

especially in the training stage [5]. We also utilized two ensemble models, GBRF and SVM+RM. SVM 

and random-forest machine-learning models complement each other; random forest computes the 

probability of belongings to a class, while SVM computes the distance to the boundary. Random forest 

can also complement gradient boosting, which is sensitive to noise and can cause overfitting [20]. 

Voting is a technique used to combine the results of many classifiers. There are three types of voting: 

unanimous, majority and plurality voting. In unanimous voting, all classifiers agree on a final decision. 

Majority voting makes the decision based on the number of voters; if one half or more of the votes go 

for one option, then it gets selected. In plurality voting, if most votes go to one option, it is selected as 

the final decision. In this study, we combine classifiers using majority voting, as it has been the most 

used one in prior studies. 

The Naive Bayes classifier assumes that the classes' features are not related to each other, and it is not 
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affected by the classification assumption. It only requires a small training dataset to estimate the   means 

and variances needed for classification [21]. Gradient boosting is a machine-learning model that 

generates a forecasting model in the form of an ensemble of weak-prediction models to increase the 

prediction performance. Gradient boosting is used for regression and classification problems [7]. 

Random forest is a common machine-learning method for developing prediction models in many 

research settings. To minimize the burden of data collection and to improve its efficiency, the random-

forest model can be used as a prediction model to decrease the number of variables required to achieve 

a prediction [23]. Equation (1) presents RF regression model: 

ℎ(𝑥) =
1

𝑃
∑ ℎ(𝑦, 𝜆𝑃)

𝑝=1
𝑛                                                              (1) 

SVM is a statistical classifier that is used for linear and non-linear pattern classification [22]. The data is 

converted into high-dimension representations via non-linear mapping and SVM searches the new 

representations for the most appropriate data classification. SVM classifies data by increasing the 

margins of the classes; at the same time, it decreases the classification errors [21]. 

To predict the total number of people that might be affected in terms of new confirmed COVID-19 

cases, deaths and expected recoveries for the upcoming 10 days, the Naive Bayes classifier and the 

ensemble models were trained using a dataset spanning from January to March 2020 [24]. The size of 

the training dataset was 66 days and that of the testing dataset was 10 days, following the approaches 

used in [4]. We evaluated the performances of the learning models in terms of R2 score, adjusted R2, 

MAE, MSE and RMSE, which are commonly used in the evaluation of predictive problems. 

The R2 score is only useful for simple linear regression. When using multiple linear regression, the value 

of the R2 score grows as the number of independent variables increases, even if the independent variable 

is small. Adjusted R2, on the other hand, increases only when the independent variable is significant and 

impacts the dependent variable. Equations (2) and (3) present the evaluation of R2 and adjusted R2, 

respectively: 

𝑅2 = 1 −
∑ (�̂�𝑖−𝑦𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖−�̅�𝑖)2𝑛
𝑖=1

                                                               (2) 

𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑅2 = 1 −
(1−𝑅2)(𝑁−1)

𝑁−𝑝−1
                                                    (3) 

Mean Absolute Error (MAE) measures the differences between target values and predicted values, as 

shown in Equation (4): 

𝑀𝐴𝐸 =
∑ |𝑋𝑖−�̂�𝑖|𝑛

𝑖=1

𝑛
                                                                 (4) 

Mean Square Error (MSE) takes the square of the differences between the actual and predicted values. 

This removes any negative values, as shown in Equation (5): 

𝑀𝑆𝐸 =
∑ (𝑋𝑖−�̂�𝑖)2𝑛

𝑖=1

𝑛
                                                                 (5) 

Root Mean Square Error (RMSE): detects the error rate from the regression model and compares the 

error size against the size of the target value. Equation (6) presents the evaluation of RMSE: 

𝑅𝑀𝑆𝐸 = √
∑ (𝑋𝑖−�̂�𝑖)2𝑛

𝑖=1

𝑛
                                                              (6) 

Figure 2 shows the study’s overall methodology. 

5. RESULTS AND DISCUSSION 

This evaluation study was designed to answer the following research questions: 

 RQ1 (accuracy of the Naive Bayes classifier): What is the degree of accuracy of the Naive Bayes 

classifier? 

 RQ2 (accuracy of the ensemble classifiers): What are the degrees of accuracy of the GBRF and 

SVM+RF ensemble classifiers? 

This paper aims to build a predictive model using machine-learning algorithms for potential prediction 

of COVID-19 cases. The analysis provides details on regular estimates for the total number of 

confirmed, recovered and death cases around the world. The total of death and confirmed cases increased 
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daily; this is obviously worrying. The following sub-sections discuss the results of the proposed models 

in terms of new infected, recovered and death cases. 

Figure 1. Daily deaths and daily confirmed 

cases  (10-day       average). 

Figure 2. Proposed methodology workflow. 

5.1 Future Forecasting of New Infections 

The results of the Naive Bayes classifier for the number of cases of COVID-19 showed that the predicted 

number of cases was lower than the actual number of cases. As the attempted prediction period grew, 

the gap between the predicted and actual values increased. Figure 3 shows the Naive Bayes classifier 

predictions. The results of the SVM+RF ensemble model that was used to predict the number of new 

confirmed cases of COVID-19 showed that the predicted number of cases did not match the number of 

actual cases. The gap between the predicted values and the actual values increased with the number of 

upcoming days. Figure 4 shows the SVM+RF ensemble model predictions. 

Figure 3. New infected cases for the upcoming 10 days using Naive Bayes. 

Figure 4. New infected cases for the upcoming 10 days using SVM and random forest. 

The results of the GBRF ensemble model, which was used to predict the number of confirmed cases, 

showed that the predicted values matched the number of actual cases. Figure 5 shows the GBRF 

ensemble model predictions. Table 1 shows the results of the Naive Bayes classifier and the two 
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proposed ensemble models. GBRF gives the best results when predicting the newly infected cases for 

the upcoming 10 days. In contrast, Naïve Bayes and SVM+RF performed poorly. 

Figure 5. New infected cases for the upcoming 10 days using gradient boosting and random forest. 

Table 1. Model performance of future forecasting for newly infected cases. 

Models R2 score Adjusted R2 MSE MAE RMSE 

Naive Bayes 0.71 0.70 4628031693.91 39781.21 68029.64 

SVM+RF 0.68 0.67 34836665919.42 98018.14 186645.83 

GBRF 0.99 0.99 69138158.83 4092.88 8314.94 

5.2 Future Forecasting of Recovered Cases 

The results of the Naive Bayes classifier for recovered cases showed that the predicted number of 

recovered cases was lower than the actual number. With an increase in the number of upcoming days, 

the gap between the predicted and the actual values increased. Figure 6 shows the Naive Bayes classifier 

predictions. 

Figure 6. Recovery rate prediction for the upcoming 10 days using Naive Bayes. 

The results of the SVM+RF ensemble model prediction of the number of recovered cases did not match 

the actual number of recovered cases. The predicted values were less than the actual cases and after five 

more days, the predicted number of cases became more than the number of actual cases. Figure 7 shows 

the SVM+RF ensemble model predictions. 

Figure 7. Recovery rate prediction for the upcoming 10 days using support vector machine and 

random forest. 
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The results of the GBRF ensemble model prediction for the number of recovered cases did not match 

the actual number of cases. Figure 8 shows the GBRF ensemble model predictions. The performance 

results of the models when predicting the number of recovered cases is shown in Table 2. GBRF gave 

the best results when predicting the recovered cases for the upcoming 10 days, while Naive Bayes and 

SVM+RF gave approximately the same results. 

Figure 8. Recovery rate prediction for the upcoming 10 days using gradient boosting and random 

forest. 

Table 2. Model performance for future forecasting for recovered cases. 

Models R2 score Adjusted R2 MSE MAE RMSE 

Naive Bayes 0.72 0.73 4628031693.91 41781.21 68029.64 

SVM+RF 0.71 0.70 1335741927.85 25459.42 36547.8 

GBRF 0.99 0.99 1682739.6 711.0 1297.2 

5.3 Future Forecasting of the COVID-19 Death Rate 

The results of the Naive Bayes classifier prediction of the number of COVID-19 deaths showed that the 

number of predicted cases was lower than the actual number. With an increase in the number of 

upcoming days, the gap between the predicted and actual values increased. Figure 9 shows the Naive 

Bayes classifier predictions. The SVM+RF ensemble model predictions for the number of deaths did 

not match the actual number of deaths. Figure 10 shows the SVM+RF ensemble model predictions. 

Figure 9. Death prediction for the upcoming 10 days using Naive Bayes. 

Figure 10. Death prediction for the upcoming 10 days using support vector machine and random forest. 
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The results of the GBRF predictions of the number of deaths showed that the predicted value was almost 

the same as the number of actual deaths. A gap appeared only in the eighth and ninth days, as shown in 

Figure 11 The death rate prediction performance results are shown in Table 3. GBRF gave the best 

results when predicting death cases for the upcoming 10 days. In contrast, Naive Bayes and SVM+RF 

performed poorly. 

Figure 11. Death prediction for the upcoming 10 days using gradient boosting and random forest. 

Table 3. Model performance of future forecasting for death cases. 

Models R2 score Adjusted R2 MSE MAE RMSE 

Naive Bayes 0.72 0.69 10833945.26 41181.5 68029.62 

SVM+RF 0.69 0.68 106804953.79 5032.5 10334.65 

GBRF 0.99 0.99 200297.36 215.2 447.55 

To summarize our findings, the GBRF ensemble model reached the highest accuracy (99%) in all 

the cases, performing better than the Naive Bayes classifier and the SVM+RF ensemble model. 

5.4 Model Performance within 10-Day Prediction Intervals 

We compared the results of the applied models (i.e., Naive Bayes classifier, SVM+RF ensemble model 

and GBRF ensemble model) with the results of other models (i.e., linear regression (LR), support vector 

machine (SVM), exponential smoothing (ES), least absolute shrinkage and selection operator (LASSO)) 

tested in [4]. Table 4 shows the comparison results between the applied ensemble machine-learning 

models and other models tested in [4]. We then compared the two best models, GBRF and ES in three 

aspects: 

 Confirmed-cases Prediction: GBRF gave higher R2 score and higher adjusted R2 values, which

means that GBPR is better than SE at predicting the number of newly confirmed cases. Also,

the MSE, RMSE and MAE results for GBRF were less than those of ES.

 Recovered-cases Prediction: The R2 for GBRF was better than that for ES. The adjusted R2

value was the same for GBRF and ES. MSE, RMSE and MAE values for GBRF were less than

those for ES.

 Number-of-deaths Prediction: The results were similar to the results of the confirmed-cases

prediction. The results of GBRF were better than those of ES in all evaluation measurements

used in this work.

Table 4. Comparison between the proposed ensemble machine-learning models and the models for 

future forecasting in [4]. 

Model Evaluation Confirmed Recovered Death 

Naïve Bayes 

R2 score 0.71 0.72 0.72 

Adjusted R2 0.70 0.73 0.696 

MSE 4628031.7 k 4628031.7 k 10834 k 

MAE 39781.21 41781.21 1900.88 

RMSE 68029.64 68029.64 3291.5 
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SVM+RF 

R2 score 0.68 0.71 0.69 

Adjusted R2 0.67 0.70 0.68 

MSE 34836666 k 1335742 k 106805 k 

MAE 98018.14 25459.42 5032.5 

RMSE 186645.83 36547.8 10334.65 

GBRF 

R2 score 0.999 0.999 0.999 

Adjusted R2 0.99 0.99 0.99 

MSE 69138 k 1683 k 200 k 

MAE 4092.88 711.0 215.2 

RMSE 8314.94 1297.2 447.55 

ES 

R2 score 0.98 0.99 0.98 

Adjusted R2 0.97 0.99963 0.97 

MSE 0.67 34836665919.42 98018.14 

MAE 8867.43 1827.85 406.08 

RMSE 16828.58 2243.48 813.77 

LR 

R2 score 0.83 0.39 0.96 

Adjusted R2 0.79 0.21 0.95 

MSE 1472986 k 480922 K 840240.11 

MAE 30279.55 30705.27 723.11 

RMSE 38390.51 21929.95 916.64 

LASSO 

R2 score 0.98 0.29 0.85 

Adjusted R2 0.97 0.08 0.81 

MSE 234489 k 1462144 k 3244066.79 k 

MAE 11693.97 30705.27 1430.29 

RMSE 15322.11 38237.99 1801.12 

SVM 

R2 score 0.59 0.24 0.53 

Adjusted R2 0.02 0.99963 0.39 

MSE 5760890 k 13121148 k 160162 k 

MAE 60177.9 106739.82 3129.74 

RMSE 75911.28 114547.58 4002.02 

To summarize our findings, GBRF performed best in the current forecasting domain given the nature 

and size of the dataset, followed by ES. LR and LASSO performed fairly well in forecasting death rates 

and newly confirmed cases. The Naive Bayes classifier and the SVM+RF ensemble model showed 

approximately the same degree of accuracy. SVM produced poor results in all the scenarios. 

6. CONCLUSION

Forecasting the movement and progression of a pandemic facilitates governmental or organizational 

actions needed to contain that pandemic. During the current COVID-19 pandemic, forecasting is 

essential to prevent high numbers of active cases and deaths. Machine learning-based prediction models 

have been proposed for predicting the risk of COVID-19 outbreak. In this study, we used the Naive 

Bayes classifier and two ensemble algorithms: GBRF and SVM+RF. We compared these models with 

the prediction models tested in [4]. 

Our results showed that the best performance when forecasting new infections, recovered cases and 

deaths was achieved by the GBRF ensemble model (99%). This is an improved performance over ES, 

which reached 98% in [4]. The Naive Bayes classifier and SVM+RF ensemble model showed 

approximately the same performance, reaching 71% and 68%, respectively. SVM performed poorly in 

all scenarios. These results could be due to the nature of the significance improvement of ensemble 

models, in which two or more algorithms complement each other to provide better results [25]. Deep-

learning algorithms have been known for their advantages over machine-learning models and we will 

consider them in our future work. 
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 ملخص البحث:

تهددددذه اددددسة الذ احددددت الددددت تر ددددة  تروسددددو ا عنددددق  طقيرددددت  ةدددد     ر   ددددق  دددد     دددد  ت ددددر  

ددددذ ددددد   مددددقوح ت  سدددد   الآلددددت ددددد  الممادددد  ابحددددع قلى دصدددد  ن  ددددق ع  الددددت د ددددص    ددددد  مددددروح درمن

( الددددددسّ  ا ددددددذ   امددددددذا  ددددددد  ةن دددددد. الم ددددددص   ق  ابمعمقلةددددددت  ةحدددددد  هق  Naïve Bayes ددددددر   

دددددد    د ددددددص   ق   ( نةصمددددددق  نمددددددو RFالغقنددددددت ال نددددددرايةت  الص مددددددروح ام    نمددددددو نددددددة  ت ف ددددددف المة 

غقندددددددت ال ندددددددرايةت   حدددددددةع  تروسدددددددو (  د دددددددص   ق  الSVMالثدددددددق ل ندددددددة  دلدددددددت دع نهدددددددق  الدددددددذ     

ددددد قئ،  مدددددقب  الر دددددقى ن ددددد   النقيردددددت لمدددددذ ى  نددددد ى  دددددذى،  مدددددقب  الن  مدددددقب  ا ادددددقنت الملا  

ة قم   سلك حعن ّ دقق  ت  عقيج اسة الذ  احت دو  عقيج ل احق  حقنقت 

دددددد   د ددددددص   ق  الغقنددددددت ال نددددددرايةت   نة صددددددا الصعددددددقيج ةا  الص مددددددروح الددددددسّ  نمددددددو نددددددة  ت ف ددددددف المة 

 %  ل طمةو الرقب 99ق   املائ ام ض  نذو ت ن غا م
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