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ABSTRACT 

Attending lectures is a common way to learn Islamic knowledge. The speaker talks in front of the forum and 

participants take notes on the lecture material. Many participants listen to the lecture while taking notes either in 

books or on other digital devices to avoid forgetting the discussed topics. However, note-taking during the lecture 

can be challenging, with no complementing module from the speaker. Lecturers have different paces and varying 

ways of delivering. In addition, sometimes, participants cannot always focus during the lecture. Those factors can 

cause problems in the note-taking process: some details can be lost or even shift the meaning. For note-taking on 

sensitive topics, such as verses from the Quran, the note-taking process must be done carefully and avoid mistakes. 

In this study, we proposed an autocomplete system for the Indonesian translation of the Quran that will help the 

user in note-taking in Islamic lectures. The user writes down words, the parts of the Quran verse that he/she hears 

and the system will retrieve the most similar verses. With semantic retrieval, the user does not need to write down 

the exact words of the verses he/she heard. The system can also handle typographical-errors that usually occur in 

note-taking. We use FastText and calculate the cosine distance between the query and verses for the retrieval 

process. We also performed several optimization steps to create a robust system for the production stage. The 

system is evaluated by comparing how close the returned verse is with the ground truth. The proposed method's 

result in terms of accuracy reached 70.59% for the top 5 retrieved verses and 76.47% for the top 10 retrieved 

verses. 

KEYWORDS 

Semantic retrieval, Quran auto-completion. 

1. INTRODUCTION 

Islamic knowledge is commonly communicated through lectures, in which the speaker engages and 

informs a large group of listeners. This type of Islamic lecture is fairly common in Muslim-majority 

countries, such as Indonesia. Islamic lectures are held in mosques across the country. Because these 

lectures are given in a variety of settings, they are frequently delivered without supporting materials, 

such as presentation slides or audience modules. Most of the time, lecturers give content from their 

notes, Islamic textbooks or from the holy book Quran. As a result, some people listen to lectures while 

taking notes on books or other digital devices to help them remember the information. However, without 

the use of a module, the process of taking notes on Islamic lectures could be more difficult. Some 

participants might be unable to maintain their concentration throughout the lecture or some lecturers 

might deliver the content at a fast pace, which could affect the difficulty of taking notes. Particularly, 

for participants who took notes using mobile devices, in general, people were slower to take notes 

through mobile applications than through writing by hand on paper [1]. 

This situation can affect participants to overlook some important aspects or make some errors when 

taking notes. It is quite risky when it comes to noting the snippets of Quran verses; errors in note-taking 

can lead to different meanings or different verses. Another strategy is only to write the surah’s number 

and the verse number. However, it will make the notes become difficult to read. One solution that can 

be used is to create a system that is able to suggest the suitable choice of Quran verses based on user 

notes. 

We can formulate this problem as an information-retrieval problem in the domain of Quran verses. In 

this research, we tackle this problem by creating an auto-completion system in a mobile note-taking 

application. In the auto-completion system, when the user types in the application, the system typically 

suggests a word or sentence before the user completes it. Instead of getting a word or sentence 

recommendation, we can suggest Quran verses during user typing. The user's incomplete sentence can 

be seen as a query and the system will retrieve recommended verses as a suggestion to complete the 
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note. 

The creation of an information retrieval system for the Quran or Hadith has previously been researched 

with several different approaches [2]–[4]. Most of the methods used in that research rely on stemming 

algorithms, such as the Nazief-Adriani algorithm [4]-[5] or ECS (Enhance Confix Stripping) [6]. Other 

studies uses corpus and thesaurus to ensure input from the user is in the database [2]-[3]. However, those 

approaches will be difficult to use with note-taking in Islamic lectures. This is because when note-taking, 

users can make writing errors caused by several factors that have been mentioned previously. These 

writing errors can bring up words that do not exist in the database. Those words are commonly known 

as Out-of-Vocabulary (OOV) words. Two approaches can be taken to overcome OOV errors: using edit 

distance [7] or semantic embedding [8]-[9]. 

In the edit-distance approach, the system measures word similarity if the word is not found in the 

database, while the semantic-embedding approach uses an additional algorithm to convert words into 

vectors, then compares the similarity of documents in vector space. Several methods that can be used to 

convert words into vectors are Word2Vec [10], FastText [11] and BERT [12]. In previous studies, 

researchers have compared Word2Vec and FastText for the Quran and Hadith [13]. In that research, 

Word2Vec outperformed FastText both intrinsically and extrinsically. However, among the three 

embedding methods previously mentioned, Word2Vec cannot handle OOV words, which is essential in 

auto-completion.  

In this study, we propose a Quran auto-completion system that will be embedded in a mobile application 

for note-taking in Islamic lectures. This auto-completion system focuses on retrieving the Indonesian 

translation of Quran verses based on words that are fragments of the Quran’s verse. The system will use 

FastText to get the semantic embedding of the user query, then look for the most suitable verse. 

This paper will be organized as follows. We will briefly introduce FastText, Sentence Embedding and 

Compress FastText in Section 2. Section 3 outlines the methodology used in the study, including the 

data preparation, similarity search algorithm and evaluation methods. In Sections 4 and 5, we present 

the results of the research and discuss the findings. Section 4 will focus more on sentence-embedding 

model evaluation, while Section 5 will focus more on the retrieval-system evaluation. Finally, in Section 

6, we provide concluding remarks and recommendations for further research.  

2. RELATED WORKS 

2.1 FastText 

FastText is an open-source, free, lightweight library by Meta that allows users to represent words in a 

continuous vector space, called word embedding [11]. Word embedding uses machine learning, 

particularly neural networks, to convert the representation of a word into a vector. Words with similar 

meanings are close together in their vector space. For instance, the word “fun” will be closer to “joy” 

than “fan” even though it has similar letters. The use of word embedding as a feature has improved the 

performance of several models in many NLP tasks, such as sentiment analysis [14], sentence similarity 

[15], emotion classification [16] and essay scoring [17]. 

The key idea behind FastText is to represent words as a bag of character n-grams (sub-strings of length 

n) instead of using a single vector for each word. This approach helps in handling Out-Of-Vocabulary 

(OOV) words effectively, as these words can still be represented by the character n-grams even if they 

were not seen during training. 

2.2 Sentence Embedding 

Sentence embedding converts a sentence consisting of several words into a vector. This method expands 

word-embedding methods, such as Word2Vec or FastText, changing the representation from the word 

level to the sentence level.  

Similar to word embedding, sentence embedding will make sentences with semantic similarities have 

closeness in their vector space. There are various techniques to obtain sentence-embedding vectors. One 

way is to calculate the average word vector in a sentence. This method is used in FastText. The 

disadvantage of this method is that it ignores the word order, which may give some contextual meaning. 

Another method is to map the entire sentence directly to get its embedding vector. This method is used 
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in BERT Sentence Embedding (SBERT) [18]. SBERT is an extension of the Bidirectional Encoder 

Representations from Transformers (BERT) [12] architecture that uses the Siamese network model. 

SBERT constructs vectors by paying attention to the word's context in the sentence. Previous studies 

have shown that this method is superior to FastText [19]. 

2.3 Compress FastText 

One of the challenges in developing models for embedding is the model's size. The size of this model 

will affect the system at the production stage, because it must provide more extensive storage or memory 

capacity. Although large storage is easy to achieve in the production stage, large-memory requirements 

are still quite expensive. In previous studies, the Compress FastText model [20] has been developed, 

which has a much smaller size than the original size with a less significant decrease in performance. In 

this study, we focus on using a compress FastText model, which is more efficient in memory usage.  

Compress FastText was developed by utilizing several optimization methods applied to the vocab and 

n-gram matrix of the original FastText model. In this study, we examine several optimization parameters 

and see the effect on the size and performance of the model. The first optimization method we tested 

was using half-precision, which changed the original FastText data type from initially used 32-bit floats 

to 16-bit floats. In addition, we reduce the size of the matrix by eliminating less-frequent words and n-

grams. We will also compare it with the smallest model created by the Compress FastText author. The 

model is obtained with additional optimization methods, such as matrix factorization and product 

quantization. 

3. METHODS 

This research consisted of two major parts. The first part focuses on converting the query and the verses 

into embedding vectors, 𝑞 and 𝑣. Then, at the next stage, a vector-similarity search is carried out 

between the query and all verses in the Quran. In general, the process of the system in this study is 

shown in Figure 1. 

 

 
Figure 1. Steps to retrieve Quran verses in the aut-ocompletion system. 

3.1 Pre-processing  

In this stage, we pre-process the data before calculating the embedding vector, which includes case 

folding, stemming and stop-word removal. The data used in this study is a public Quran dataset taken 

from various sources and has been combined in a single JSON file [21]. The dataset contains data for 

the Arabic text of the Quran, transliteration, English and Indonesian translation of the Quran. This study 

only uses the Indonesian translation part for the retrieval process.  

Each word in the database is processed through the following pre-processing stages: 

1. Case folding; we change all letters into lowercase 

2. Word stemming using the Nazief-Adriani algorithm [5] on PySastrawi [22] 

3. Stop-word removal. Because currently, there is no publicly available data for this domain, we 
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choose the stop word based on word occurrences in the Quran. We try different threshold values 

and evaluate the model to the evaluation set. We explain this step later in Section 5. 

3.2 Word and Sentence Embedding  

For this research, we need to compute both word and sentence-embedding vectors of the user query and 

the Quran verses. We use the Compress FastText Model to calculate the word embedding for each query. 

To get the sentence embedding, first, we choose some words in the query and the Quran verses and 

calculate their word-embedding vectors. Then, we get the sentence-embedding vector by calculating the 

average of the word vectors. The pre-processing steps are performed before calculating the sentence 

vector query, as illustrated in Figure 2. Later in sub-section 3.3 will be explained how we select words 

for each query and verse to calculate sentence embedding. 

 
Figure 2. Similarity process using a single Indonesian verse (Quran 1:4) as an example.  

To speed up the computing process, we store a dictionary file that contains all word embedding vectors 

of processed unique words in the Quran. This dictionary will help map a word with its vector 

representation faster. This additional data adds around 5 MB in size. 

3.3 Similarity Search Algorithm 

In this step, we measure the distance of the sentence vector of the user query (𝑞) to the sentence vector 

of each verse (𝑣) in the Quran. The smaller the distance between 𝑞 and 𝑣𝑡, the more similar the meaning 

of the query to the 𝑡th verse. The similarity is calculated using the cosine distance between vectors using: 

dist(𝑞, 𝑣𝑡) = cos(𝜃) =
𝑞 ∙ 𝑣𝑡

‖𝑞‖‖𝑣𝑡‖
 

One characteristic of Quran retrieval is that the size of the search document is not too large and will not 

change over time. Therefore, we propose to combine sentence vector and word vector by aligning the 

words in the query and the words in the verse before averaging to get better performance. 

We choose the corresponding word in the verse for each word in the query by calculating the distance 

between 𝑞𝑘 and 𝑣𝑖
𝑡, the word vectors of the 𝑘th word in the query and the 𝑖th word in the 𝑡th verse. Then, 

the chosen words from the verse are averaged to get the sentence vector to represent the verse. This step 

is to avoid some words that may frequently appear in the verse, but not in the user query, affecting the 

average word vector of the verse. This method gives better results than directly calculating the distance 

between a sentence vector query and a verse. The explained retrieval algorithm can be seen in Table 1. 

The drawback of this retrieval method is that the time complexity increases over the length of the query 

and the length of the verse. The additional step that iterates all words in the query for each verse increases 

the time complexity from 𝑂(𝑁𝑀), where 𝑁 is the number of verses and 𝑀 is the length of the sentence 

vector into 𝑂(𝑁𝐾𝐿𝑀), where 𝐾 is the number of the word in the query and 𝐿 is the number of the word 

in the verse. To address this problem, we speed up the distance calculation by leveraging parallelization 

calculation between cores using the Python multi-processing package. The processes at lines 3-8 from 

Table 1 will be computed in parallel. 
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Table 1. Similarity search algorithm. 

Algorithm 1: Sentence + word vector retrieval  

Input: query, verses  

Output: List of distance d between query and verses  

1: q ← 
1

|query|
∑ word_emb(query𝑘)𝑘                   ⊳ sentence embedding of the query 

2: for t ← 1, |verses| do                                           ⊳ iterate for each verse in the Quran 

3:      for k ← 1, |query| do                                      ⊳ iterate for each word in the query 

4:           qk ← word_emb(query𝑘)                           ⊳ get the word embedding for the kth word in the 
query (qk) 

5:           𝑙𝑘  ← argmin
𝑖=1,…,|verses[𝑡]|

dist(𝑞𝑘 , 𝑣𝑖
𝑡)              ⊳ calculate the distance between qk  and the 

word embedding for the ith word in the tth verses 

(𝑣𝑖
𝑡) 

𝑣𝑖
𝑡 ← word_emb(verses𝑖

𝑡) 

⊳ store the index of the closest word in the verse 

i to lk 

6:      end for                           

7:      vt ← 
1

|query|
∑ word_emb(𝑣𝑙𝑘

𝑡 )𝑘                   ⊳ sentence embedding of verses is calculated 

using only the closest word stored 

8:      dt ← dist(q, vt)                                 ⊳ distance between sentence embedding of 
query and sentence embedding of verses  

9: end for  

3.4 Mobile Note-taking Application 

As mentioned earlier, we can formulate this problem as an information-retrieval problem in the domain 

of Quran verses. However, in the user point-of-view, we format the retrieval process as an auto-

completion system that suggests Quran verses during user typing. The user's incomplete sentence can 

be seen as a query and the system will retrieve recommended verses as a suggestion to complete the 

note. 

We created a prototype mobile note-taking application based on Android to evaluate the system. Our 

models are stored on the virtual private server with 8 virtual CPU cores and communicated to the front-

end via a Python API. The retrieval process is illustrated in Figure 3. 

 

Figure 3. Illustration of auto-completion using API. 

During writing in the note-taking application, the user starts writing a snippet of a verse using the “~” 

(tilde) symbol to trigger the auto-completion system. When the auto-completion system is triggered, the 

application will record what user type and use it as a retrieval query. After stopping typing for 1.5 

seconds, the system will assume that the user completes the query and then the query will be sent to the 

API via the Internet. By using the algorithm presented in Table 1, the API will return ten recommended 

verses with high similarity with the query. We retrieved ten recommended verses to give users more 

options, as some verses may have high similarities. 

3.5 Evaluation 

In this study, we evaluate two parts. The first evaluation is the sentence-embedding model and the 

second part is the retrieval system. We dedicated Section 4 to explain in detail the evaluation steps of 

the embedding model. 
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For the retrieval process, we evaluate the retrieval system in two ways. The first method is done 

automatically by creating test data from the English translation of the Quran that is translated into 

Indonesian. We use English translation to create synthetic data that can be seen as a way to paraphrase 

the Indonesian translation of the Quran. This method is a common technique to enrich data for low-

resource language tasks called back-translation [27]-[28]. The English translation was translated into 

Indonesian using Google Translate API.  

 

Figure 4. Steps to build test data to evaluate the retrieval system.  

The test will be conducted by selecting 150 translated verses randomly, removing some words of each 

verse and then asking the system to retrieve the requested verses. The steps are illustrated in Figure 4. 

The second evaluation method we do is to create test data containing Out-of-Vocabulary (OOV) words. 

This test data was made from the respondent’s lecture notes, which contained verses from the Quran. 

Apart from lecture notes, this test data is also made by asking respondents who have memorized the 

Quran to recall the translation of a verse in the Quran and write it down. 

We will compare the three retrieval methods at this evaluation stage. “Sentence + word vector” is the 

method we propose in Table 2. This method combines sentence and word-vector embedding. The second 

model we compared is “Sentence Vector” retrieval. This method will directly calculate the distance 

between the verse and query sentence vector and then return the verses that have the closest distance. 

The “Word matching” method is done by matching how many words in the query are found in the verse. 

The more query words are found in a verse, the higher the score returned for that verse. The details of 

the three models are shown in Table 2. 

Table 2. Evaluated retrieval methods. 

Model Method 

Sentence + vector retrieval As explained in Table 1 

 Sentence retrieval 1. Calculate sentence vector for query and verse. 

2. Find the closest distance between query and verse. 

 Word matching 1. Count how many query words exist in each verse. 

2. Find the verse with the most number of query words found. 

4. EMBEDDING MODEL EVALUATION 

Before we implement the retrieval system, we need to evaluate the embedding model we will use in the 

system. In this section, we evaluated the FastText models after they had been compressed. It is worth 

noting that neither the FastText model nor Compress FastText used in this research is explicitly trained 

on Quranic verses. Therefore, we evaluated the model using general Indonesian text and expect that the 

model should give the best of its performance on the common words in the Indonesian language. We 

evaluated the sentence-embedding model both using intrinsic evaluation and extrinsic evaluation. In 

addition, we also evaluated the memory required by the system to run the model. The latter is quite 

essential for the production stage, as providing a system with a large RAM capacity is very expensive. 

Intrinsic evaluation will measure how well the vector representation of the words generated by the model 

is. In this evaluation, we tested the aspect qualitatively by randomly taking Indonesian and Quran words 

and then looking at each model's five closest words in the vector space. For example, we try to find the 
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five closest words in the embedding space using the single word “rendang,” which is the traditional food 

name in Indonesia. We evaluate those words qualitatively with the word “rendang.” 

For extrinsic evaluation, we also test the embedding-vector representation using an NLP task. The task 

that we chose was essay scoring using the Ukara dataset [24]. Ukara dataset is a dataset published by 

the Indonesian government for automatic essay scoring challenge for Indonesian language in 2019. The 

dataset contains student short answer and binary label for the correctness of the student answer. We 

evaluate the classifier performance when using embedding vector generated by the sentence-embedding 

model. We chose this task as the best model in that challenge is to use the FastText embedding model 

for Indonesian language. 

Three models that compress FastText produced are compared here. Table 4 presents the compared 

FastText models as well as the optimization parameters that were utilized. Compress Model 1 is a model 

generated using default settings of the Compress Fasttext model [20]. We developed Compress Model 

2 and Compress Model 3 by modifying the original FastText model for Indonesian language [23] using 

the parameters set up in Table 3 to compress the model size. We chose different vocab sizes and n-gram 

sizes to evaluate their effects on the model performance. The difference between the three models, apart 

from the vocab size and n-gram size, is that Compress Model 1 uses a matrix-quantization technique to 

reduce the model's size as suggested in [20]. Compared to the original model, compressed models use 

16-bit floating points instead of 32-bit floating points. 

Table 3. FastText and Compress FastText models comparison. 

Model Floating 

points 

Matrix 

quant. 

Vocab size n-gram 

size 

FastText Original Model [23] 32-bit No 2,000,000 2,000,000 

Compress Model 1  16-bit Yes 20,000 100,000 

Compress Model 2 16-bit No 100,000 100,000 

Compress Model 3 16-bit No 100,000 300,000 

The first thing that we look at is how much space the model takes up in storage, as well as the amount 

of memory that is required to transform words into vectors. The filprofiler package1 is used to calculate 

the amount of memory capacity that is being used. Table 4 presents the findings of the study. We also 

compared the FastText compressed models with the SBERT model that was used in previous research 

[19]. 

Table 4. Storage and memory usage by FastText models. 

Method Storage (MB) Memory (MB) 

SBERT [19] 1075 2389 

FastText Original Model [23] 6902 14484 

Compress Model 1  14 77 

Compress Model 2 117 254 

Compress Model 3 233 384 

4.1 Intrinsic Evaluation for Compressed Model 

We also compared the quality of the four FastText models using intrinsic evaluation. Models retrieve 

the closest or similar words in their vector representation to the query words. We find the closest words 

using the most_similar() function from the Gensim package for FastText. This function will return the 

closest words whose distance is calculated using the cosine distance. 

The model is tested by providing several Indonesian words and Quran words from different domains 

and assessing the returned words (human judgment). We use the same evaluation scheme from previous 

research, including how to calculate the model accuracy [13] by testing whether the most similar word 

returned is a synonym, antonym, related word or derivative form of the query. In this experiment, we 

found that the quality of the words returned by Compress Model 1 is sometimes very irrelevant to the 

                                                 
1 https://pythonspeed.com/fil/  

https://pythonspeed.com/fil/
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given query. 

In Table 5, we show the query results on the word “Rendang”, one of Indonesia's popular foods. We 

chose the word “rendang” as illustration in Table 5, as that word is more common than the Quranic 

word. However, we evaluate the model using the Quranic word, as shown in Table 6. From the table, it 

can be seen that Compress Model 1 returns numerous words that are not categorized as synonyms, 

antonyms, related words or derived words to the given query (red text).  

Table 5. Top-5 similar words for each model. 

Method Word 

query 
Top-5 similar words Category 

FastText 

Original 

Rendang 

(Food 

name) 

- rendang (lowercase of Rendang) 

- Kalio (half-cooked Rendang) 

- Rendan (mistype of Rendang) 

- Dendeng (food from the same origin city of Rendang) 

- rendangnya (his/her/their rendang) 

 

Synonym 

Related 

Synonym 

Related 

Derived 

Compress 

Model 1 

Rendang 

(Food 

name) 

- Padang (Padang City; Rendang origin city) 

- Ini (this) 

- Dari (from) 

- Tersebut (the) 

- Dan (and) 

 

Related 

Uncategorized 

Uncategorized 

Uncategorized 

Uncategorized 

 Compress 

Model 2 

Rendang 

(Food 

name) 

- rendang (lowercase of Rendang) 

- Dendeng (food from the same origin city of Rendang) 

- Balado (food from the same origin city of Rendang) 

- Pindang (food from the same origin city of Rendang) 

- Gulai (food from the same origin city of Rendang) 

 

Synonym 

Related 

Related 

Related 

Related 

 Compress 

Model 3 

Rendang 

(Food 

name) 

- rendang (lowercase of Rendang) 

- Dendeng (food from the same origin city of Rendang) 

- Balado (food from the same origin city of Rendang) 

- Pindang (food from the same origin city of Rendang) 

- Gulai (food from the same origin city of Rendang) 

Synonym 

Related 

Related 

Related 

Related 

This also applies to several other words. We select 10 words that appear quite frequently in the 

Indonesian translation of Quran, then we calculate the accuracy of each model in returning the most 

similar words of the given word. The ten selected words and their accuracy results for each model are 

shown in Table 6 and Table 7, respectively.  

Table 6. Selected frequent words from Indonesian translation of Quran for intrinsic evaluation. 

ALLAH BUMI AZAB KAUM KITAB 

IMAN LANGIT KAFIR ZALIM HATI 

Table 7. FastText model’s accuracy returning most similar words. 

Method Accuracy (%) 

FastText Original Model [23] 86.00 

Compress Model 1  82.00 

Compress Model 2 88.00 

Compress Model 3 88.00 



102 
Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 09, No. 02, June 2023. 

 

4.2 Extrinsic Evaluation for Compressed Model 

For extrinsic evaluation, we evaluated the compressed models in a publicly available NLP task for the 

Indonesian language. Currently, there is no publicly available task specifically using Indonesian Quran 

translation. Therefore we chose Ukara Automatic Essay Scoring task [24] to evaluate compressed 

models. We used the same dataset, data split and experiment scheme as previous research [19]. We use 

Compress FastText models as a feature extractor for essay sentences before being inputted into the 

Neural Network with a single hidden layer. The hyper-parameter search process uses Optuna [25] and 

we also include the regularization technique proposed in the study, increasing batch [26]. 

Ukara dataset consists of two sets of problems. In this study, we only use data A. The evaluation results 

of Ukara's data A are shown in Table 8. 

Table 8. Model performance on automatic essay scoring task. 

Method F1-Score 

SBERT [14] 89.44 

FastText Original 88.82 

Compress Model 1  88.63 

Compress Model 2 88.75 

Compress Model 3 88.89 

In Table 9, it appears that, in general, the FastText model is still not as good as SBERT for the case of 

Automatic Essay Scoring using a simple model. However, from the table, it appears that Compress 

Model 3 has the best results compared to other FastText models, although the differences are not so 

significant. This also indicates that the FastText model compression technique can maintain a good 

performance. 

Based on the evaluations that have been conducted, in the next stage, we only use Compress Model 3 as 

the embedding model to change the representation of words in the query. 

5. RESULTS AND DISCUSSION 

5.1 Retrieval-system Evaluation 

This evaluation focuses on evaluating the success rate of verse retrieval of the auto-completion system. 

The system is evaluated using two sets of data tests. Each data test contains pairs of a query and an 

intended verse that need to be retrieved. The first data test is synthetic data generated using the English 

translation of the Quran, as mentioned in sub-section 3.5. The second data test is related to data that 

contains Out-of-Vocabulary (OOV) words that we built by ourselves. 

As mentioned, we try different stop-word threshold values in these experiments. We use retrieval 

evaluation on English Quran translation data to evaluate the stop-word threshold. We got 1000 

occurrences as the best stop-word threshold based on model-retrieval performance on top-5 accuracy 

and top-10 accuracy. Results in the later part use 1000 occurrences as the stop-word threshold. 

5.1.1 Retrieval Evaluation on English Quran Translation Data 

For the first data test, we build it by randomly choosing 150 verses from the English translation of the 

Quran. Then, we translate them into Indonesian using the Google Translate API. From those 150 verses, 

we will randomly select 5-8 words that are not included in the stop-word list as a query. The system will 

return the ten verses closest to the given query. The illustration of this dataset processing and samples 

can be seen in Table 9. 

We calculate the system's accuracy by checking whether the intended or correct verse is in the ten 

retrieved verses (top-10 accuracy), as given in the query. If the correct verse is one of the ten verses, the 

system is considered successful in retrieving the verse. In addition to top-10 accuracy, we also conduct 

the same evaluation to find top-5 accuracy. Top-5 accuracy is calculated when the correct verse is one 

of the five retrieved verses. The results of this evaluation are shown in Table 10. 
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Table 9. Sample queries of data test obtained from the English translation. Red-colored words are new 

words that do not appear in the original Indonesian translation. 

Original Indonesian 

Translation 

Original English 

Translation 

English Translation 

Translated into 

Indonesian 

Randomly Picking 5-8 

Words 

Kami menjadikan Al-

Qur'an dalam bahasa 

Arab agar kamu 

mengerti. 

Indeed, We have made it 

an Arabic Qur'an that 

you might understand. 

Sesungguhnya Kami 

telah menjadikannya Al-

Qur'an berbahasa Arab 

agar kamu mengerti. 

Sesungguhnya Kami Al-

Qur'an berbahasa Arab 

mengerti. 

dengan membawa gelas, 

cerek dan sloki (piala) 

berisi minuman yang 

diambil dari air yang 

mengalir 

With vessels, pitchers 

and a cup [of wine] from 

a flowing spring 

Dengan bejana, kendi 

dan secangkir [anggur] 

dari mata air yang 

mengalir 

bejana, secangkir 

[anggur] air mengalir 

Wahai manusia! 

Kamulah yang 

memerlukan Allah; dan 

Allah Dialah Yang 

Mahakaya (tidak 

memerlukan sesuatu), 

Maha Terpuji. 

O mankind, you are 

those in need of Allah, 

while Allah is the Free of 

need, the Praiseworthy 

Wahai manusia, kamu 

adalah orang-orang yang 

membutuhkan Allah, 

sedangkan Allah adalah 

Yang Maha Bebas lagi 

Maha Terpuji 

Wahai orang-orang 

membutuhkan Allah 

Maha Bebas Maha 

Terpuji. 

Table 10. Top-5 accuracy and Top-10 accuracy for each method on test set built from English 

translation. 

Method Top-5 Top-10 

Sentence + word vector  55.33% 64.67% 

Sentence vector 38.67% 51.33% 

Word matching 54.67% 62.67% 

From Table 10, it appears that the use of word vectors to select the most relevant words prior to 

calculating the sentence vector affects the quality of the model's performance. Sentence method + word 

vector retrieval outperforms other methods. 

The retrieval method with word matching achieved a fairly high score in Table 10 compared to the 

sentence vector method, which is almost similar to that in our proposed method. However, the evaluation 

process with the English translation scheme does not exploit the advantages of vector embedding in 

dealing with out-of-vocabulary words (OOV). Therefore, we tested these three methods in dealing with 

OOV cases by building a special test data that also includes OOV words, either synonyms, informal 

abbreviations or typos.  

5.1.2 Retrieval Evaluation on OOV Data 

This special data test that includes OOV words is used as the second part of system evaluation. This 

data test was created from two main sources. The first source is written lecture notes. The lecture notes 

are collected from several respondents who had taken notes during the Islamic lectures. We copied the 

part of the lecture notes that included a verse quote along with the letter number and verse number. The 

second source is obtained from the recall of several respondents who memorized the Quran. We asked 

them to remember some verses of the Indonesian translation and write down the verses. Verse 

paraphrasing, word abbreviations and writing errors usually occur during recall. In the case of the Quran 

note-taking, the process of OOV emergence is unavoidable. Some examples of data tests are shown in 

Table 11. The test data is publicly available and can be downloaded at https://bit.ly/iqrtest  (4th revision). 

We use the test set for the three models and the results are shown in Table 12. In this table, it appears 

that the sentence + word vector embedding method is far outperforming word-matching retrieval. The 

sentence vector method produces the lowest performance. This can happen, because some quite long 

verses cause the average word vector for the entire verse not to represent the verse. 

https://bit.ly/iqrtest
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Table 11. Example of test data. The part highlighted in red is an example of OOV, because it is 

different or not in the original verse. The number next to it corresponds with the word in the original 

verse closest to it. 

Original verse Query 

Dan (ingatlah) ketika Lukman1 berkata2 kepada anaknya, ketika 

dia memberi pelajaran kepadanya, ”Wahai anakku! Janganlah 

engkau mempersekutukan Allah, sesungguhnya mempersekutukan 

(Allah) adalah benar-benar kezaliman yang besar.” 

 

Luqman1 menasehati2 anaknya 

Wahai manusia! Sungguh, Kami telah menciptakan kamu dari 

seorang laki-laki dan seorang perempuan, kemudian Kami jadikan 

kamu berbangsa-bangsa3 dan bersuku-suku agar kamu saling 

mengenal. Sesungguhnya yang paling mulia di antara kamu di sisi 

Allah ialah orang yang paling bertakwa. Sungguh, Allah Maha 

Mengetahui, Mahateliti. 

 

manusia diciptakan berbeda-

beda3 untuk saling mengenal 

Wahai orang-orang yang beriman! Bertakwalah kepada4 Allah 

sebenar-benar takwa kepada-Nya dan janganlah kamu mati kecuali 

dalam keadaan5 Muslim. 

 

bertakwa kpd4 Allah dan 

jangan mati selain mjd5 

muslim 

Katakanlah, "Wahai hamba-hamba-Ku yang melampaui batas 

terhadap diri mereka sendiri! Janganlah6 kamu berputus asa dari 

rahmat7 Allah. Sesungguhnya Allah mengampuni dosa-dosa 

semuanya. Sungguh, Dialah Yang Maha Pengampun, Maha 

Penyayang. 

jgn6 putus asa utk meminta 

pd7 Allah 

Table 12. Top-5 accuracy and Top-10 accuracy for each method on test-set that included OOV. 

Method Top-5 Top-10 

Sentence + word vector  70.59% 76.47% 

Sentence vector 35.29% 47.06% 

Word matching 55.89% 58.82% 

5.2 Note-taking Application Prototype 

The interface of the note-taking application prototype looks like in Figure 5. In Figure 5-left, users write 

queries starting with a tilde and choose a suggested verse from the top of the space. In Figure 5-right, 

after choosing a verse, it will automatically replace the query in the body of the note. Using a server 

with 8 virtual cores, the average retrieval takes about 2.2 seconds. 

  

Figure 5. The interface when the user writes a query and gets recommendation (left). The interface 

when the recommendation auto-completes the query (right). 

We tested this prototype on 32 respondents, consisting of Islamic lecturers and participants. The result 

showed that 96.9% of participants believe that smart Quran auto-completion in the note-taking 
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application can help the user in the note-taking process. 

6. CONCLUSIONS 

In this study, we propose an auto-completion system using semantic vector representation. To obtain 

vector embedding, we use Compress FastText, which is more efficient in storage and memory usage, so 

it is suitable to be used at the production stage. In the retrieval process, we propose a combination of 

word and sentence-vector embedding and cosine distance when searching for verses. This method 

proved to be more effective in the two types of evaluation performed compared to other methods. 

In the future, much can still be developed, especially in terms of reliability at the production stage. The 

auto-completion system demands a model that can process queries in real time. For this reason, it is 

necessary to efficiently use resources and optimize algorithms to get the expected system's performance. 

The lack of available data might also affect the current system's retrieval result. We can use the current 

prototype or other ways to gather more data that fits in the Quran-retrieval domain.  
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البحث:ملخص   

 لا ظومييييييي ظ ا  ل ل ييييييي   سييييييي ة    لا لبحييييييي ت ميييييييية  ظاييييييي     ظية ييييييي    ييييييي   لهييييييي    فييييييي 

رّ مةييييي   ل  ة  ييييي   إ  ليُ يييييا فييييي    مييييي    لةقيييييةآر  لايييييةم ت مييييي   ييييي     د   سييييي    لقةآ  ييييي ت  عييييي 

ظييييييد م  فيييييي   فيييييي  لمييييييو   ل ح ايييييية   لا  سيييييي    ل  ةفيييييي   لاسييييييلام    ر مسيييييي مد  ل  يييييي     

ّ  ل سييييي كد   ا   ييييي   ة ييييي    م  عييييي  أ  أ ييييي  قيييييو  مل ييييي   . ل ح اييييية  ظةييييي   أثعييييي ّ ملال ييييي ظ  

رّ مةييييي  للييييي  م  يييييا  لع  ييييي   مةييييي   سييييي ة    ل  ييييي إمييييي    مييييي    لاةم ييييي   ل ييييي  مسييييي     ت   عييييي 

هيييييي     فيييييي   ميييييي    لقةآ  يييييي    ايييييية   ليييييي  ظةيييييي   ل يييييي  ايييييي    ل سيييييي كد       ل يييييي   ليييييي   لع  يييييي  .

 يييييي    ل  ةيييييي    اْ عيييييي   حسيييييي   مسيييييي ف    يييييي   ل   يييييي   (FastText لد  سيييييي ت  سيييييي كدمع    ييييييول   

اْ عييييي   ك يييييو     ييييي ل   ل قيييييد   مييييي   ل سييييي كد     مييييي    لقةآ  ييييي  مييييي  أ يييييا م ة ييييي   لاسييييي ة   . 

ر لةع  ييييي   مييييي   يييييلا  فحْييييي  ميييييد  ايُيييية   لع  ييييي    مييييي   رت  أ ةمعييييي  ظق   ييييي  لي يييييا  لع  ييييي   مج ل ييييي 

( آميييييي   5   فيييييي  ل ليييييي  أ    (%70.59     لاييييييةع  مة  يييييي ل يييييي   لد ا يييييي  ةغيييييي   ل  ةيييييي .   لو ايييييي 

  ( آم   مُس ة    .10ف  ل ل  أ      (%76.47  ت    س ة   مُ 
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