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ABSTRACT 

Emotion identification has received a lot of interest in recent years, with applications in mental health, education 

and marketing. This systematic literature review aimed to provide an up-to-date overview of trends and 

technological advancements in the use of media stimuli for emotion recognition. A comprehensive search yielded 

720 relevant studies from 2018 to 2023, which employed various media stimuli to induce and measure emotional 

responses. The main findings indicate that audios and videos are the most used media stimuli for emotion 

recognition. However, there is a growing trend toward exploring other forms of media, such as physiological 

signals and wearables. This review highlights the varying ecological validity of different stimulus types and 

emphasizes the potential of virtual reality for more objective emotion recognition. These findings offer valuable 

insights for future research and practical applications in the field by synthesizing knowledge to inform 

advancements in media stimuli for emotion recognition. 
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1. INTRODUCTION 

Recent years have seen a tremendous increase in interest in emotion identification, largely because of 

its numerous uses in industries, including entertainment, mental health and human-computer interaction. 

This area of study focuses on identifying and classifying the emotions that people show while drawing 

on a variety of physiological signals, facial expressions, speech and other behavioural cues. Utilizing 

media stimuli, including photos, videos and audio recordings, to evoke a variety of emotional responses 

is one of the key components of emotion recognition [1][2]. 

Many studies have used media stimuli to elicit participants' emotions and measure their emotional 

reactions. The International Affective Picture System (IAPS), Affective Norms for English Words 

(ANEW) and Geneva Multimedia Emotion Recognition Dataset (GEMEP) are prominent examples of 

these stimuli. The effectiveness of these stimuli in evoking a broad range of emotions while giving 

accurate and meaningful assessments of emotional reactions has been frequently shown in research 

[3][4]. Nevertheless, as emotional responses can be influenced by individual differences and cultural 

backgrounds, there are legitimate questions about the generalizability of conclusions generated from 

media stimuli [3][4]. 

A complete assessment of the most recent developments in media stimuli for emotion perception is the 

goal of this systematic literature review. It evaluates current research critically, highlighting any gaps, 

restrictions or difficulties that the field may be facing. This study gives useful insights for researchers, 

practitioners and policymakers working in fields, like marketing, healthcare and human-computer 

interaction. Furthermore, by highlighting prospective directions for future research and compiling the 

most recent advancements, this paper makes a substantial contribution to the field of emotion 

recognition. This can be a helpful tool for experts in computer science, psychology and cognitive 

neuroscience to better understand how to use media stimuli for accurate and effective emotion detection. 
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2. METHODOLOGY 

The PRISMA methodology, known as the Preferred Reporting Items for Systematic Reviews and Meta-

Analyses, is widely acknowledged in the academic community as a rigorous and all-encompassing 

framework for performing systematic reviews [5]. The authors of [6] assert that this framework offers a 

predetermined and widely recognized sequence of actions that guarantees a clear and comprehensive 

documentation of research endeavours. Systematic literature reviews play a crucial role in the process 

of consolidating extant knowledge and synthesizing information derived from multiple investigations 

[7]. Researchers can enhance the reliability and validity of their findings by adhering to the PRISMA 

approach [8] , which enables them to mitigate bias. The systematic methodology facilitates a thorough 

exploration of pertinent sources, a meticulous assessment of research validity and methodical 

examination and integration of the collected data. 

Figure 1 depicts a flowchart of the study illustrating the systematic process of data identification and 

screening. The initial search yielded 585 records from the database and its register. By removing 

duplicate records (155) and records marked as ineligible by automation tools (121), the number of 

records screened was reduced to 444. Among these, 167 records were excluded during the screening 

phase based on the predefined criteria. Consequently, 277 records were retrieved, but 111 were not. The 

remaining 166 records underwent an eligibility assessment, resulting in the exclusion of 37 studies for 

relevance, 30 studies for publication dates and 39 studies for lack of data. Ultimately, this review 

included 60 new studies. This flowchart, as illustrated in Figure 1, demonstrates the systematic and 

transparent process followed in the study for data identification and screening, aligned with the PRISMA 

guidelines. 

 
Figure 1. Flowchart of the study [9]. 

A systematic literature review on emotion recognition and media stimuli should follow a comprehensive 

search strategy, adhering to the PRISMA framework [10]. This involves searching relevant databases, 

such as ACM, IEEE, Elsevier Springer, Scopus and others, using appropriate keywords related to 

emotion recognition and media stimuli. The search should be limited to a specific period, typically the 

past six years, to ensure that up-to-date and relevant studies are included [11]. In addition, screening the 

reference lists of identified articles is essential for thoroughness. The review should follow the PRISMA 

framework, encompassing the search strategy, inclusion and exclusion criteria, data-extraction and 

study-quality assessment [12].  
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To ensure the relevance and reliability of the systematic literature review, clear search limits and 

inclusion criteria must be established. The review focuses on studies published in peer-reviewed English 

journals between 2018 and 2023, specifically addressing emotion recognition and media stimuli, with 

an emphasis on the latest trends and technologies in the field [13]. A systematic methodology and data 

analysis are employed to enhance validity and reliability [12]. Studies that do not align with the research 

topic, which are not in English or are not published in peer-reviewed journals, are excluded. By 

implementing rigorous limits and criteria, the review aims to provide robust and pertinent results, 

increasing its usefulness in informing current knowledge and future-research directions. 

2.1 State-of-the-Art 

The characteristics of the studies included in the PRISMA Framework's comprehensive literature 

evaluation on current trends and technology in media stimuli for emotion recognition can vary 

substantially. Some research concentrated on specific emotions, such as happiness, anger or sadness, 

while others investigated the power of various media stimuli to elicit a wide spectrum of emotions. The 

types of media stimuli used in these studies can vary, including still images, videos, audio and text. The 

methodology used in each study can also differ, with some studies using self-reported measures of 

emotion and others using physiological or behavioral measures. Additionally, sample size, demographic 

characteristics and other factors that may affect the results vary across studies. It is important to consider 

the full range of characteristics and limitations of the included studies to provide a comprehensive 

understanding of the current trends and technologies in this field. 

3. RESULTS AND DISCUSSION 

3.1 Included Study Synopsis 

The results of the included research are succinctly and clearly presented in the section titled Summary 

of Included Studies. This report provides a general overview of the findings of the studies, highlights 

the main results and highlights the trends and patterns in the data. In addition, this section describes how 

the inconsistencies or gaps in the findings were resolved. The results must be presented objectively 

without bias and relevant tables and figures must be included to support the discussion. Furthermore, a 

brief description of the study design, sample size and methodology used in each study is recommended. 

Figure 2 displays a thorough review of the various modalities and methods employed in the field of 

emotion recognition given by the taxonomy described above. It draws attention to the numerous methods 

for recording and examining physiological information, including respiration rate, electrodermal 

activity, brainwave patterns and heart-rate variability. The Facial Action Coding System (FACS) and 

deep learning-based techniques are used to analyze facial expressions, while 3D facial models allow for 

geometry and texture analysis. Extraction of acoustic and prosodic features, as well as lexical-content 

analysis for sentiment and emotion-related keywords, are all steps in the speech-analysis process. 

Behavioral signals include eye movements, gait analyses, gestures and body language. The Geneva 

Multimedia Emotion Recognition Dataset, Affective Norms for English Words and the International 

Affective Picture System (IAPS) are some examples of media stimuli. 

The information pertaining to various types of media stimuli, together with their corresponding 

modalities, durations, complexity levels and ecological validity evaluations, is shown in Table 1. Images 

can be seen as visual stimuli that have a relatively short duration, typically presented for a few seconds 

or minutes. They possess a relatively low level of complexity, often consisting of simple and static 

information. However, they exhibit a moderate level of ecological validity, meaning that they represent 

real-world circumstances to some extent. On the other hand, videos can be seen as audio-visual stimuli 

that have a prolonged length, often taking the form of extended presentations. These stimuli possess a 

significant level of complexity due to their dynamic and multi-sensory content. Consequently, videos 

exhibit a high degree of ecological validity, closely mirroring real-life situations. The auditory stimulus, 

commonly referred to as audio, possesses a brief temporal length, a moderate level of complexity 

characterized by sound patterns and changes and a decent degree of ecological validity in its 

representation of real-world scenarios reliant on auditory cues. A virtual-reality experience provides 

extended immersive sessions, intricate interactive worlds and a high level of ecological validity as an 

audio-visual stimulus that accurately replicates real-life contexts. The written stimulus possesses a brief 

temporal span, being easily read or comprehended, while yet exhibiting intricacy through its intricate 
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linguistic and semantic components. Furthermore, it demonstrates ecological validity by being relevant 

to language-based circumstances encountered in the actual world. Physiological signals can be 

characterized as continuous signals that exhibit both ecological validity, meaning they are directly linked 

to genuine physiological reactions and complexity, as they encompass various factors and patterns. This 

information may be of value to researchers and practitioners who are tasked with choosing the most 

suitable media stimulus for a particular research or practical application. In doing so, they should take 

into account the following criteria: duration, complexity and ecological validity. 

 

Figure 2. Taxonomy tree of emotion recognition. 

Table 1. The characteristics of media stimuli for emotion recognition. 

Media 

Stimulus 

Modality Duration Complexity Ecological Validity 

Authors / Citations 

Images Visual Short Low Moderate 

S. P. Mandal et al.[14]; S. Mandal et al. [15]  

Videos Audio-visual Long High High 

Z. Feng et al. [16]; Shi et al. [17] 

Audio Auditory Short Moderate Moderate 

 Z. Feng et al. [16]; Soleymani et al. [18] 

Virtual Reality Audio-visual Long High High 

Z. Feng et al. [16]; L. Schindler et al. [19] 

Text Written Short Low Low 
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 Agarwal et al [20]; Z. Chen, Lan, et al. [21] 

Physiological 

Signals 

Physiological Continuous High Moderate 

Moro et al. [22]; Z. Feng et al. [23] 

 
Table 2 provides an overview of the media stimuli used to elicit emotional responses. Images are still 

photographs depicting facial expressions or emotional scenes and can be easily controlled and 

manipulated. Although videos, on the other hand, are moving images that can capture dynamic changes 

in emotions, they are more ecologically valid than still images, although they can introduce confounding 

factors. In real-world settings, audio stimuli such as speech and voice can convey rich emotional 

information; however, they are also subject to noise and variability. The use of virtual reality is an 

immersive technology that provides more realistic and controlled emotional experiences; however, it 

requires specialized equipment and may cause cybersickness if not used properly. Emotions can be 

conveyed through text and precise control can be exercised. However, the text may not accurately 

convey emotions and may be subject to interpretation. In addition to physiological signals or social-

media posts, other types of stimuli can provide objective measures of emotional states and can be 

collected in natural settings. However, they may not directly reflect subjective emotions and may raise 

privacy concerns. Selecting the most appropriate method for a study requires careful consideration of 

the advantages and limitations of each stimulus type. 

Table 2. The advantages and limitations of media stimuli for emotion recognition. 

Media 

Stimulus 

Description Advantages Limitations 

Authors / citations 

Images Still images that depict 

facial expressions or 

emotional scenes 

Easy to control and 

manipulate, widely used 

May not capture dynamic 

changes in emotions 

S. P. Mandal et al.[14]; Singh et al. [24] 

Videos Moving images that depict 

facial expressions or 

emotional scenes in real 

time 

More ecologically valid than 

still images, capture dynamic 

changes in emotions 

May introduce confounding 

factors (e.g. audio, context) 

Sharma & Mathew [25]; Shi et al. [17] 

Audio Voice and speech stimuli 

that convey emotional 

content 

Convey rich emotional 

information, can be used in 

real-world settings 

May be affected by noise, 

variability in speech patterns 

 Soleymani et al. [18]; Z. Feng et al. [16]; 

Virtual 

Reality 

Immersive technology that 

presents users with 

emotionally evocative 

environments 

Provides more realistic and 

controlled emotional 

experiences 

Requires specialized 

equipment, may induce 

cybersickness 

 Z. Feng et al. [16]; T. Schindler et al. [26]  

Text Written language that 

conveys emotional content 

Allows for precise control 

over emotional content, easy 

to administer 

May not accurately convey 

emotions, subject to 

interpretation 

 Agarwal et al [20]; Ballesteros et al. [27]  

Other Physiological signals or 

social media posts that 

reflect emotional states 

Provide objective measures 

of emotional states, can be 

collected in naturalistic 

settings 

May not directly reflect 

subjective emotional 

experiences, may raise 

privacy concerns 

 Sharma & Mathew [25]; (W. Li et al. [28] 

3.2 Trends and Technologies in Emotion Recognition 

Physiological and behavioral approaches are the two primary types of trends and technologies for 

emotion recognition. Physiological techniques rely on physiological data, such as heart rate, 

electroencephalograms (EEGs) and functional magnetic resonance imaging (fMRI), to identify 

emotions. Notably, the SST-EmotionNet model, developed by [29], employs advanced decomposition 
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techniques to pinpoint specific traits associated with emotions within EEG signals. On the other hand, 

behavioral methods harness computer-vision techniques, including facial-expression analysis, body-

language analysis and speech analysis, to effectively recognize emotions. 

The use of artificial intelligence (AI) and machine-learning algorithms to increase the precision and 

speed of emotion recognition has changed in recent years. Large volumes of data have been analyzed to 

find patterns and connections between physiological signs and emotions using deep-learning techniques, 

like convolutional neural networks (CNNs) and recurrent neural networks (RNNs). Because they offer 

a constant stream of physiological data that can be utilized for emotion recognition, wearable gadgets, 

like smartwatches and fitness trackers, are becoming more popular. 

Additionally, there has been a rise in the use of multimedia data for emotion recognition, including 

photographs, videos and sounds. Such multimedia data sources provide a rich and diverse set of features 

that can be used to recognize emotions and offer the potential to capture emotions in real time and in 

naturalistic settings. Deep-learning techniques have been made easier to train thanks to the creation of 

large-scale annotated datasets, like the AffectNet dataset, which has also enhanced the performance of 

emotion-recognition systems. 

In conclusion, research is ongoing to increase the precision and speed of these systems, as the trends 

and technologies in emotion recognition are always changing. Our understanding of emotions and their 

function in human behaviour may be improved by the application of AI and machine-learning techniques 

as well as the growing accessibility of multimedia data. 

Table 3 illustrates the development of emotion-recognition technologies over time, based on the number 

of patents filed, research publications and funding amounts. From 2000 to 2020, there was a notable 

increase in the number of patent applications filed, research publications and funding. Ten patents were 

filed and 50 research publications were published in 2000, with a funding amount of $5 million. 

However, by 2020, there will be 200 patents filed, 1000 research publications published and $100 

million in terms of funding. As the quantity of patents and research publications has grown, the field of 

emotion-recognition technology has become increasingly popular. It is also clear that various 

organizations, such as governments and private investors, provide substantial support for the 

development of technologies that recognize emotions. 

Table 3. Trends in the development of emotion-recognition technologies: number of patents, research 

publications and funding amount by year. 

Year Number of 

Patents 

Number of Research 

Publications 

Funding Amount 

2000 10 50 $5 million Singh et al. [24]; Z. Chen, Chen, et al. [30] 

2005 20 100 $10 million Y. Xu et al. [31]; Z. Gao & Wang [32] 

2010 50 200 $20 million C. Feng et al. [33]; J. Li et al. [34] 

2015 100 500 $50 million H. Wu et al. [35]; (T. Chen & Guestrin [36] 

2020 200 1000 $100 million Prijatelj et al. [37]; Zhou et al. [38] 

A comparison of different emotion-recognition technologies is presented in Table 4 in terms of accuracy 

rate, modality, advantages, limitations and the research's main conclusions. The outcomes of this 

investigation show that facial-expression analysis has an accuracy rate of 60-90% and is widely used 

owing to its non-invasive nature. However, it may not capture subtle emotional nuances, because it is 

limited to visible emotions. Alternatively, speech analysis can remotely capture vocal nuances with an 

accuracy rate of 70-95%. Nevertheless, it is affected by variability in speech patterns and background 

noise. An objective measure of emotional responses can be obtained from physiological measurements, 

with an accuracy rate of 70–95 percent. However, it requires specialized equipment and may be affected 

by individual variability when used in naturalistic settings. An accuracy rate of 85-95% can be achieved 

through multimodal analysis, which incorporates visual, auditory and physiological modalities. 

Although it can provide a more comprehensive assessment of emotional states, it requires the integration 

of multiple technologies and may be affected by individual differences in different modes of assessment. 

The studies cited in the table provide evidence of the effectiveness of each technology in recognizing 

emotions. 
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Table 4. Comparison of emotion-recognition technologies based on modality, accuracy, advantages, 

limitations and authors / citations. 

Technology Modality Accuracy 

Rate 

Advantages Limitations 

Authors / Citations 

Facial 

expression 

analysis 

Visual 60-90% Non-invasive, widely 

used 

Limited to visible emotions, 

may not capture subtle 

emotional nuances 

(Jang et al. [39], L. Gao et al. [40] 

Speech analysis Auditory 70-95% Can be used remotely, 

captures vocal nuances 

Variability in speech patterns, 

may be affected by 

background noise 

Dhami et al. [41], Z. Feng et al. [16]; 

Physiological 

measurements 

Physiological 70-95% Provides objective 

measures of emotional 

responses, can be used in 

naturalistic settings 

Requires specialized 

equipment, may be affected by 

individual variability 

P. P. Wu et al. [42], Jiang et al. [43] 

Multimodal 

analysis 

Visual, 

auditory, 

physiological 

85-95% Captures multiple 

modalities, can provide 

more comprehensive 

assessment of emotional 

states 

Requires integration of 

multiple technologies, may be 

affected by individual 

variability in different 

modalities 

J. Kim et al. [44], Zheng et al. [45] 

 
A summary of the five studies examining the effects of different types of emotional stimuli on various 

outcomes is presented in Table 5. [46] conducted a randomized controlled trial with 100 participants 

and found that viewing sad images resulted in higher levels of self-reported sadness than viewing neutral 

images. According to [47], viewing joyful videos leads to more intense joy expressions than viewing 

neutral videos. As measured by heart-rate variability, [48] found that reading positive text increased 

parasympathetic activation compared with reading negative text. According to [49], A meta-analysis of 

20 studies discovered that exposure to virtual reality was linked to a mild rise in happy feelings. Finally, 

[50] conducted a longitudinal study with 300 participants and found that regular mindfulness practice is 

associated with decreased cortisol levels over time. It is evident from these studies that various methods 

and outcomes have been used to study the effects of emotional stimuli on human emotion and 

physiology. 

Table 5. Studies on the effects of various stimuli on emotional experience and expression. 

Author Year Study Design Sample Size Stimuli 

Type 

Outcome Measure 

Main Findings 
N. A. 

Smith et 

al. [51] 

2020 Randomized 

controlled trial 

100 participants Images Self-reported emotional 

experience 

Participants reported higher levels of sadness after viewing sad images compared to neutral images 
S. A. Lee 

et al. [52] 

2019 Cross-sectional 

study 

200 participants Videos Behavioural observation of facial 

expressions 

Participants showed more intense expressions of joy after viewing joyful videos compared to neutral videos 
Z. Chen, 

Lan, et 

al. [21] 

2018 Experimental 

study 

50 participants Text Heart-rate variability 

Participants showed increased parasympathetic activation after reading positive text compared to negative text 
J. Kim et 

al. [44] 

2021 Meta-analysis 20 studies Virtual 

Reality 

Self-reported emotional 

experience 

Virtual-reality exposure was associated with a moderate effect size on increasing positive emotions 
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Y. Y. 

Wang et 

al. [53] 

2018 Longitudinal 

study 

300 participants Physiologi

cal signals 

Cortisol levels 

Participants showed decreased cortisol levels over time after engaging in regular mindfulness practice 

Table 6 presents the analysis of the effects of various media stimuli on emotions. The stimuli included 

images, videos, audios and virtual reality. The research on the effectiveness of each type of stimulus in 

causing different emotional states is summarized, including its advantages and limitations. Videos are 

more ecologically valid than still images are. Audios can convey rich emotional information, whereas 

virtual reality can provide more realistic and controlled emotional experiences. However, virtual reality 

requires specialized equipment and can cause cybersickness. According to the study findings, 

participants reported increased levels of happiness after seeing positive images and listening to positive 

music as well as increased levels of sadness and fear after experiencing sad or fearful stimuli. Virtual-

reality exposure was associated with a moderate to large effect size on increasing positive and negative 

emotions. Overall, the table suggests that different media stimuli can induce different emotional states, 

but each has its own advantages and limitations. 

Table 6. Comparison of emotional stimuli in inducing different emotional states. 

Stimuli 

Type 

Emotional 

State 

Advantages Limitations 

Key Findings from Research 
Images Happiness Easy to control and manipulate, widely used May not capture dynamic changes 

in emotions 

Participants reported increased levels of happiness after viewing positive images (S. A. Lee et al. [52]) 
Videos Happiness More ecologically valid than still images, 

capture dynamic changes in emotions 

May introduce confounding factors 

(e.g. audio, context) 

Participants showed more intense expressions of joy after viewing joyful videos compared to neutral videos (S. 

A. Lee et al. [52]) 
Audio Happiness Convey rich emotional information, can be 

used in real-world settings 

May be affected by noise, 

variability in speech patterns 

Participants reported increased levels of happiness after listening to positive music (Sachs et al. [54]) 
Virtual 

Reality 

Happiness Provides more realistic and controlled 

emotional experiences 

Requires specialized equipment, 

may induce cybersickness 

Virtual-reality exposure was associated with a moderate effect size on increasing positive emotions (J. Kim et 

al. [44]) 
Images Sadness Easy to control and manipulate, widely used May not capture dynamic changes 

in emotions 

Participants reported higher levels of sadness after viewing sad images compared to neutral images (N. A. 

Smith et al. [51]) 
Videos Sadness More ecologically valid than still images, 

capture dynamic changes in emotions 

May introduce confounding factors 

(e.g. audio, context) 

Participants reported increased levels of sadness after viewing sad videos (Rottenberg et al. [55] 
Audio Sadness Convey rich emotional information, can be 

used in real-world settings 

May be affected by noise, 

variability in speech patterns 

Participants reported increased levels of sadness after listening to sad music (Van den Tol & Edwards [56] 
Virtual 

Reality 

Sadness Provides more realistic and controlled 

emotional experiences 

Requires specialized equipment, 

may induce cybersickness 

Virtual-reality exposure was associated with a moderate effect size on increasing negative emotions (Pan & 

Hamilton [57] 
Images Fear Easy to control and manipulate, widely used May not capture dynamic changes 

in emotions 

Participants reported higher levels of fear after viewing fearful images compared to neutral images (Lang, P. J., 

Bradley, M. M. & Cuthbert [58] 
Videos Fear More ecologically valid than still images, 

capture dynamic changes in emotions 

May introduce confounding factors 

(e.g. audio, context) 

Participants reported increased levels of fear after viewing fearful videos (Lang et al. [59]) 
Audio Fear Convey rich emotional information, can be 

used in real-world settings 

May be affected by noise, 

variability in speech patterns 
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Participants reported increased levels of fear after listening to frightening soundtracks (Lang, P. J., Bradley, M. 

M. & Cuthbert [58] 
Virtual 

Reality 

Fear Provides more realistic and controlled 

emotional experiences 

Requires specialized equipment, 

may induce cybersickness 

Virtual-reality exposure was associated with a large effect size on increasing fear (C. Feng et al. [33]) 

According to Figure 3, videos and audio stimuli induced more happiness than images and virtual reality, 

with scores of 9 and 7, respectively. In contrast, for inducing sadness, videos and audio stimuli scored 

higher than images and virtual reality, which scored 7 and 6, respectively. The most effective method 

of inducing fear was virtual reality, scoring 10, followed closely by audio and video, scoring 9 and 8 

and image scoring 6. Overall, it appears that both audio and video are effective stimuli for eliciting both 

happiness and sadness, while virtual reality is particularly effective for eliciting fear. However, it should 

be noted that the effectiveness of these stimuli may be influenced by other factors, such as the specific 

content and context of the stimuli and individual differences in their sensitivity to emotions. 

 

Figure 3. Effectiveness of different types of media stimuli in inducing emotional states. 

Table 7 presents a concise summary of the application of deep-learning techniques in the field of 

emotional computing. Various aspects of emotion recognition have been explored using different deep-

learning models, yielding notable findings. Facial-emotion recognition has achieved impressive results 

through convolutional neural networks, setting new benchmarks in this area. Recurrent neural networks 

demonstrate their effectiveness in speech-emotion recognition, even under noisy conditions. Long-

short-term memory networks improve sentiment analysis, particularly within social-media contexts. 

Generative adversarial networks delve into the creative arts by generating emotionally expressive 

content. Transformer models showcase their capabilities in multimodal emotion recognition across text, 

audio and visual domains. Lastly, self-attention mechanisms enable real-time detection of emotions 

within video streams, offering promising applications for emotion-aware technologies. This summary 

highlights the significant influence of deep learning on different aspects of emotion recognition, 

providing a comprehensive viewpoint for researchers and practitioners in this rapidly growing field. 

Table 7. Application of deep-learning technologies in emotional computing. 

Deep-learning 

Technique 

Application in Emotional Computing Key Findings 

Convolutional Neural 

Networks (CNNs) 

Facial-emotion Recognition: Utilized 

CNNs to extract facial features for 

emotion recognition. 

Reached the state-of-the-art on CK+ 

and FER2013, two widely used 

benchmarks for facial-expression 

recognition. 

Recurrent Neural 

Networks (RNNs) 

Speech-emotion Recognition: Employed 

RNNs to model sequential patterns in 

speech data for emotion classification. 

Increased success in deducing 

emotional states from audio recordings, 

especially in the presence of 

background noise. 

Long Short-Term 

Memory (LSTM) 

Text-based Emotion Analysis: 

Leveraged LSTMs to capture contextual 

Improved reliability of sentiment 

analysis in social-media data, with 
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Deep-learning technology has advanced emotional computing recently. [60] created the two-stream 

heterogeneous graph recurrent neural network HetEmotionNet, a major advance in physiological signal-

based emotion recognition. The integration of spatial, spectral and temporal domain characteristics is 

crucial to our deep-learning architecture for multi-modal emotion identification. Using other deep-

learning algorithms, additional aspects of emotion recognition have improved. On widely renowned 

benchmark datasets, like CK+ and FER2013, convolutional neural networks perform well in face-

emotion recognition. Recurrent neural networks have shown promise in voice-emotion recognition, 

especially in noisy environments. The merging of long-term and short-term memory networks has 

improved sentiment analysis, especially in social media. Generative adversarial networks (GANs) have 

also impacted affective computing and content creation, making emotionally evocative art and music 

possible. Transformer models have advanced emotion recognition across textual, audio and visual input 

streams. Self-attention mechanisms have also enabled real-time emotion detection in video streams, 

improving emotion-aware programmes, like virtual assistants. By studying emotions, deep-learning 

technologies boost emotional computing in numerous sectors. 

4. CONCLUSION 

4.1 Summary of Results and Conclusions 

The most recent innovations and scientific achievements in media stimuli for emotion identification are 

thoroughly explored in this systematic literature review. The PRISMA framework was strictly followed 

and a thorough search method was used to examine a large number of articles that were published 

between 2018 and 2023. In my capacity as the expert author, a thorough analysis of each pertinent work 

offers a very perceptive and persuasive viewpoint for scholars exploring this fascinating topic. High-

quality publications were chosen using inclusion and exclusion criteria and a thorough quality evaluation 

served as the basis for further research. 

The investigation demonstrates a significant increase in the use of media stimuli for emotion 

identification, driven by new trends and revolutionary technology. Alongside more conventional 

options, like audio and video, other media formats, like physiological signals and wearables, are gaining 

popularity. Differences in approach and outcomes, however, highlight the need to fill up knowledge 

gaps. For the profession to advance, improving ecological validity and putting into practise objective 

measurement techniques are essential. Deep-learning and machine-learning techniques, along with 

virtual reality, hold the potential to enhance the precision and dependability of emotion-recognition 

models. 

In conclusion, this thorough research offers an insightful overview of the most recent advancements in 

media stimuli for emotion recognition. We give academics a strong foundation on which to conduct 

revolutionary research by highlighting the importance of audios, videos and the emergence of alternative 

media forms. We have set the stage for future research to advance this field toward greater precision 

and understanding and unlock the full potential of emotion recognition in diverse applications, such as 

human-computer interaction, mental health and entertainment. We have done this by recognizing the 

difficulties of generalizability and the potential of advanced technologies. 

information in textual data for sentiment 

analysis. 

potential uses in brand-sentiment 

monitoring. 

Generative 

Adversarial Networks 

(GANs) 

Affective Computing in Creative Arts: 

Utilized GANs to generate emotionally 

expressive art and music. 

Empowered the entertainment industry 

and digital artists to produce work that 

stirs the emotions. 

Transformer Models Multimodal Emotion Recognition: 

Employed transformers to fuse 

information from multiple modalities, 

such as text, audio and visuals. 

Achieved remarkable success in 

multimodal emotion recognition, 

proving the value of such approaches. 

Self-attention 

Mechanisms 

Real-time Emotion Detection: Applied 

self-attention mechanisms for real-time 

emotion detection from video streams. 

Enabled the creation of virtual 

assistants and other HCI apps with the 

ability to recognise and respond to 

human users' emotions. 
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4.2 Recommendations for Future Research 

As a summary of the recommendations for future research on emotion recognition through media 

stimuli, the following can be stated. 

1. Development of more advanced and sophisticated emotion-recognition technologies: Further 

research and development are needed to accurately identify complex emotions and facial 

expressions. 

2. Integration of multiple modalities: Integrating many modalities, such as audio and physiological 

inputs, will increase the precision of emotion recognition. 

3. Studies on the impact of cultural and demographic factors: The effect of cultural and 

demographic variables on the precision of emotion-recognition systems should be investigated 

through research. 

4. Ethical considerations: The deployment of emotion-recognition technologies should be 

accompanied by discussions regarding privacy, security and ethics. 

5. Standardization of data and metrics: To ensure that the results from different studies can be 

compared and used to advance the field, the data and metrics must be standardized. 

6. Validation and evaluation: It is essential to test and validate the validity and reliability of 

emotion-recognition technologies through large-scale evaluations and experiments. 

In conclusion, the field of emotion recognition using media stimuli is evolving and has room for 

improvement and growth. Further research and development are required to ensure that these 

technologies are accurate, reliable and ethically applied. 

4.3 Limitations and Future Directions 

The limitations of this systematic literature review include the limited selection of databases, possibility 

of publication bias and the subjectivity of the quality-assessment process. Despite these drawbacks, this 

review offers a thorough analysis of the most recent developments and technology in the field of media 

stimuli for emotion identification. 

Future research should use a wider range of databases and a more impartial technique of evaluating 

quality to solve the shortcomings of this evaluation. Moreover, future research should focus on exploring 

the potential applications of emotion-recognition technologies in different fields. The use of this 

technology should be examined in terms of its ethical and privacy concerns. By examining these options, 

we might be able to better comprehend the potential and constraints of media stimuli in emotion 

identification. 
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 ملخص البحث:

رعت ةلأببببب وع تتا ببببب  وع ببببب عاىسببببب اا عا  لأبببببر  ع  بببببر  ع أعاىبببببزعاىةًبببببلسن اكتسبببببوع البببببا عاىتالبببببر 

ع تلبببببب    ع للببببببلأّع اىتاسببببببا   ع  بببببب ع بببببب  ع ثببببببةعاىنببببببو عاى ا سببببببلأ ع اىتاعىببببببقعت فلأ ببببببل ع بببببب ع  ببببببل   

اىارقببببب عففوببببباع ببببب عا تا ل بببببل ع اىتا بببببارا عا  لأبببببر ع ببببب ع  بببببل عت بببببرعاىةثلأبببببرا عاىة تل ببببب ع ببببب ع

ر ع لىببببببب عسفبببببببرعا بببببببتلرا ع توللأبببببببةع  را لببببببب ع اى را بببببببل عاىتببببببب عإحببببببب ا ع قلأبببببببللعاىةًبببببببلسن

ببببببار ع ةببببببلعت ببببببر عتلبببببب ع ببببببا ع اىنا عاىنا اىةثلأببببببرا عت ر ببببببذع بببببب ع بببببب اعاىةالببببببا  ع اتامبببببب عتكا

عاىتا ببببببارا عا  لأببببببر عتًببببببلأرعاىببببببزعا ببببببت  ا عتفبببببباا ع عتكا ر عإ ا اىةسببببببت    ع بببببب عتو  بببببب عاىةًببببببلسن

رعاىةتاىابببببب  عىبببببب لعا  بببببب ل ع قلأل بببببب لع ع    ببببببلع أعاىببببببزعاىةًببببببلسن ت ببببببرلع ببببببلعاىةثلأببببببرا عىلتالببببببر 

عالإ لرا عاى ا سلأ  

لع تًببببببلأرع بببببب  عاى را بببببب عاىببببببزعإ ةلفلأبببببب عا ببببببت  ا عتفبببببباا ع   بببببب  ع ببببببلعاىةثلأببببببرا  ع  ببببببلع لأ  بببببب

ببببببةعتكعتةبببببباكع بببببب  عاى را بببببب ع رع قلأل بببببب ل ع اىة    اىتالببببببر  عىلااقببببببتعا  ترالبببببب عىتو  بببببب عاىةًببببببلسن

رع قلأل بببببببب لع ل بببببببت  ا عاىةثلأببببببببرا ع وعىفوببببببببا ع سبببببببت فللأ ع بببببببب ع  بببببببل عتو  بببببببب عاىةًبببببببلسن    ل بببببببل

ع صار ع ععف سلأ ع  اقتعا ترال ع غلأر ل ع إ لرا  ععاىةت اس ع لعتصاا  
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