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ABSTRACT

Chatbots have recently become essential in various fields, ranging from customer service and information
acquisition to entertainment. The use of chatbots reduces operational costs and human errors while providing
services at any time. This work presents a Named Entity Recognition (NER) model for the Arabic booking
chatbot, focusing on booking tickets and appointments across multiple domains. This research paves the way for
the development of chatbots that can support multiple booking domains, contributing to the advancement of the
Arabic language in this field. We adopt deep machine-learning and transfer-learning approaches to solve this
task. Specifically, we utilized and fine-tuned the AraBERTV0.2 base model to develop the Named Entity
Recognition for Booking Queries (NERB) model. Furthermore, we extended it to the Domain-Aware Named
Entity Recognition for Booking Queries (DA-NERB) model by adding an additional input for domain type and
an embedding layer. The input to our proposed model consists of text sequences of reservation requests, while
the output includes sequences of tags representing entities within the input sequences. For training and testing,
we synthesized the Arabic Booking Chatbot-Synthetic Dataset (ABC-S Dataset), comprising 76,117 reservation
samples that span seven different domains and encompassing 26 categories of named entities. Additionally, we
collected the Arabic Booking Chatbot-Collected Dataset (ABC-C Dataset) from volunteers to evaluate our
model using various samples. It's worth noting that these datasets are written in informal Arabic, specifically the
Levantine dialect. The proposed model achieves 100% and 96.9% accuracy scores on ABC-S (test set) and ABC-
C, respectively. Both the datasets and the code for our model are publicly available to support research in the
field of Arabic chatbots.
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1. INTRODUCTION

Human-computer interaction is a technology that enables the interaction between humans and
computers using natural languages, such as English and Arabic. The complexity of human language
has necessitated a technology capable of understanding human language [1]. In the past decades,
artificial intelligence (Al) and deep learning (DL) have shown significant development in various
areas, including computer vision, natural-language processing (NLP) and speech processing [2]. NLP
is a branch of Al research that explores computers' ability to understand human language.

A chatbot, also known as a conversation agent (CA), represents an example of an Al application that
facilitates interaction between a person and a computer device using natural language. Chatbot agents
have garnered the attention of numerous researchers aiming to make the conversation between humans
and machines more rational [3].

Thanks to the significant advancements in Al and machine learning, users view chatbots as a
promising alternative to traditional customer-service channels. They are perceived by customers as
natural and function as virtual assistants, offering a more interactive experience compared to mobile
applications. Chatbots help perform tasks, address customer inquiries and make purchase
recommendations. Over the past few years, there has been a growing interest in chatbots. In general,
chatbots offer instant responses, can serve an unlimited number of users simultaneously and provide
24-hour service [4]. This has a direct impact on businesses in terms of reducing the cost of delivering
services to customers. In summary, chatbots have the potential to save money, manpower and possibly
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increase customer satisfaction [5].

Building chatbots that support the English language has received more attention and is technically
more advanced than those designed for Arabic. The scarcity of Arabic chatbots can be attributed to
several factors. Primarily, these include: 1) The lack of training data in Arabic due to the widespread
use of English in comparison to Arabic. 2) The complexity and characteristics of the Arabic language,
including the fact that it is a Semitic language rich in morphology and featuring variations in
orthography. 3) The presence of diverse Arabic dialects [6]-[7].

Numerous chatbots specialize in booking services, such as those for booking airline tickets, hotels,
...etc. However, most of the current research on modeling booking chatbots focuses on a single
domain, with only a few supporting multiple domains. Furthermore, when it comes to the Arabic
language, there is a shortage of efficient booking chatbots. In general, published studies on Arabic
chatbots are scarce, highlighting a significant knowledge gap [7].

Chatbots expect users to submit booking queries in the form of unstructured text and they are
supposed to process these queries and respond accordingly. One crucial step in this process is the
chatbot's ability to recognize critical and important entities within the query to formulate an
appropriate response. The main objective of this work is to develop a named-entity recognition (NER)
model for Arabic booking chatbots, which can be applied across multiple domains to extract and
classify reservation entities in booking queries with high accuracy. To build our model, we used and
fine-tuned the state-of-the-art AraBERTVv0.2 model.

A significant contribution of this work is the building of the Arabic Booking Chatbot-Synthetic
Dataset (ABC-S Dataset), which contains 76,117 samples and encompasses 26 entity categories.
Additionally, we collected reservation samples from volunteers to evaluate our model on various
samples; this dataset is referred to as the Arabic Booking Chatbot-Collected Dataset (ABC-C Dataset).
Also, we propose a solution for the Arabic booking chatbot that is dedicated to booking tickets and
appointments for seven different domains, which are flights, hotels, cinemas, football matches, cars,
restaurants and clinics. The main characteristic of the proposed model when compared to similar
models lies in the ability to perform the NER task when different booking domains are considered. In
other words, we present a single NER model that is domain-aware, eliminating the need for multiple
models.

The rest of the paper is organized as follows, In Section 2, we provide a review of related work on
chatbots and NER models. Section 3 discusses the process of building and collecting the datasets, as
well as describing the two NER models. In Section 4, we present and discuss the evaluation results
and outline the limitations of this work. Finally, we conclude the paper in Section 5.

2. LITERATURE REVIEW

There are many works on Arabic chatbot applications. The first part of the literature review presents
papers on chatbot applications in Arabic. The second part of the literature review presents the papers
that include NER models, as well as the main papers on which this research is based.

2.1 Chatbot Applications

Chatbot systems are basically software applications used to conduct a conversation between humans
and computers using natural languages. These systems have recently become essential in our lives, as
there are many organizations that use them to provide customer service.

The Dialogue System Development Framework is a set of services, tools and software-development
kits that provide a rich foundation or framework for Al-chatbot development [8]. For example, it
provides web interfaces to create a knowledge base. With the advent of these development
frameworks, the implementation of the dialogue system has become easier and many dialogue systems
(DSs) have been introduced to serve different tasks. Examples of such frameworks are: Wit.ai, Rasa
and IBM Watson Assistant [9].

In the past few years, many chatbots have been developed for various languages to serve several
domains. Unfortunately, there is limited research on Arabic chatbots due to the characteristics of the
Arabic language. Al-Hammoud et al. [3] surveyed the available research conducted in the field of
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Arabic chatbots and concluded that there is a scarcity of research available on Arabic chatbots and that
all the available works are retrieval-based [3].

Al-Ajmi and Al-Twairesh [10] proposed an Arabic dialogue system for flight booking tasks using a
hybrid rule-based and data-driven approach utilizing the Wit.ai framework, since it has a set of
predefined trained entities that support Arabic [10]. This system is supposed to process the text
provided by the user, understand it and then extract a set of entities, such as location, route type, date,
time and ticket class. In addition, the system must be able to recognize whether the user's input
contains an intention to book a flight to proceed with the reservation process.

The evaluation of the developed system was conducted holistically, without focusing on individual
components. The assessment involved 21 participants, with 90.48% of them having prior experience in
booking flight tickets. The evaluation of the Dialogue System (DS) took place in two stages, aiming to
assess both ease of use and system effectiveness. In the initial stage, participants provided feedback to
enhance the system, which informed improvements made to the developed models for testing in the
subsequent stage. Overall, users had a positive experience when booking airline tickets using the
developed flight-booking DS.

Al-Ghadhban and Al-Twairesh [11] developed an Arabic chatbot called "Nabiha," designed to serve as
an academic advisor for students in the Information Technology Department at King Saud University
(KSU). Nabiha's primary objective is to engage with students, providing answers to their inquiries
regarding academic progress and available courses. The chatbot's development relied on pattern
matching and the utilization of the Artificial Intelligence Markup Language (AIML). To convert
readable text into AIML format, a Java program was created for this purpose. Data was collected from
websites containing student opinions and complaints and the Nabiha chatbot was launched on the
Pandorabots platform [11].

Fadhil [12] introduced OlloBot, an Arabic conversational agent that helps physicians follow-up with
their patients and provide 24/7 support to patients. This chatbot utilized the IBM Watson Conversation
platform to manage dialogue flow and provide Al assistance for capturing various user intents and
entities. Following the development of the chatbot system, it was integrated with the Telegram Bot
Platform [12]. To evaluate the system's performance, a total of forty-three users participated. The
evaluation involved a questionnaire comprising 30 questions, focusing on four main aspects:
usefulness, ease of use, ease of learning and user satisfaction with OlloBot's reliability. The
respondents rated the questionnaire on a scale from 1 (strongly disagree) to 5 (strongly agree). The
results showed good indicators, with most users expressing interest in the bot's social intelligence as
well.

Alshareef and Siddiqui [6] presented an open-domain conversational agent (CA) designed to
communicate in the Gulf dialect. They employed a sequence-to-sequence architecture model
incorporating the attention mechanism to handle long dependencies in the input. The conversational
problem was defined as a machine-translation problem. Therefore, they collected their corpus from
tweets in the post—reply format. Their proposed model underwent training both with and without the
use of pre-trained word embeddings and FastText. The system's evaluation included the Bilingual
Evaluation Understudy (BLEU) score and human assessment. The results demonstrated that utilizing
embeddings led to more comprehensible and contextually relevant outputs. Specifically, BLEU scores
of 25.1 and 11.4 were achieved with and without the use of pre-trained word embeddings, respectively

[6].
2.2 Named Entity Recognition (NER) Models

One major task of goal-oriented chatbot systems is to fill a set of slots embedded in a semantic frame
or automatically extract essential information, including intents and entities, to accomplish the
objective of the dialogue [13]. Solving this task is usually done using the NER technique, which aims
to identify and categorize named entities within the user's input into predefined classes, such as person
names, organizations and locations. Since the task is considered a multi-class classification process,
some methods of text classification are used to name the tokens [14].

Devlin et al. [15] introduced a deep bidirectional-language model called BERT, which stands for
bidirectional encoder representations from transformers. Language-specific BERT models are very
effective in understanding language, provided that they are pre-trained on a very large corpus. The
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pre-trained BERT model can be fine-tuned with just one additional output layer to efficiently solve
many NLP tasks, such as question answering and named entity recognition (NER) [15].

BERT is a multi-layer bidirectional transformer encoder. The BERT-Base model consists of 12 layers,
768-hidden size, 12 self-attention heads and 110M parameters, while the BERT Large model consists
of 24 layers, 1024-hidden size, 16 self-attention heads and 340M parameters [15]. This bidirectional
model can read the text input once, unlike the unidirectional model, which reads the text input
sequentially from one direction. This feature allows the BERT model to learn the context of the word
in both directions [16]. In the pre-training stage of the BERT transformer, the model is trained using
an unsupervised approach on a very large corpus of data over two tasks, the masked language models
(MLM) task and the next-sentence prediction (NSP) task.

This transformer has a very large number of parameters that can be fine-tuned for a certain NLP task
by adding an additional layer or more on top of BERT that fits the shape of the output and then
training the entire model together. In this stage, the model parameters are first initialized with the pre-
training parameters and then are fine-tuned using the supervised approach by training the model using
a labeled dataset associated with the NLP task [15]. The BERT model expects a text input; however,
this text must be segmented into words (tokens). In addition, some special tokens are entered with the
input tokens, such as the classification token (CLS) which is used at the beginning of BERT inputs and
the separation token (SEP) which is used to separate the parts of the input. The output of BERT is a
vector representation for each word as the output [17].

Antoun et al. [14] proposed the AraBERT model by pre-training BERT on a large-scale Arabic
corpus. AraBERT was evaluated on three different natural-language processing tasks; namely,
sentiment analysis, question answering and NER using eight different datasets. The results of
AraBERT’s experiments are compared with Google's multilingual BERT (mBERT) and other state-of-
the-art approaches. The performance of the AraBERT outperformed all approaches on most of the
tested datasets [14]. There are different versions of the AraBERT, which are AraBERTVO.1,
AraBERTV0.2, AraBERTv1 and AraBERTv2 with the main differences between them being the size
of the model and the size of the used training datasets, in addition to the need for pre-segmentation of
the input text before it is fed to the model.

For the NER task, Antoun et al. [18] fine-tuned the AraBERTVvO0.1 model to solve the NER task on the
Arabic Named Entity Recognition Corpus (ANERcorp), which encompasses 16.5 k entities
categorized into four groups: person, organization, location and miscellaneous. Their approach
involved customizing the AraBERTv0.1 model by adding two new layers. The first was a dropout
layer with a rate of 0.3, while the second was a linear output layer. The model was trained using Adam
optimization, a learning-rate scheduler, cross-entropy loss function and 5-fold cross-validation. They
reported an F1-score of 84.2% [18].

Youssef et al. [19] proposed an end-to-end deep learning NER model for Arabic. This model consists
of stacked embeddings that combine the pooled contextual embedding, pre-trained word embeddings
(FastText) and BERT embeddings (pre-trained AraBERT model), that are fed into bidirectional long
short-term memory with a conditional random field layer (BiLSTM-CRF). The results showed that
this model outperformed all previously published results for deep learning and non-deep learning
models on the AQMAR dataset with an F1-score of 77.62% [19].

Taher et al. [20] proposed a model for NER in Persian. In the architecture of their model, they used the
BERT pre-trained model, a fully connected layer and a conditional random field (CRF) layer. These
two layers were trained on the representation of tokens that are extracted from BERT. In the NSURL-
2019 competition for the NER task for the Persian language, this model achieved second place with
F1-scores of 83.5% and 88.4%, in phrase and word level evaluation, respectively [20].

Benali et al. [21] presented the BERT-BILSTM-CRF model, which incorporated the BERT model as
an embedding feature and integrated it with the BiLSTM-CRF architecture. The outcomes of this
study demonstrated its model’s superiority over six state-of-the-art Arabic NER models, achieving the
highest performance on a tweet corpus with an F1-score of 67.40% [21].

Shaker et al. [22] proposed the utilization of Long Short-Term Memory (LSTM) units and Gated
Recurrent Units (GRUSs) for building named entity recognition models in the Arabic language.
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Furthermore, they introduced a diverse Arabic NER dataset encompassing nine categories of named
entities, comprising over thirty-six thousand records, with texts spanning seven different domains.
Both the LSTM and GRU models produced commendable results, achieving an approximate precision
of 80% in identifying entity names [22].

NER models play a pivotal role in the extraction and classification of named entities, providing
significant utility in various chatbot applications, particularly in the domain of booking services.
Despite the extensive attention that NER has received in English, a notable gap persists in its
comprehensive exploration within Arabic. This gap can be attributed to the morphological complexity
of the language and the limited availability of Arabic resources [23]. Additionally, most of the prior
research on Arabic conversational systems primarily focused on Modern Standard Arabic (MSA), with
relatively few incorporating Arabic dialects, even though numerous dialects are spoken across the
Arabic-speaking world [7]. Furthermore, publicly accessible Arabic datasets often lack support for
multiple reservation domains. Hence, the objective of this work is to advance the field of Arabic NER
by developing an accurate, domain-aware NER model and building a specialized dataset
encompassing seven different reservation domains for training our model.

3. MATERIALS AND METHOD

3.1 The Developed Datasets

Training deep machine-learning models for NLP tasks typically requires thousands of samples to
achieve satisfactory results. In our case, this means the need to gather a substantial number of booking
samples for various domains and manually tag the words in these samples, which can be a challenging
task. Alternatively, we have proposed the creation and synthesis of a dataset for Arabic booking
queries automatically using programs. We refer to this dataset as the Arabic Booking Chatbot-
Synthetic Dataset (ABC-S Dataset). Additionally, for a more realistic evaluation and results, we have
also collected another dataset of real Arabic booking queries from volunteers, which we named the
Arabic Booking Chatbot-Collected Dataset (ABC-C Dataset). These datasets are used to train and test
the proposed models. Both datasets are publicly available on GitHub [24].

3.1.1 Building the ABC-S Dataset

The dataset to be designed is intended to support multi-domain NER in Arabic booking queries. There
are many domains in which booking service is required. In the ABC-S dataset, we proposed
populating it with booking queries in the flight, hotel, cinema, football match, car rental, restaurant
and clinic domains.

Next, for each of these domains, we listed the possible entities that may be present in the queries. For
example, when booking a flight ticket, the query may include the departure and arrival cities,
departure and return dates and times, the number of tickets and the ticket class. To facilitate the
learning process of the NER model, the identified entities were assigned numeric labels or tags. A total
of 25 entities were defined for the seven domains. Table 1 lists the names of these entities and their
corresponding tags. Note that some entities are common between different domains, such as
"DateAndTime 1," while others are exclusive to one domain, like the "DoctorName" entity. The entity
name 'Others' has been added to the list and given a tag of 0. This entity is used to label any entity in
the booking query that is not among the 25 predefined entities.

With these entities and their defined tags, we created a set of various reservation templates for each
domain. These templates are written in informal Arabic (Levantine dialect) and essentially consist of
sentences for possible reservation queries that contain general text and the names of entities. Table 2
displays some of the booking templates in the flight domain. The entity names, represented by the
colored underlined words in the template, serve as variables and are later filled with actual values,
which are then concatenated with the remaining text when all templates are generated.

To generate complete reservation samples in the dataset, a list of values for each of these entities was
defined. For instance, the "Flight Ticket Class" entity has five different values, as listed in the first
column of Table 3. A list of tag sequences was created to label each word in the value with the
appropriate entity tag. Table 3 illustrates how the various possible values for the “Ticket Class” entity
are tagged, with each word assigned a tag value of 7, corresponding to the “Ticket Class” tag, as
shown in Table 1.
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Table 1. Entities in the ABC-S dataset.

Tag Entity Name Tag Entity Name
0 Others 13 First Team
1 City 1 (Departure City) 14 Second Team
2 City 2 (Arrival City) 15 League (League Name)
3 Date and Day 1 (Start Date) 16 Hotel (Hotel Name)
4 Time 1 (Start Time) 17 Room (Number of Rooms)
5 Date and Day 2 (End Date) 18 Restaurant (Restaurant Name)
6 Time 2 (End Time) 19 Movie (Movie Name)
7 Ticket Class 20 Cinema (Cinema Name)
8 Round Trip 21 Car Name
9 Number of Tickets 22 Car Model
10 Name (Customer Name) 23 Period
11 Doctor Name 24 Stadium Name
12 Phone (Phone Number) 25 Clinic Name
Table 2. Sample of reservation templates in the flight domain.
Ten,\];c):ate Template Text
Avrabic R 7I\_Iumbers T M+ TSl @y_l e chadils sl
1 TicketClass + "_L;; "+ Time 1_+ "aclall " + Dat_eAndDay 1
English “l want to book one-way ticket from ” + @y_l + “to” + @y_z +“” 4+ Numbers
+“” + DateAndDay 1 +“at” + Time 1 + “ on > + TicketClass
Arabic | S d3 s "+ Numbers +" 815 jaal g2 "+ City 2 +" 3 "+ City 1 +" Ge )"
" eldie 5 yshd A b o)l Aa )l 8 JA "+ Hotel +"
2 “My flight is from ~+ City 1 +“to 7+ City 2 +“ and | want to book tickets "+
English Numbers +“and | want to stay at ”+ Hotel +*“ during the trip and | want to
provide breakfast and dinner”
. S+ City 2 +" J "+ City 1 +" (e kb Glads S a0 " + DateAndDay 1 +" as "
Arabic i
3 TicketClass +" _ .
English “On” + DateAndDay 1 + “I yvant to book one-way ticket from” + City 1 + “to” +
City 2” + “ on 7+ TicketClass

Table 3. Tag sequences of possible values for the ticket-class entity.

Ticket Class Value Tag Sequence
40t 4a 52 (Economic Class) 77
sis¥as Al (The First Class) 77
st 4,2 (First Class) 77
Jle Y1 s 2,3 (Business Men Class) 777
Jwel a1 (Business Class) 77

To generate the reservation samples, the entity names in the reservation templates were randomly
filled with values from the defined lists and then concatenated with the remaining text in the template.
Subsequently, each of the generated samples was converted into a sequence of tags. In this process,
the words corresponding to entities' values were replaced with their respective tag sequences, while
the remaining words were replaced with a tag of 0. Table 4 illustrates the steps taken to generate a
sample and its corresponding sequence of tags, using the first reservation template from Table 2. The
sentence is read from right to left (Arabic), while the sequence of tags is read from left to right. For
instance, “_J»a X i from Table 4 takes the first two tags from the left, which are “0 0”, while the last

word in the sentence, "!s¥)," is associated with the last tag, "7."
Following this approach, we generated a total of 76,117 samples for the seven domains in the ABC-S

dataset. Table 5 provides an overview of the main attributes of the ABC-S dataset. The samples in this
dataset were divided into training and test sets, with 90% for training and validation and 10% for
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testing. The training set was further divided into training and validation sets, with percentages of 90%
and 10%, respectively. Each of these sets is stored in a separate file with the structure shown in Table
6. The first column contains the sentence used to make the reservation, the second column contains a
sequence of tags representing the entities in the sentence, the third column contains the domain ID to
which the sample belongs and the fourth column contains the sample's label in the format (domain ID-

template ID).

Table 4. Steps for generating a reservation sample in the flights domain.

Step 1. Select a

+ "non + Numbers+ "nn + City2+ " L}J! " +C|tyl+ [1] C’A‘T'u:’“;J.}P‘HJi"
TicketClass + " e " + Time 1 + " 4eladl "' + DateAndDay 1

first class

template “] want to book one-way ticket from ” + City 1 + “to ” + City 2 + “ ” + Numbers
+“»” + DateAndDay 1 +“ at ” + Time 1 + “ on ” + TicketClass
a1 Cpadly GOl g cplilal 40 Aagal) 1 LN 4 Gl 1 e Cad Al Jaa oy it
Step 2. Fill S Ao 1 e 4 plaa 9+ " Aelull M+ 2022/6/26 (usedl)
template with “I want to book one-way ticket from ” + Riyadh + “to” + Doha + “” + for two
values kids and three adults + “” + on Thursday 26/6/2022 +“at” +9 PM +“on > +

Step 3. Generate
sample text

"IN Al e el

9 iclull 2022/6/26 sedll a5y ol BN 5 (pladal A gall ) (s ) (e lad Als ) aa it

I want to book one-way ticket from Riyadh to Doha for two kids and three adults on
Thursday 22/6/2022 at 9 PM on first class

Step 4. Represent
sample as a
sequence of tags

"000801029099333044077"

Table 5. Summary of the ABC-S dataset.

Domain D1 D2 D3 D4 D5 D6 D7
Name Flight Hotel Cinema | Football Car Restaurant Clinic Total
Booking | Booking | Booking Match Booking Booking Booking
Number
of Used 15 12 10 13 10 8 8 26
Entities
Number
of 12 5 5 7 6 7 10 52
Templates
Number
of 30,437 22,476 8,360 5,599 3,716 2,891 2,638 76,117
Samples
Table 6. The structure of the ABC-S dataset file.
Sentences Tags Domain Domain-Template
Cmall a3l e ALl (g dl sa e o Ul s 3 0010101000010 1 D1T5
Aol A 2 (e O b 3 SN el 6 g 233390077
Hi, I'm Ali Odet Allah I want to travel from
Brazil to China on the 6™ on the economy class
e 4 Gaaly Ay Sy B dby) o @b o s 000161601017 2 D2T5
DS alddil 3 Ja s 1700999
| want to stay in the LaRoyal hotel in
Alexandria and book four rooms for three
adults
plaall e Base g lad ol HSIN I jaal Gisan ) 000908801029 1 D1T7
Sl da e Julal 3 cpally uad il 3 el I 9099077
Please book two-way tickets for me from
Dammam to Cairo for two adults and 3 kids on
the first class

3.1.2 Collecting the ABC-C Dataset

To test the proposed model on real reservation samples, we proposed building the ABC-Collected
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Dataset (ABC-C Dataset) which contains reservation samples collected from 38 volunteers. The
volunteers were asked to freely write reservation samples in different domains without having prior
knowledge about the generated synthetic samples in the ABC-S dataset. A total of 200 reservation
samples were collected from the volunteers, with the distribution provided in Table 7. The tags for
these sequences were generated manually. Table 8 displays some examples of these samples along
with their corresponding tags.

Table 7. Distribution of reservation samples in the ABC-C dataset

Domain D1 D2 D3 D4 D5 D6 D7
Number of Samples 30 24 29 29 27 30 31
Total 200

Table 8. Structure of the ABC-C dataset file.

Sentences Tags Domain ID
D155 osSall die Gl sl ae ge Jaa slhae
Eluse Ll de L) olie
il g g pakae A A an sl e
Al ) 50 Gpaddl

A3 gl (ol gufie Bl D3 ) Cinans 5l
g ks Cpmall din (8 xsal s g pumnioSilsall | 00 00021 21 232
& oHE e Lol o 5 ¢ 30 3 lee Jaaall 0000000
ASie ikl

000025001111044 D1

0000001800900 D6

30000 00O
00000O0 D5

3.2 The Proposed Models

As we mentioned earlier, the main objective of this work is to develop and evaluate a named entity
recognition model for Arabic booking chatbots that can be used with multiple domains. For this
purpose, we propose two models that customize the AraBERT transformer as discussed in the
following sub-sections.

3.2.1 The NERB Model

The first proposed model is referred to as the Named Entity Recognition Model for Booking Queries
(NERB). The architecture of this model is shown in Figure 1. At the core of this model lies the
AraBERTVO0.2-base model. We chose to use this version of AraBERT, because it is trained on a larger
dataset and has demonstrated better performance in the NER task [14]. We customized the AraBERT
model by adding two new layers: a dropout layer with a rate of 0.3 to prevent overfitting and a linear
output layer with 26 outputs corresponding to the number of entity categories in the ABC-S dataset.

The input to the AraBERT transformer is represented using three torch tensors: Input IDs, Input Mask
and Segment IDs. Input IDs are tokens mapped into IDs. The Input Mask is a sequence of 1s and 0s,
where 1s correspond to real tokens and 0s represent padding tokens. This mask is used to prevent the
model from considering the padded tokens. Segment IDs utilize 1s and Os to distinguish between two
sentences. While BERT expects sentence pairs, in our case, the input query belongs to a single
sentence, so the segment ID is essentially a sequence of 0s. AraBERT transforms these three torch
tensors into a torch tensor with the dimensions of (Max Sequence Length, Token Vector Size = 60 and
768). The Max Sequence Length is set to 60 in NERB, while it is typically 512 in BERT. The value
768 corresponds to the hidden size dimensions of the encoder layer in the AraBERT model.

The output from the AraBERT transformer is subsequently used as input for the following layers,
which include a dropout layer and a linear layer with 768 inputs and 26 outputs. The final output from
this model is a torch tensor with dimensions of (Max Sequence Length, Number of Classes = 60 and
26). Following this, the output dimensions of the NERB model are reduced by selecting the classes
with the highest probability and removing padding from the sequence, so that its length is equal to the
length of the input vector.

The compilation of the proposed model was carried out using the same configuration as the base
model. We employed the Adam optimizer with a learning-rate scheduler and utilized the cross-entropy
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loss function. The model was trained using the ABC-S Dataset and we evaluated its performance using
the accuracy score.

Output
] (Max Sequence Iength, Number of
Classes = 60, 26)

[ Linear(768, 26)
(Max Sequence length, Token Vector

Size = 60,768)
| Dropout(0.3) |
(Max Sequence length, Token Vector
Size = 60, 768)
AraBERTv0.2-
base Model
Input

Figure 1. The architecture of the proposed NERB model.

For training, we used a maximum of 100 epochs for the training process. In each epoch, the model
trains using the training set with a batch size of 32 and then predicts the tags of the validation set with
a batch size of 8. We monitored the validation loss value and implemented early stopping if the
validation loss did not improve for five consecutive epochs. The model with the lowest validation loss
was adopted and utilized for testing. The model was trained on a GPU for 14 epochs, taking
approximately 10 minutes per epoch and was then stopped due to the application of early stopping
with a patience value set to 5. The ninth epoch recorded the lowest validation loss of 1.31e,

3.2.2 The DA-NERB Model

The second model that we propose is the Domain-aware Named Entity Recognition for Booking
Queries (DA-NERB). The basic idea of this model is to extend the NERB model such that some prior
knowledge about the domain is incorporated in the input to the model to investigate the effect of such
knowledge on the overall performance. Figure 2 shows the architecture of the DA-NERB model.
Technically, the DA-NERB model has an additional input which is the domain ID; a value between 1
and 7 as shown in Table 5. This input is fed into an embedding layer with 8 cells that transforms the
single-value domain ID into an 8-element. The output of the embedding layer is then reshaped to
match the size of the dropout layer and then fed into a concatenation layer that merges the embedding-
layer output with the dropout layer to obtain a tensor of size (Max Sequence Length, Token Vector
Size = 60 and 776). A linear output layer with 776 inputs and 26 outputs receives the concatenated
tensor and outputs a tensor with size (Max Sequence Length, Number of Classes = 60 and 26). Also,
the final-output dimensions will be reduced as we mentioned previously in the NERB model.

Compiling and training this model were performed using the same configuration of the NERB model
using the ABC-S dataset. This model was trained using GPU for 12 epochs with approximately 10
minutes per epoch and then stopped due to the use of early stopping with the patience value set to 5.
The seventh epoch has the lowest validation loss of 8.44x107",

Since DA-NERB is aware of the domain to which the input query belongs, we have introduced a
simple post-processing step to enhance its output predictions. The output of DA-NERB consists of a
sequence of predicted tags for each word in the input. Essentially, if the domain is known, the
predicted tags should contain values for entities that belong to that specific domain, alongside tags that
correspond to 'Others'. Figure 3 illustrates the seven reservation domains in the ABC-S dataset, with
entities that must be present (highlighted in red) in any input query within these domains, as well as
entities that may be present (highlighted in black). Based on this information, the post-processing step
involves replacing incorrectly predicted tags with '0’, which is the tag for the 'Others' entity. For
instance, if the input query belongs to the 'flight' domain, a tag corresponding to a 'Restaurant Name'
entity should not be present, so it is replaced with '0". This post-processing step can also be employed
to identify any missing entities in the input. This functionality can be valuable when the model is
deployed to interactively gather these entities from the user.
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Qutput
] (Max Sequence length, Number of Classes = 60,26 )
Linear(776, 26) |

(Max Sequence length, Token Vector Size = 60, 776)

| Concatenation Layer |
(Max Sequence length, (Max Sequence length, Token Vector Size = 60, 768)

Domain Vector Size =

60, 8) | Dropout(0.3) |

Rele (Max Sequence length, Token Vector Size = 60, 768)
(Demain Vector Size =8 AraBERTvO.2-base

| Embedding(g) |

I I

Domain Type Input

Figure 2. The architecture of the proposed DA-NERB model.
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Clinic Appointment Booking | v v | v || +

Figure 3. The expected and required entity tags based on domain type.

4. RESULTS AND DISCUSSION

This section discusses the experimental platform used and presents the results obtained from
experiments conducted on both the ABC-S and ABC-C datasets across various scenarios. The
outcomes of these experiments encompass the performance of both the NERB and DA-NERB models.
Furthermore, we provide a comparative analysis of the DA-NERB model's performance versus that of
the NERB model when trained on a single reservation domain. We also compare our work with some
previous studies. Finally, we outline the limitations of this work.

4.1 Experimental Setup

In our experiments, we utilized Kaggle notebooks to build, test the models, as well as to synthesize the
ABC-S Dataset. The Kaggle platform offers a cost-free, browser-based environment that enables users
to discover and share datasets, write, save and execute codes on Jupyter notebooks while utilizing
powerful computing resources, including CPUs, GPUs and TPUs [25]. For our implementation and
testing, we employed Python 3.7.10, Transformers 4.5.1 and PyTorch 1.9.1 libraries. The test set from
the ABC-S along with the ABC-C datasets, was used to assess the proposed models. We evaluated the
overall performance of the models using the accuracy metric.

4.2 The NERB Model Results

When evaluating the NERB model using the ABC-S dataset (test set), a classification accuracy score
of 100% is achieved. This high accuracy is anticipated, because the AraBERT model is a transformer
designed for the Arabic language and has undergone extensive training on a large corpus. However,
the perfect accuracy score may indicate a notable similarity between the test set and the training set.
To address this concern, we conducted an evaluation of the model using the ABC-C dataset, which we
collected from 38 volunteers to ensure high diversity. This dataset comprises 200 booking tickets
distributed across the seven domains.
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Table 9 displays the classification report for evaluating the NERB model on the ABC-C dataset. This
report includes precision, recall and F1-score metrics for the 25 entity categories. It's important to note
that the "Phone" entity with a tag of 12 is not present, as none of the volunteers provided it in the
collected reservation queries within the ABC-C dataset. The last column shows the support or the
frequency of each entity in the dataset. In this table, we can see that three entities that have an F1-
score value of 1.000, while many entities have a high value of F1-score regardless of their support in
the dataset. For example, the “Stadium Name” entity has a support of 11 with an F1-score of 1.000
and the “City 1” entity has a support of 37 with an F1-score of 0.829. Overall, the NERB model

achieved a classification accuracy of 95.5% on the ABC-C dataset.

Table 9. The classification report of the NERB model for the ABC-C dataset.

Label Entity Name Precision Recall F1-Score Support

0 Others 0.985 0.964 0.974 1,798
3 Date and Day 1 0.984 0.966 0.975 262
9 Number of Tickets 0.927 0.953 0.940 214
4 Time 1 0.894 0.988 0.939 163
7 Ticket Class 0.916 0.950 0.933 80
23 Period 0.927 0.900 0.913 70

1 City 1 0.756 0.919 0.829 37
19 Movie 0.941 0.889 0.914 36
21 Car Name 1.000 0.853 0.921 34
16 Hotel 0.952 0.769 0.851 26
17 Room 0.677 0.920 0.780 25
25 Clinic Name 0.846 0.880 0.863 25
11 Doctor Name 0.950 1.000 0.974 19
5 Date and Day 2 0.864 1.000 0.927 19
13 First Team 1.000 1.000 1.000 17
14 Second Team 0.944 1.000 0.971 17

2 City 2 0.923 0.800 0.857 15
18 Restaurant 0.684 0.929 0.788 14
10 Name 0.619 1.000 0.765 13
20 Cinema 0.818 0.692 0.750 13

6 Time 2 1.000 1.000 1.000 13
24 Stadium Name 1.000 1.000 1.000 11

8 Round Trip 1.000 0.750 0.857 8
15 League 1.000 0.667 0.800 6
22 Car Model 0.333 1.000 0.500 1

Macro-average 0.878 0.912 0.881 Total: 2,936
Accuracy 95.5%

To better understand where the model fails in classification, Figure 4 shows the confusion matrix for

the NERB model when evaluated using the ABC-C dataset.
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Figure 4. Confusion matrix for the NERB-model predictions on the ABC-C dataset.

From this matrix, we can see that a total of 64 instances of the “Others” entity were classified as one
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of the defined entities in the dataset. Also, the low precision of the “Name” entity, which has a support
of 13, is due to the fact that 6 of the “Others” entities are classified as “Name” entities; despite the fact
that the “Name” entity has a recall of 1. On the other hand, the “League” entity with a support of 6 has
a recall value of 0.667 and a precision value of 1.000.

4.3 The DA-NERB Model Results

Like the evaluation results of the NERB model on the ABC-S dataset, the DA-NERB model achieved
a classification accuracy score of 100%. Therefore, we turned to using the ABC-C dataset for
evaluation. In Table 10, you can observe the classification report for evaluating the DA-NERB model
on the ABC-C dataset, where it achieved a classification accuracy of 96.4%, surpassing the NERB
model's performance. Furthermore, the table highlights that the DA-NERB model has improved F1-
score values for many entities in comparison to the NERB model. For example, the 'Name' entity,
which had an Fl1-score of 0.765 for the NERB model, reached a perfect F1-score of 1.000 with the
DA-NERB model. Nevertheless, this model obtained lower F1-scores for a few entities, such as the
'First Team' and 'Cinema’ entities.

Table 10. The classification report of the DA-NERB model for the ABC-C dataset.

Label Entity Name Precision Recall F1-Score Support

0 Others 0.983 0.973 0.978 1,798
3 Date and Day 1 0.960 1.000 0.979 262
9 Number of Tickets 0.928 0.963 0.945 214
4 Time 1 0.988 0.969 0.978 163
7 Ticket Class 0.948 0.913 0.930 80
23 Period 0.986 0.971 0.978 70

1 City 1 0.897 0.946 0.921 37
19 Movie 0.897 0.972 0.933 36
21 Car Name 1.000 0.647 0.786 34
16 Hotel 1.000 0.808 0.894 26
17 Room 0.759 0.880 0.815 25
25 Clinic Name 0.880 0.880 0.880 25
11 Doctor Name 0.905 1.000 0.950 19

5 Date and Day 2 0.950 1.000 0.974 19
13 First Team 0.944 1.000 0.971 17
14 Second Team 1.000 1.000 1.000 17

2 City 2 0.929 0.867 0.897 15
18 Restaurant 0.778 1.000 0.875 14
10 Name 1.000 1.000 1.000 13
20 Cinema 0.526 0.769 0.625 13

6 Time 2 1.000 0.923 0.960 13
24 Stadium Name 0.917 1.000 0.957 11

8 Round Trip 0.857 0.750 0.800 8
15 League 0.714 0.833 0.769 6
22 Car Model 0.500 1.000 0.667 1

Macro-average 0.890 0.923 0.899 Total: 2,936
Accuracy 96.4%

Figure 5 displays the confusion matrices for the ABC-C dataset of the DA-NERB model. According to
this figure, the "Car Name" entity has a precision value of 1.000 while this entity has a low recall
value of 0.647, because the model classifies the "Car Name" entity as the other entities. The DA-
NERB model has notably enhanced precision values for many entities, as seen in the case of the 'City
1" entity, with a precision value of 0.756 for the NERB model and an improved value of 0.897 for the
DA-NERB model. Additionally, the DA-NERB model has improved recall values for various entities,
such as the 'Movie' entity, which has a recall value of 0.889 for the NERB model and an improved
value of 0.972 for the DA-NERB model. However, there were a few instances where the results were
opposite, as observed in the case of the '‘Car Name' entity, where the NERB model achieved a recall
value of 0.853, while the DA-NERB model had a lower recall value of 0.647. Overall, the DA-NERB
model demonstrated an improvement in the F1-score for numerous entities.
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As we mentioned in Sub-section 3.2.2, the DA-NERB model is aware of the reservation domain of the
input query; hence, we can apply the post-processing step that we discussed earlier to refine the
classified tags and identify the missing tags in the query based on the domain. Effectively, applying
the post-processing step improved the DA-NERB model and increased the accuracy to 96.9% when
the ABC-C dataset was considered.

Label 1 2 3 4 5 6 7 8 g [ 10| 11|12 |13 |14 ] 15 |16 |17 | 18 |19 | 20 | 21 | 22 | 23 | 24 | 25
1 0 Others H 2 0 0 0 0 2 0 1 2 2 1 g 0 0 1 0 3 4 2 0 0 4 1 14
2 1 City1 1 35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
2] 10 Name 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
41 1 Doclor Name 0 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
13 First Team 0 0 0 0 17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 14 Second Team 0 0 0 0 0 17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 15 League 0 0 0 0 1 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
] 18 Hotel 0 0 0 0 0 0 0 21 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
9 17 Room 3 0 0 0 0 0 0 0 22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10[ 18 0 0 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
11 19 Movie 1 0 0 0 0 0 0 0 0 0 35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 |
12] 2 City2 0 2 0 0 0 0 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0|z
13] 20 Cinems 0 0 0 0 0 0 0 0 0 2 1 0 10 0 0 0 0 0 0 0 0 0 0 0 0 g
14] 21 Car Mame M 0 0 0 0 0 0 0 0 0 0 0 0 22 1 0 0 0 0 0 0 0 0 0 0
15] 22 Car Model 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
18] 23 Pesiod of Time 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 88 0 0 2 0 0 0 0 0 0
17] 24 Stadium Name 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
18| 25 Clinic Name 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 22 0 0 0 0 0 0 1
19 2 Date And Day1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 282 0 0 0 0 0 0
20 4 Time1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 4 158 0 0 0 0 0
21 5 Date and Day2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 19 0 0 0 0
22 8 Time2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 12 o 0 0
23| 7 Ticket Class T 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 73 0 0
24) 8 RoundTrip 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 =] 1
25 8 Number Of Tickets | 8 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 | 208
Predictions

Figure 5. Confusion matrix for the DA-NERB model predictions on the ABC-C dataset.

Table 11. Sample from the ABC-C dataset and the outputs of the NERB, DA-NERB and the post-
processing step.

Words True Label NERB Output DA-NERB Output Post-processing
in Query | Tag Entity Tag Entity Tag Entity Tag Entity
Lesa 0 Other 4 Time 1 0 Other 0 Other
cpddl 0 Other 0 Other 0 Other 0 Other
b 0 Other 0 Other 0 Other 0 Other
Jaal 0 Other 0 Other 0 Other 0 Other
sl 21 | Car Name | 17 Room 0 Other 0 Other
s 21 | CarName | 17 Room 0 Other 0 Other
DA 23 Period 23 Period 23 Period 23 Period
akl 23 Period 23 Period 23 Period 23 Period
o 0 Other 0 Other 0 Other 0 Other
B 0 Other 0 Other 0 Other 0 Other
S 0 Other 0 Other 0 Other 0 Other
OS5 0 Other 0 Other 0 Other 0 Other
<l 0 Other 10 | Customer Name 9 Number of Tickets 0 Other
Y 0 Other 0 Other 0 Other 0 Other
ol 0 Other 0 Other 0 Other 0 Other
calaall 0 Other 10 | Customer Name 0 Other 0 Other
A glaa 0 Other 0 Other 0 Other 0 Other

To illustrate the concept of the post-processing step, Table 11 provides the output of the NERB, DA-
NERB and the post-processing step for a sample from the ABC-C dataset. The sample is < 53l ¢ sl Lue
oS3 saa calaall Gl LdY @D ()55 S (55w o ol O LIS a1l Jaal” (Good Evening, | want to book
the G class for three days, but it has to be black, because my wife asked for it, thank you.), which is a
query for a car rental. The NERB output has five errors, while the DA-NERB has three errors, which
are shown with underlines in the table. Both models failed to correctly tag the car model “us3S
(G Class) and the car color “&>4” (black). However, applying the post-processing step to the DA-
NERB output corrected the classification of the car color to 0, which matches the true label of
“Others”. Furthermore, the post-processing step identified missing tags in the query, such as tags 3
(Start Date), 4 (Start Time), 5 (End Date), 6 (End Time), 21 (Car Name) and 22 (Car Model). These
missing tags are expected to be acquired by prompting the user interactively once the model is
deployed.
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4.4 Comparison with the Single-Domain

For a more comprehensive and fair comparison, we conducted an experiment to evaluate the
performance of the DA-NERB model when compared to the performance of the NERB when it is
trained on a single domain. For this purpose, we trained seven versions of the NERB model, each
tailored to one of the seven domains. Technically, each of these single-domain models was trained
using a sub-set of the samples from the ABC-S dataset specific to the domain of that model. For
testing, we assessed these individual models alongside the DA-NERB model using the domain-
specific samples from the ABC-C dataset. Table 12 provides a comparison between the single-domain
models and the DA-NERB model with post-processing. It is evident that the accuracy of the DA-
NERB model consistently surpasses that of each of the single-domain models.

Table 12. Comparison between the DA-NERB model with post-processing and the single-domain

models.
Single-domain NERB
Domain Type ABC-C Dataset . Models . (WIiDtﬁ IlD\loEsEgrcl\)Acggsei:wg)
Samples/Entities (Without Post-processing)
Accuracy Accuracy

Flight Booking 30/494 96% 97%
Hotel Booking 24 /393 89% 96%
Cinema Booking 29 /391 95% 96%
Football Match Booking 29/ 375 94% 98%
Car Booking 29 /401 93% 95%
Restaurant Booking 30/ 446 94% 98%
Clinic Appointment Booking 31/436 95% 98%

4.5 Comparison with Previous Works

Fadhil [12] focused on the patient follow-up domain, Al-Ajmi and Al-Twairesh [10] handled the flight
booking domain and most of the Arabic NER works focused on a single domain, whereas this work
addressed seven different domains.

Shaker et al. [22] introduced an Arabic NER dataset encompassing 9 categories of named entities,
comprising over 36,000 records, with texts spanning 7 different domains. This work presented the
ABC-S Dataset, which comprises 76,117 reservation samples spanning 7 different domains and
encompassing 26 categories of named entities.

We fine-tuned AraBERTV0.2 on the ABC-S dataset that supports 26 different entity classes; in
contrast, Antoun et al. [18] fine-tuned AraBERTV0.1 on ANERcorp which contains entities belonging
only to 4 different classes.

4.6 Limitations

One of the constraints in this work is the utilization of the DA-NER model to recognize novel entities
that fall outside the reservation domains on which it was previously trained. Another constraint in this
work is the dialect used, especially when the reservation request is entered in a dialect other than the
Levantine dialect. In such cases, the model may be able to recognize certain entities, such as time and
date, but it may face difficulty in recognizing other entities that rely on the text context.

5. CONCLUSION

In this paper, we proposed the design and evaluation of a named entity recognition model for Arabic
chatbots. We achieved this by fine-tuning and extending the state-of-the-art AraBERT to recognize
booking entities and information from unstructured Arabic reservation queries. Due to the scarcity of
datasets for reservation queries in Arabic, we proposed the synthesis of the ABC-S dataset and the
collection of the ABC-C datasets for training and testing the proposed models. These datasets contain
reservation queries for seven domains.

Effectively, we proposed two models: the NERB and DA-NERB. The NERB model is basically the
AraBERT model that is modified by adding an output layer of 26 outputs and trained on the ABC-S
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dataset. On the other hand, the DA-NERB extends the NERB model by including an additional input
for the domain type and an embedding layer to incorporate prior knowledge about the domain.

Experimental evaluation of these models proved the ability of the NERB and DA-NERB models to
recognize the entities in the queries in the ABC-C dataset with an accuracy of 95.5% and 96.4%,
respectively. Furthermore, we proposed improving the DA-NERB classification accuracy using a post-
processing step utilizing the fact that the domain type is known. The classification accuracy of the
DA-NERB increased to 96.9% using this post-processing.

One major contribution of this work is building a specialized dataset for Arabic unstructured
reservation texts. Specifically, we built the Arabic Booking Chatbot Dataset (ABC-S Dataset), which
contains 76,117 reservation samples encompassing 26 entity types for seven different reservation
domains. Also, we collected samples for booking tickets from 38 volunteers. These datasets are
publicly available to other researchers to contribute to the development of Arabic chatbots.

In the future, we may eliminate the need for post-processing by utilizing other pre-trained language
models, such as MARBERT [27] and AraT5 [26]. Additionally, it is possible to train the model on
additional dialects. Moreover, we are looking to integrate our model with an available library to build
a chatbot reservation system and then enable the users to book tickets in Arabic text and set some
conditions and restrictions for booking tickets, in order to avoid misunderstanding when using the
booking chatbot.
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