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ABSTRACT 

Tooth decay is a dental condition characterized by the deterioration of tooth tissue originating from the outer 

surface and progressing to the pulp. Severe tooth decay, evolving into cavities, necessitates timely intervention 

to avert more serious dental-health issues. Common treatment procedures include filling and extraction of 

affected teeth. Presently, dentists conduct examinations for tooth decay by manually tallying affected, missing 

and filled teeth using an odontogram—a human tooth code diagram. This data is then recorded in patients' 

dental medical records. Recognizing the need for automation in assessing patients' experiences of tooth decay, 

this research endeavors to develop a model capable of detecting decayed, missing and filled teeth using 

variations of the YOLOv5 and YOLOv8 model architectures. The results of the training evaluation demonstrate 

the efficacy of YOLOv5l with a learning rate of 10-2, exhibiting a high precision value of 0.97, a recall of 0.858 and 

a mean average precision (mAP) of 0.904 within 1 hour and 18 minutes. According to the curves obtained in the 

training process, YOLOv5l shows great performance on the dental caries dataset, but precautions like early 

stopping are needed for a reliable and generalizable model. In contrast, YOLOv8 offers better training stability 

and larger variants perform better on the dental caries dataset, improving detection capabilities with continued 

training epochs. 
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1. INTRODUCTION

Although teeth are often known as the strongest part of the human body, they possess a vulnerable inner 

layer called the dental pulp tissues [1], [2], [3]. This tissue is vulnerable to bacteria and traumas that can 

lead to several tooth diseases [2]-[3]. One of the common chronic dental diseases is dental caries [4]. It 

is a complex infectious oral disease that progressively and accumulatively infects hard dental tissue, 

resulting in teeth loss [5]-[6]. The untreated caries teeth can cause pain and over an extended period, 

can cause inflammation to develop leading to subsequent swelling [7]. Numerous epidemiological and 

clinical studies additionally have suggested that tooth loss, particularly due to dental caries, could 

potentially be a risk indicator for cardiovascular and cognitive disorders [8]-[9]. Dental caries 

commonly occurs in children and almost 100% of adults [10]. Based on the Basic Health Research of 

Indonesia (RISKESDAS), 45,3% of the Indonesian population experience dental and oral health 

problems, with notable prevalence associated with cavities and damaged teeth and dental caries 

accounts for 88% of the severity prevalence [11]-[12]. 

Commonly, dentists employ manual examination methods to evaluate dental caries in each patient in 

the dental clinic or hospital, involving the inspection of cavity count (for teeth decay), the number of 

missing teeth and the count of filled teeth. Subsequently, dentists manually record the position of the 

teeth infected with caries in a form called the odontogram, an instrument to record the dental status of 

a person recorded in visual format [13]. This examination of caries status within the population 

typically requires the computation of the Decayed, Missing and Filled Teeth, known as the DMF-T 

index, to serve the preventive, curative and rehabilitative care, as well as for determination of dental-
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health status in a community [14]-[15]. As reported in interviews with dentists from Regional Hospital 

Zainoel Abidin, Aceh, Indonesia, conducting the dental caries assessment through DMF-T in a 

population is a time- consuming process. This is due to the assessment that requires a meticulous 

inspection of each decayed, missing and restored tooth individually, followed by the record count and 

manual calculation of the DMF-T index based on the gathered information. In epidemiological 

research, dental status such as DMF-T status, is used to describe caries prevalence in a certain 

population [16]. These records are utilized in forensics science, as intra-oral information is important 

to determine characteristics of individuals or corpses through criminal investigation or other civil cases 

[13], [16]. However, the odontogram of the patient is not completely filled by the dentists due to being 

preoccupied with treating other patients or the odontogram forms being run out [17]. Thus, an 

automated dental caries detection system is preferable to tackle this problem. 

Several scientific studies have been undertaken to identify and detect dental caries, particularly 

employing the Convolutional Neural Network algorithm. A study conducted by Baydakar et al. utilized 

the U-Net and VGG-16 techniques to detect the cavities in radiographic bitewing images, resulting in 

48% detection accuracy [18]. A similar study on radiographic bitewing dental data was also carried out 

by Kumari et al. employing an image enhancement process using CLAHE and FOC-KCC and a training 

process using M-ResNet-RNN. However, assessing dental caries in a population is not feasible and the 

utilization of radiographic images for this purpose is discouraged due to the potential risks associated 

with X-ray exposure [19]. To minimize the use of X-rays in the automated detection of dental caries, 

Fitria et al. undertook a study utilizing dental clinical images for the detection process using CNN 

architecture [20]. The work employed five sides of dental clinical dataset images; namely, anterior, 

left buccal, right buccal, upper occlusal and lower occlusal. The development model was conducted 

on 1400 augmented images implementing ResNet-50 architecture. However, the performance of this 

model is considered sub-optimal, as the datasets exhibit significant variability and the missing and 

filled teeth also need to be taken into account in addition to the classification of caries and non-caries 

cases [21]. In addition, the inclusion of other parts in the dataset images, such as gums, normal teeth, 

lips and various anatomical features creates a challenge for the system in accurately identifying the 

cavity areas, resulting in a relatively lower accuracy. 

This research proposed a baseline work to address the limitation of manual caries inspection conducted 

by dentists. Moreover, this research aims to overcome the disadvantages of the CNN model 

developed in [20] by developing a deep-learning model to identify the caries experience based on 

Decayed, Missing, Filled Teeth (DMF-T) using a popular object-detection model, You Only Look Once 

(YOLO) [22]. This object-detection model is considered capable of detecting multiple objects in an 

image by using the bounding box technique for the object [23]. Decayed, missing and filled teeth are 

the objects that are detected in the work. Two different versions of YOLO models were implemented 

in this work, namely YOLOv5 and YOLOv8, as both of them tend to provide higher accuracy than 

other versions [22], [24]-[25]. Moreover, YOLOv5 is chosen to be adopted, as the models usually 

yield a significant accuracy with unaffected model’s real-time performance [26]. Conversely, as the 

latest version of YOLO models, YOLOv8 is selected for its advancement, manifesting in a new neural-

network architecture succeeding YOLOv5 [27]. The model features an anchor-free detection head that 

simplifies the detection process and improves accuracy. The clinical dataset used in this work is the 

dental clinical images obtained by Fitria et al [20]. The results of this work are expected to be a basis 

for future research to contribute to the practical development of dental diagnostic tools and 

telemedicine applications. 

2. METHOD

Figure 1 shows the procedure conducted in this work, which involves four stages; 1) Problem analysis; 

2) Dataset pre-processing; 3) Model development and verification; and 4) Result analysis. The

procedure will be discussed in detail in the sub-sections below. 

2.1 Dataset and Pre-processing 

The datasets employed in this research were sourced from the dataset utilized by Fitria et al. in [20], 

gathered from the Dental and Oral Polyclinic of Regional Hospital Zainoel Abidin Banda Aceh, 

Indonesia. The dataset consists of 350 images identified in the caries class. However, only 294 of the 

caries images were selected, based on the considerations of light intensity, object clarity and image  
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Figure 1. Research methodology. 

sharpness, aiming to provide a strong feature representation. The removed dataset is considered weak 

in clarity, as some of the teeth are not exposed enough in the pictures and there is less light intensity 

and less sharpness, as the pictures contain more shadows, especially in the hindmost teeth. The dataset 

taken into account is discussed and chosen involving the dentists. 

Figure 2 exhibits the sample of five sides of teeth used as datasets in this work; namely, labial (a), right 

buccal (b), left buccal (c), lower occlusal (d) and upper occlusal (e). Out of 294 images taken into 

consideration, there are 70 labial images, 58 right buccal images, 58 left buccal images, 52 lower 

occlusal images and 56 upper occlusal images. Moreover, the filled teeth shown in the images show 

temporary fillings of the patients. 

(a) (b) (c) (d) (e) 

Figure 2. A sample of five sides of teeth used as the dataset. 

The pre-processing stage was conducted in this work to obtain optimized images for model training. 

The processes involved annotation, labeling and the mosaic augmentation process. The annotation and 

labeling process was carried out using the Roboflow image-labeling framework [28]. Dental image 

datasets were uploaded into Roboflow, where the annotation process involved placing bounding boxes 

on the images. The annotation process involved all authors of this work in collaboration with three dental 

experts and the annotated images were calibrated within the annotators. Subsequently, the annotated 

images were labeled according to their respective classes; decayed teeth were labeled as a red box, 

missing teeth were labeled as a yellow box and filled teeth were labeled as a blue box. For instance, 

there are two labels in the left image of Figure 3, decayed and missing teeth box, respectively and two 

boxes for decayed and filled teeth appear in the right image of Figure 3. 

To enhance the diversity of the datasets and to make the model more robust, mosaic augmentation was 

established in the datasets. This type of augmentation involves the replacement and transformation of 

a certain area in the image with mosaic, such as breaking the images into small blocks [29]-[30]. This 

augmentation method is employed to assess the detection precision across various image dimensions 

that resemble the original image with a lower objective lens [31]. The reason for employing mosaic 

augmentation is to assess the detection precision across various image dimensions resembling those 

captured with a less powerful lens. Figure 4 illustrates the images that have already been augmented 

by implementing the mosaic augmentation technique. In total, there are 708 augmented images in the 

datasets, distributed among training, validation and testing data with a ratio of 88:8:4, respectively. 

Table 1 represents the distribution of data before and after augmentation and the allocation of training, 
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validation and testing data. 

Figure 3. Bounding-box technique and image annotation in the datasets. 

Figure 4. Mosaic augmentation. 

Table 1. Distribution of datasets. 

Dataset D M F Total Augmented Dataset 

Training 71 120 103 207 621 

Validation 25 33 22 58 58 

Testing 10 15 13 29 29 

Total 106 168 148 294 708 

2.2 Model Development and Verification 

The model was developed to detect the caries condition; decayed, missing and filled teeth. The training 

process was carried out by implementing different variants of YOLOv5 and YOLOv8. The YOLOv5 

network is divided into three parts; the backbone for the feature extraction on an input image using 

Cross-Stage Partial Network (CSPNet); the neck component for refining extracted features from the 

backbone; and the detection head for object detection using Feature Pyramid Network (FPN) [32]-

[33]. YOLOv5 provides five different versions; namely, YOLOv5n, YOLOv5s, YOLOv5m, YOLOv5l 

and YOLOv5x, where every version provides different trade-offs in terms of calculation speed, 

average precision and the depth of channel [33]-[34]. Figure 5 shows the scales of corresponding 

versions of YOLOv5. The higher the versions, the larger and more accurate the models become, yet 

the slower the calculation speed [33]. Thus, this work selected the first versions only, which are 

YOLOv5n, YOLOv5s, YOLOv5m and YOLOv5l to avoid a long running time during the training 

process. Similar to YOLOv5, YOLOv8 also consists of a backbone network, a neck segment and a 

detection head [35]. However, YOLOv8 employs FPN for feature extraction in the backbone part and 

Cross-Layer Connection (CLC) in the neck [35]. The YOLOv8 versions specifically chosen in this 

experiment were YOLOv8n, YOLOv8s, YOLOv8m and YOLOv8l to prevent prolonged computation 
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time. YOLOv8 incorporates features that make it a highly precise object detector, particularly through 

the use of an anchor-free detection head [36]-[37]. This approach simplifies the architecture of the 

model and improves its accuracy in predicting object locations. This enhancement is especially 

advantageous for datasets containing objects of various shapes and sizes.  

Figure 5. Variants of YOLOv5 [31]. 

The shift to an anchor-free detection head, away from the anchor box method used in previous YOLO 

versions, streamlines the detection process and boosts accuracy [36]. The variants of YOLOv8 can be 

seen in Figure 6. Considering the time constraints during the experiment, the hyper-parameters 

reported in this work, such as epoch, batch size, optimizer, momentum and learning rates, were set as 

shown in Table 2. 

Figure 6. Variants of YOLOv8. 

Table 2. Hyper-parameters for model development. 

Hyper-parameters of YOLOv5 and YOLOv8 

Hyper-parameter 
YOLOv5n, YOLOv5s, 

YOLOv5m, YOLOv5l 

YOLOv8n, YOLOv8s, 

YOLOv8m, YOLOv8l 

Epoch 400 100 

Batch Size 16 16 

Optimizer SGD SGD 

Momentum 0.9 0.9 

Learning Rate 10-2, 10-3, 10-4 10-2, 10-3, 10-4 

The model-performance evaluation involves the analysis of the precision, recall and mean average 

precision (mAP) obtained by the models. Precision and recall serve as common metrics used for the 

evaluation of detection and classification models. Precision measures the accuracy of the model in 

identifying the positive class, while recall assesses how successfully the model identifies images of the 

positive class. In this work, precision is used to examine the accuracy of the model in identifying a dental 

caries image containing decayed, missing or filled teeth. Additionally, recall assesses the number of 

images containing caries that were correctly identified by the model. 

The precision is computed by taking the ratio of true positive (TP) to the total predictions belonging 

to a positive class, as per Formula 1. On the other hand, recall is defined as the ratio of true positive 

(TP) to all predicted results, following Formula 2. True positive (TP) represents the number of 

accurately classified data as a positive class, while false positive (FP) denotes the number of incorrectly 

classified data as a positive class. In addition, true negative (TN) corresponds to the number of correctly 

classified data as a negative class. In contrast, false negative (FN) is the count of incorrectly classified 
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data as a negative class. The precision and recall values increase with a higher TP count as well as 

with lower FP or FN values. 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (1) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2) 

In the object-detection model, model output is not solely confined to the object class; it also includes 

additional outputs, such as bounding-box annotation for the detected object. Consequently, Mean 

Average Precision (mAP) is employed in this study, evaluating the average precision for decision values 

ranging from 0 to 1. The calculation of mAP, as depicted in Formula 3, involves N which represents the 

number of average precision (AP). 

𝑚𝐴𝑃 =
1

𝑁
∑ 𝐴𝑃𝑖

𝑁
𝑖=1  (3) 

Intersection over Union (IoU) assesses the overlap between the predicted bounding box and the ground 

truth bounding box. If the IoU exceeds 0.5, the value is considered True Positive; conversely, it is 

considered False Positive if the IoU is less than 0.5. To yield the Inter-precision for APi, recall maximum 

needs to be taken into account by using Formula 4. 

𝐴𝑃𝑖 = 𝑚𝑎𝑥𝐴𝑃𝑖    (4) 

Suppose that the automated system for detecting decayed, missing and filled teeth (DMFT) in dental 

clinical images is tested on a dataset containing 100 images and assume that there are 50 images with 

actual DMFT cases and 50 images without any DMF-T. Now, we consider the following hypothetical 

results: 

● True positive (TP): The system correctly identifies 40 images with DMF-T.

● False positive (FP): The system incorrectly identifies 5 images without DMF-T as having

DMF- T. 

● False negative (FN): The system misses 10 images with actual DMF-T cases.

Using these results, now Precision, Recall and mAP are calculated as below: 

● Precision = TP / (TP + FP) = 40 / (40 + 5) = 0.889.

● Recall = TP / (TP + FN) = 40 / (40 + 10) = 0.8.

To calculate the mAP, the average precision for each image in the dataset needs to be computed, which 

involves ranking the predicted DMF-T cases by their confidence scores. For the sake of brevity, it is 

assumed that there is an average precision of 0.85 for this example. 

● Mean Average Precision (mAP) = Average precision across all images = 0.85.

In this example, our system achieved a precision of 0.889, indicating that 88.9% of the positive 

predictions were correct. The recall of 0.8 demonstrates that the system correctly identified 80% of the 

actual DMF-T cases. The mAP of 0.85 suggests that, on average, our model's predictions are highly 

accurate across all images in the dataset. 

3. RESULTS AND DISCUSSION

3.1 Results 

Tables 3 and 4 and Figures 7 and 8 show the training results of different versions of YOLOv5 and 

YOLOv8, respectively. It can be seen in Table 3 and Figure 7 that the smaller the learning rate tuned, 

the smaller the precision and recall obtained, resulting in a smaller mAP value of the model. Table 3 also 

indicates the increasing mAP value in every newer version of YOLOv5. However, the computation 

speed exhibited in Table 3 is inverse to the mAP value. The newer version of YOLOv5 employed, the 

longer the training time consumed. The mAP value yielded by the YOLOv5l version set with the 

learning rate of 10-2 is highlighted as the highest training result, outperforming the other versions with 

a mAP value of 90.4%, followed by YOLOv5s with a slightly different mAP value of 90.2%. 

Nevertheless, the calculation time of YOLOv5l tends to be longer than that of YOLOv5s, consuming 

one hour, 18 minutes and 42 seconds of training time, while YOLOv5s takes only 37 minutes and 28 

seconds, which is the fastest running time amongst all models. A significant drop in mAP is also 
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obtained in YOLOv5n, YOLOv5s and YOLOv5m tuned with a learning rate of 10-4, where the mAP 

values are 36.9%, 47.5% and 56%, respectively. 

Table 3. Result of YOLOv5. 

Architecture Learning Rate Precision Recall mAP Time 

YOLOv5n 10-2 0.954 0.803 0.878 45.24 m, s 

10-3 0.831 0.712 0.772 47.46 m, s 

10-4 0.483 0.313 0.369 45.36 m, s 

YOLOv5s 10-2 0.97 0.861 0.902 37.28 m, s 

10-3 0.931 0.729 0.811 47.58 m, s 

10-4 0.621 0.435 0.475 48.04 m, s 

YOLOv5m 10-2 0.971 0.856 0.895 40.05 m, s 

10-3 0.90 0.785 0.841 01.04.12 h, m, s 

10-4 0.788 0.485 0.56 01.00.24 h, m, s 

YOLOv5l 10-2 0.97 0.858 0.904 01.18.42 h, m, s 

10-3 0.941 0.888 0.835 01.34.02 h, m, s 

10-4 0.793 0.547 0.641 01.45.04 h, m, s 

Figure 7. mAP value of different versions of YOLOv5 adjusted with different learning rates. 

Similar to the YOLOv5, the four versions of YOLOv8 yielded a smaller mAP values as the learning 

rate decreases (Figure 8). Based on Tabel 4, the highest mAP value is received by YOLOv8m with 

a learning rate of 10-2 with a 90.6% mAP value, surpassing other models. This value is followed by 

YOLOv8l, YOLOv8n and YOLOv8s, yielding mAP values of 89.7%, 87.8% and 87.1%.  

Figure 8. mAP value of different versions of YOLOv8 adjusted with different learning rates. 
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A notable decrease of mAP value also appears in every variant of the YOLOv8 set with a learning rate 

of 10-4. Despite the similarity in the behavior in both YOLOv5 and YOLOv8, the training time of 

YOLOv8 tends to be longer than that of YOLOv5, with the fastest time of 4 hours, 15 minutes and 18 

seconds and the slowest time of 5 hours, 32 minutes and 52 seconds, while the fastest computation time 

of YOLOv5 is 37 minutes and 28 seconds by YOLOv5s and the slowest time of one hour, 45 minutes 

and 4 seconds by YOLOv5l. 

Table 4. Results of YOLOv8. 

Architecture Learning Rate Precision Recall mAP Time 

YOLOv8n 10-2 0.954 0.803 0.878 04.15.18 h, m, s 

10-3 0.946 0.685 0.774 04.19.08 h, m, s 

10-4 0.427 0.417 0.365 04.20.34 h, m, s 

YOLOv8s 10-2 0.955 0.811 0.871 04.55.06 h, m, s 

10-3 0.956 0.778 0.862 04.22.32 h, m, s 

10-4 0.573 0.454 0.454 04.25.28 h, m, s 

YOLOv8m 10-2 0.954 0.846 0.906 04.57.30 h, m, s 

10-3 0.945 0.79 0.838 05.02.04 h, m, s 

10-4 0.668 0.457 0.484 05.06.06 h, m, s 

YOLOv8l 10-2 0.953 0.839 0.897 05.20.16 h, m, s 

10-3 0.986 0.806 0.866 05.21.04 h, m, s 

10-4 0.751 0.518 0.622 05.32.52 h, m, s 

Figure 9 presents a comparison of training results across various versions of YOLOv5 on a dental caries 

dataset. It's evident from the graph that training with YOLOv5 produces the most effective model. The 

training curve highlights the outstanding performance of YOLOv5l. Based on Figure 10, YOLOv8 

presents a different aspect compared to YOLOv5. YOLOv8 generates a more stable training graph than 

YOLOv5. 

(a) YOLOv5n

(b) YOLOv5
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(c) YOLOv5m

(d) YOLOv5l

Figure 9. Training curves of YOLOv5. 

(a) YOLOv8n

(b) YOLOv8s
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(c) YOLOv8m

(d) YOLOv8l

Figure 10. Training curves of YOLOv8. 

Figures 11 and 12 depict the model detection of YOLOv5 and YOLOv8 variants on a sample dental 

clinical image, adjusted with a learning rate of 10-2. It is shown that YOLOv5l detects the caries 

indications better than YOLOv8s with accuracies above 90% detected as decayed teeth (labeled as 

Karies) and filled teeth (labeled as Tambal). On the other hand, there is a filled tooth on the image 

detected by YOLO8s yielding an accuracy of 51%. 

Figure 11. Model detection results of YOLOv5l with the learning rate of 10-2.  
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Figure 12. Model detection results of YOLOv8m with the learning rate of 10-2. 

Figure 13 visualizes the confusion matrix of the YOLOv5l model tested on 29 dental images. It can be 

seen that 87% of the missing teeth are correctly detected, while 77% of the decayed class were correctly 

detected and 93% of the filled teeth were correctly detected. This indicates that the model yielded 

robust performance and is effectively identifying the correct DMF-T in practical scenarios. 

Figure 13. Confusion matrix of YOLOv5l with a learning rate of 10-2. 

3.2 Discussion 

According to Tables 3 and 4, it is shown that the differences in mAP values and training times can 

indeed impact the practical applicability of the models in real-world scenarios. Higher mAP values 

generally indicate better model performance, which can lead to more accurate detection of decayed, 

missing and filled teeth (DMF-T) in dental clinical images. However, models with higher mAP values 

may also have longer training times and require more computational resources, which can be a concern 

in resource- limited settings or when deploying the model on edge devices. On the other hand, models 

with faster training times and lower computational requirements may have slightly lower mAP values, 

but may be more suitable for real-world applications, where efficiency and resource constraints are 

critical factors. In such cases, the trade-off between model accuracy and computation time should be 

carefully considered based on the specific requirements of the target environment and application. In 

this study, we have aimed to strike a balance between model accuracy and computation time by 

selecting the YOLOv5 and YOLOv8 versions that offer a reasonable compromise between these 
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factors. However, it is acknowledged that the optimal choice may vary depending on the specific use 

case and available resources. 

Based on Figure 9, YOLOv5l yielded the most outstanding training curve. However, validation results 

for this model indicate overfitting occurring after surpassing 100 epochs, a trend also observed with the 

YOLOv5 medium model. Despite this, YOLOv5l still stands out as the superior option overall, although 

it necessitates the implementation of early stopping in order to prevent overfitting. Early stopping can 

prevent validation loss from increasing by halting the training process if the validation loss stops 

decreasing or starts to increase, which is a sign of overfitting. Overfitting, a common issue in machine 

learning, occurs when a model learns noise or irrelevant patterns from the training data, thereby 

hindering its ability to generalize well to unseen data. Early stopping serves as a regularization technique 

to mitigate overfitting by halting the training process when the model's performance on a validation 

dataset starts to decline. By doing so, it ensures that the model maintains its ability to generalize 

effectively. 

Compared to YOLOv5, YOLOv8 in Figure 10 generated more stable training curves. The larger the size 

of YOLOv8, the better the model learns about the dental caries dataset. The same trend is also observed 

in the number of training iterations. The more epochs utilized, the closer the model gets to convergence. 

It's evident that YOLOv8 large yields the best-performing model. The stability of the training graph in 

YOLOv8 suggests improved training dynamics and possibly better handling of the dataset's 

complexities. Additionally, the correlation between model size and performance indicates that larger 

YOLOv8 variants are more adept at capturing intricate features within the dental caries dataset. 

Moreover, the convergence of the model with increased epochs implies a continuous improvement in 

learning, leading to enhanced model accuracy. 

In summary, while YOLOv5l demonstrates exceptional performance on the dental caries dataset, 

precautions such as early stopping are necessary to ensure the model's reliability and generalization 

capabilities. This approach would lead to the development of a robust model capable of accurately 

detecting dental caries in real-world applications. However, YOLOv8 showcases superior stability in 

training, with larger variants demonstrating enhanced performance on the dental caries dataset. The 

convergence of the model with more training epochs signifies the ongoing refinement of the model's 

understanding, ultimately resulting in improved detection capabilities.YOLOv8 provided new features 

that improved its detection capabilities, increasing both accuracy and efficiency. This model particularly 

excels in segmentation tasks, offering precise segmentation and classification of various image parts, 

making it highly effective for diverse applications, like medical imaging and autonomous vehicle 

navigation. 

4. CONCLUSION

This research proposed a comparison of deep learning-based models for dental caries detection, 

characterized by decayed, missing and filled teeth. Two different object detection architectures are 

implemented in this work; YOLOv5 and YOLOv8, including their variants. The models' performances 

are compared by calculating their precision, recall and mAP values. The results show that YOLOv5l 

and YOLOv8m outperformed other variants with the mAP values of 90.4% and 90.6%, respectively. 

However, the computational time required by YOLOv8m is considered extensive; namely, around four 

hours 57 minutes 30 seconds, while YOLOv5s takes only one hour, 18 minutes and 42 seconds. The 

YOLOv8 annotation format is unique and requires precise detailing of objects in images, usually using 

bounding boxes and labels. Preparing a dataset for YOLOv8 involves annotating numerous images, 

which can be a time-consuming task. The quality and accuracy of these annotations directly influence 

the model's ability to learn and make precise predictions. To further enhance performance, the 

YOLOv8 model should be integrated into the existing image-enhancement process. 
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ملخص البحث:

تآكلللللن ن ولللللّي  صيلللللن نللللليّز بتلللللسي ن ولللللّي  صببدسلّلللل   بآكلللللن   لللللس  ن ولللللّي    سللللل  ب للللل   

مللللللط ناّ لللللللس نا للللللي إز اأّ للللللطّ صببلللللللّ.  تاللللللت    بتللللللن تاللللللت ا لللللليّ ناّ للللللطّ  صببلألّلللللي نابآّكللللللن 

ناشّلللللل ب  اتوللللللّي  تلللللل اّب  لللللللز نا.قللللللش نادّيوللللللي اأيسأ.الللللل   ص  ق لللللليبي   لللللل ّ اللللللل ن   صتشللللللدن 

صنلاوبئتلللللللللليل اتوللللللللللّي  نادب للللللللللّ    صناد  لللللللللل.    تإلللللللللل نانش ناعللللللللللب  ناشّللللللللللي ع  نايشلللللللللل.

تّللللللن ناييالللللل  ناّ للللللّسّ  اجللللللنّ ملللللل ب   صبللللللبّ  ت لللللل سن  بصناديشللللللّ.   يوللللللب  ن  م لّلللللل   ملللللل.  

 نادعأ.ميش ذنش ناعبق  لز ناّ  بّش نالّ س  اأد يت 

لللل  ةللللط ن وللللّي  نادبآكألللل  صناد  لللل.   ب للللعت الللل ن نا يلللل  تاللللت تللللل.ب   دلللل.ذ س قللللي  س ةأللللت ناجش 

(  أ لللللجيامي ناد بأ للللل   صقلللللل  8( ص  ب.الللللل. 5يولللللب  ن  نا ّلللللت نادع صللللللل   يوللللل   ب.اللللل. صناديشلللللّ.   

(  مي  لللللي   قلّلللل  10-2 دعللللل ل تعألّلللل  م للللل ن     (l(/نا ّسللللل   5 سّّلللللش ناّبّلللللي   لعياسللللل  ناّدّللللل.ذ   ب.اللللل. 

لللللل   أ للللللش  (  صمب.ولللللل   قلللللل  كشلللللل س858 0%  صمعلللللل لّ نوللللللب إي س قلللللل       97ةياسلللللل   لللللللز ناجش 

  قس    18غ .   مطس م  ن   وية  صن    ص ( لز 904 0ق     

ةألللللت نادّيّسللللليش نابلللللز تلللللّ  نايتللللل.ل ةأسملللللي للللللز ةدأسللللل  نابلّلللل  بي    لّلللل  ناّدّللللل.ذ  ب.اللللل. ص ّللللليا  

(   نا  ةياسللللللي  ةّلللللل  تل س للللللت ةأللللللت م د.ةلللللل   سي لللللليش تآكللللللن ن وللللللّي   اجللللللط مللللللن lنا ّسلللللل    /5

صقي أسللللل  اأبعّدلللللس     ياد ي لللللن   ن بسيطللللليشس متلللللن نابّ.قلّلللل  ناد جّللللل  اسجللللل.  ناّدّللللل.ذ   كتللللل  م. .قسللللل 

نوللللللب  ن ب  تلللللل  بي  ل للللللن  صتعدللللللن ن  للللللجيل ن ك لللللل  مّللللللت  شللللللجن  8دلللللل.ذ  ب.الللللل.  بلللللل.لّ  

  ل ن ةأت م د.ة   سي يش تآكن ن وّي  
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