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ABSTRACT  

Transformers have shown their effectiveness in various machine-learning tasks. However, their “black box” 

nature often obscures their decision-making processes, particularly in Arabic, posing a barrier to their broader 

adoption and trust. This study delves into the interpretability of three Arabic transformer models that have been 

fine-tuned for semantic-search tasks. Through a focused case study, we employ these models for retrieving 

information from the Holy Qur’an, leveraging Explainable AI (XAI) techniques—namely, LIME and SHAP—to 

shed light on the decision-making processes of these models. The paper underscores the unique challenges posed 

by the Qur’anic text and demonstrates how XAI can significantly boost the transparency and interpretability of 

semantic-search systems for such complex text. Our findings reveal that applying XAI techniques to Arabic 

transformer models for Qur’anic content not only demystifies the models’ internal mechanics, but also makes the 

insights derived from them more accessible to a broader audience. This contribution is twofold: It enriches the 

field of XAI within the context of Arabic semantic search and illustrates the utility of these techniques in 

deepening our understanding of intricate religious documents. By providing this nuanced approach to the 

interpretability of Arabic transformer models in the domain of semantic search, our study underscores the 

potential of XAI to bridge the gap between advanced machine-learning technologies and the nuanced needs of 

users seeking to explore complex texts like the Holy Qur’an. Our code is available at1. 
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1. INTRODUCTION 

Interpretive and Explainable Artificial Intelligence (XAI), in the field of machine learning, deep 

learning and transformer models, has seen remarkable developments. However, XAI for Arabic 

transformer models remains a notable challenge. The idea of Explainable AI (XAI) emerged, 

introducing techniques that offer a reasonable trade-off between explainability and predictive power 

for a variety of machine-learning (ML), deep-learning and transformer techniques [1]. 

Transformer models, well known for their effectiveness in natural-language processing (NLP) tasks, 

often operate as black-box, making it difficult to understand the decision-making process they 

employ. This ambiguity sheds light on significant challenges, especially in the context of Arabic 

models, where small linguistic differences can increase the complexity of the interpretation task. The 

absence of robust XAI tools hinders the examination of model outputs, leading to a potential lack of 

trust and liability. Bridging this gap in interpretability for Arabic transformer models makes it 

possible for people to comprehend, trust and manage the newest generations of AI models in the 

Arabic-speaking world. 

Arabic transformer models, used as black-box AI systems, have gained widespread usage in domains 

such as social networks, medicine and scientific fields. However, the necessity to explain and interpret 

these models arises from their operation as opaque decision making. These reasons include the 

Regulatory Perspective, exemplified by the European Union’s General Data Protection Regulation 

(GDPR), which accords users the right to explanation. Another reason is the Model Developmental 

Perspective, which dives into issues such as limited training data, biased data, outliers, adversarial data 

and overfitting leading to inappropriate results in black-box AI systems. Lastly, the end-user and 

                                                      
1 https://gist.github.com/a-mustafa/51fcacf30ecdf0c13ac91ad16fecfa89 
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social perspectives address concerns about trust in black-box AI models, shedding light on the 

potential for unfair decisions and biases in the data used for model development. XAI is recognized as 

a solution to enhance trust by providing explanations, improving interpretability, addressing fairness 

concerns and ensuring that the models fulfill their intended purpose [2]. 

This study is motivated by the absence of XAI models for Arabic transformer models. As a case study, 

we perform a Qur’anic semantic search using different Arabic transformer models and then interpret 

them using different XAI models. The Holy Qur’an is the most significant source for Arabic and 

Islamic sciences. The Qur’an is considered a sacred text in Arabic and contains approximately 80,000 

words divided into 114 chapters; each chapter consists of a varying number of verses. It also includes 

knowledge of a variety of other subjects, including science and the history of humanity [3]. Classical 

Arabic (CA), Modern Standard Arabic (MSA) and Colloquial Arabic are the three main styles or 

forms of the Arabic language [4]. Qur’an is the most important source of Classical Arabic. Many tools 

and applications have been developed to help in Qur’anic information retrieval. 

There are three main methods for information retrieval within the Qur’an: semantic-based, 

keyword-based and Cross-Language Information Retrieval (CLIR) [5], as shown in Figure 1. A 

semantic-based method searches for concepts or meanings, whereas a keyword-based method looks 

for exact letter matches. CLIR searches for information in a language other than the one used in the 

query. Most Qur’an search tools use keyword search, but some use ontology-based or synonym-set 

methods [6]. The ontology-based or semantic-search approach looks for concepts or subjects that fit a 

user request. Semantic search emphasizes the meaning of words and the intent of the user query rather 

than relying only on keyword matching. It analyzes the context and considers the relationships 

between words and their meanings to retrieve similar information. Semantic search utilizes a 

transformer-based model such as BERT, neural models like RNN, ML models including n-gram and 

Word2Vec models [7]. 

 

     

 
 
 
 
 
 
 

Figure 1. Classification of information-retrieval methods in the Holy Qur’an. 

In this paper, we use three transformer BERT-based models for Qur’anic semantic search. 

Transformers are one of the most advanced techniques for many NLP problems since they were 

proposed by Vaswani et al. (2017) [8] for machine translation. The semantic-search models utilized in 

this study include: CL-AraBERT [7], an Arabic BERT transformer for CA. Additionally, 

“asafaya/bert-base-arabic" (ArabicBERT) developed by Safaya et al. [9] is employed. ArabicBERT is 

a pretrained language model based on BERT, designed for Arabic semantic-search task. Lastly, 

“multi-qa-MiniLM-L6-cos-v1” (S-BERT) model2  [10] is used. S-BERT is a sentence-transformer 

model. It maps sentences and paragraphs to a 384-dimensional dense vector space and was designed 

for semantic search. 

Although transformer-based neural networks excel at classification in various domains, they lack the 

capability to offer explanations for their predictions [11]. Our study shows different XAI techniques 

that interpret the transformers mentioned above using two SHAP [12] and LIME [13]. SHAP 

(SHapley Additive exPlanations) is an explainability technique that calculates the Shapley values from 

cooperative game theory to attribute the contributions of each feature to the model output, providing a 

comprehensive explanation for a given prediction. LIME (Local Interpretable Model-agnostic 

                                                      
2 https://huggingface.co/sentence-transformers/multi-qa-MiniLM-L6-cos-v1 
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Explanations) is a model-agnostic technique that generates locally faithful approximations of a 

complex model decision boundaries by perturbing and observing input instances, facilitating 

interpretability for individual predictions. The main purpose of XAI is to introduce an explanation for 

a variety of ML, DL and transformer models that offer a reasonable trade-off between explainability 

and predictive power. This concept allows people to understand, trust and manage the newest 

generations of AI models.  

1.1 Challenges of Qur’anic-text Processing 

Challenges arise in the search and retrieval of relevant verses from the Holy Qur’an, due to both the 

search techniques and the structure of the text. The following are some of these challenges:   

1. Orthography: The Qur’anic text employs a distinct orthography that incorporates the 

essential diacritics (tashkeel) and vowel marks (harakat) necessary to understand the text. 

Nevertheless, contemporary Arabic text frequently excludes these diacritics or stems them as 

part of preprocessing, posing challenges for machines to accurately recognize and handle the 

proper pronunciation. For example,ة
ّ
ة means heaven and (al-jannah) الجَن

ّ
 means (al-jinah) الجِن

ghosts [6]. The Qur’anic text utilizes a distinctive orthography (conventional spelling), 

distinct even from CA, referred to as al-rasm al-’Uthmani. This is the method of writing the 

Qur’anic text compiled during the reign of Caliph Uthman b. Affan, for example: أنزلناه 
(anzlnah \We revealed it), is written as ه َٰ 

َ
   .[14] (anzlnah\We revealed it) أنزلن

2. Textual Variants: The Qur’anic text exists in various versions that can vary in spelling, 

pronunciation and significance. Consequently, developing reliable and uniform 

computational models for processing the Qur’anic text presents a significant challenge. For 

example, محمد (Muhammad), أحمد (Ahmad) and المُزّمّل (Mozzammil) all refer to Prophet 

Muhammad [15], as following:  
ُ
حْمَد

َ
 أ
ُ
ي مِن بَعْدِي اسْمُه ِ

ت 
ْ
ا بِرَسُولٍ يَأ ً

ر
 wamubashshiran birasul) وَمُبَشِّ

yati min baedi asmuh ’ahmad \And bringing good tidings of a Messenger who will come 

after me, whose name will be Ahmad),  ِ
َ

سُولُ اللّ  رَّ
ٌ
د حَمَّ  Muhammad rasul alllah \Muhammad) مُّ

is the Messenger of Allah ),  ُل مر مُزَّ
ْ
هَا ال يُّ

َ
 ya ’ayuha almuzzmmil \O you who wraps himself) يَا أ

in clothing!) 

On the other hand, there exists a disparity between user inquiry, inscribed in MSA and 

retrieved Qur’anic verses, written in CA [16]. For example, searching for أنزلناه (anzlnah\We 

revealed it), in MSA should retrieve the word ه َٰ 
َ
 in CA. Since (anzlnah\We revealed it) أنزلن

the vocabulary and spelling in CA differ from MSA, this makes models’ selection 

challenging. To solve this issue, we select a multilingual S-BERT model, in addition to the 

CL-AraBERT model trained on CA and MSA texts, as mentioned before.   

3. Semantic Interpretation: The Qur’anic scripture comprises numerous allegories, metaphors 

and parables that require deep semantic analysis and comprehension for accurate 

interpretation. For instance, the term الحيوان (Al-Hayawan\animal) in Arabic typically 

translates to ‘the animal’, but in this specific verse, it denotes ‘the life’.  و ما هذه الحياة الدنيا الا
 Wa ma hadhihi al-hayatu ad-dunya illa lahwan) لهو و لعب و ان الدار الاخرة لهي الحيوان لو كانوا يعلمون

wa la’ab. Wa innad-dara al-akhirata lahiya al-hayawan law kanu ya’lamoon \And the 

worldly life is nothing but amusement and diversion. But the home of the Hereafter - that is 

the eternal life, if only they knew) [17]. To achieve a precise interpretation and translation of 

the Qur’anic text, it is imperative to understand its historical context. The text was revealed 

in the 7th century and the language and vocabulary used in it are indicative of the historical 

and cultural background of that period.  

4. Expressiveness, which refers to rhetoric in linguistics, involves expressing meanings using 

fewer words. For example, the concise phrase فأسقيناكموه (Fa asqaynākumūhu), which 

translates to “and We have given it to you to drink" in Arabic morphology is remarkably 

intricate, yet follows a systematic approach [14].  

Contribution: To the best of our knowledge, this study is the first to address the interpretation of 

Arabic semantic-search transformer models, utilizing post-hoc interpretation models. We propose a 

methodology that interprets the results obtained from three intricate transformer models; namely, 
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S-BERT, ArabicBERT and CL-AraBERT, which have recently been introduced for Qur’anic semantic 

search. Our results will help understand the inner workings of these Arabic semantic-search 

transformer models, facilitated by the utilization of post-hoc interpretation models, including LIME 

and two versions of SHAP, thus enhancing comprehension and insight.    

2. RELATED WORK 

This section provides an overview of previous studies that have explored semantic similarity in Arabic 

and Qur’anic text. It also delves into techniques for interpreting transformer models, such as BERT, 

utilizing post-hoc interpretation models such as SHAP and LIME. Post-hoc approaches refer to 

methods applied after a model has been trained to explain its predictions and provide insight into the 

decision-making process of complex models. These methods approximate the rationale of the 

underlying machine-learning models, proving especially valuable for the interpretation of ‘black-box’ 

models, wherein the internal mechanisms are not inherently transparent [18]-[19]. It is also worth 

mentioning that ante-hoc approaches, though not as widely recognized or discussed as post-hoc 

methods, ante-hoc approaches refer to techniques that are integrated during the model-development 

phase to ensure interpretability from the outset. These approaches are designed to build inherently 

explainable models, allowing for real-time interpretation of model decisions while processing data 

[20]. However, this approach is beyond the scope of our paper. Moreover, we evaluate and compare 

the post-hoc interpretation techniques with those used in our paper, highlighting their simplicity and 

informativeness. 

Both topics discussed in this section are crucial to the research, as they provide the foundational 

knowledge and tools necessary for interpreting Arabic semantic-search transformer models, which are 

the main focus of this paper. Due to the lack of studies that combine Arabic semantic similarity with 

interpretation techniques, we have organized the related works into different sub-sections. 

2.1 Semantic Similarity in Arabic and Qur’anic Texts 

Several studies have employed different techniques to extract semantic similarity or relatedness from 

Arabic and Qur’anic texts. Alsaleh et al. (2021) [21] conducted experiments using the QurSim dataset 

and a fine-tuned AraBERT model, which is an Arabic-language model trained on a wide range of 

Arabic texts. The dataset includes pairs of verses classified into three classes: ’2’ for strong similarity, 

’1’ for weak similarity and ’0’ for no similarity. They also filtered the dataset to eliminate repetition 

and create random pairs of verses. AraBERTv0.2 outperformed AraBERTv2 with an accuracy score of 

92%. However, AraBERT struggled with classical-Arabic lexical synonyms and religious context, 

potentially due to corpus limitations. Our study utilizes AraBERT to classify pairs of Qur’anic verses 

as semantically related or not. 

Mohamed and Shokry (2022) [6] discussed modern semantic-search techniques for the Holy Qur’an. 

They manually created a dataset and annotations based on Tajweed Mushaf and created an embedding 

matrix trained with classical Qur’anic and Arabic texts. This generated word-based feature vectors for 

the verses. During queries, cosine similarity was used to find the most semantically similar result. 

However, this approach only retrieved verses for the first query and ignored the rest of the topics, 

although they are also relevant to the query. 

Saeed et al. (2020) [22] explored using word embeddings to identify semantically similar verses from 

the Holy Qur’an. Using Word2Vec and Sent2Vec models, they highlighted the importance of semantic 

text similarity in NLP and various fields, including religious-text analysis. They trained custom word 

embeddings from multiple English translations of the Holy Qur’an and compared them to pre-trained 

embeddings from the Spacy library. The custom-trained models showed promising performance, with 

Model #5 achieving the highest accuracy. The study emphasized the framework’s potential to be 

applied to any text, contributing to a deeper understanding of sacred and literary works. Notably, their 

research focused on English translations of the Holy Qur’an, potentially missing nuances in the 

original Arabic. 

Malhas and Elsayed (2022) [7] proposed the first Qur’anic Reading Comprehension Dataset (QRCD), 

consisting of 1,337 question-passage-answer triplets for 1,093 question-passage pairs. They introduced 

CLassical-AraBERT (CL-AraBERT), pre-trained on a 1.0B-word classical Arabic dataset to 
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complement modern standard Arabic (MSA) resources, enhancing its utility for reading 

comprehension tasks. Leveraging cross-lingual transfer learning from MSA to classical Arabic, they 

fine-tuned CL-AraBERT using MSA-based machine-reading comprehension datasets followed by 

QRCD. For evaluation, they used the F1-score and Partial Average Precision (pAP), integrating partial 

matching for multi-answer and single-answer MSA questions, thus constituting the first MRC system 

on the Holy Qur’an. 

2.2 Interpretation Techniques 

Although there are many studies related to Qur’anic semantic search, there is no previous work that 

interprets Arabic semantic-search models using XAI techniques. Several post-hoc XAI interpretation 

techniques are discussed here to interpret and explain different transformer models. 

The first technique is LIME [13], which generates local explanations for each instance in a dataset. 

LIME introduces disturbances to an instance and uses the newly generated dataset to predict the class 

of each instance using a trained classifier. A simpler model is then used to explain the classifier’s 

prediction. While LIME is likely to be locally faithful, it does not perfectly represent complex models. 

SHAP [23], another post-hoc XAI technique, interprets the complex behavior of machine-learning, 

deep-learning and transformer models. SHAP values, based on game theory, allocate importance 

scores to each feature within a model to provide consistent explanations. Positive SHAP values 

indicate a positive contribution to the prediction, whereas negative values indicate a negative impact. 

The Semantic Textual Similarity (STS) explainer [24] is a SHAP-based technique designed to explain 

sentence-level scores by highlighting erroneous words in both source and target sentences. This 

method helps understand the contribution of each word using SHAP for tasks like machine translation 

and semantic search involving different text languages. TransSHAP, proposed by Kokalj et al. (2016) 

[11], adapts SHAP to provide sequential explanations for transformer models such as BERT-based 

text classifiers. Unfortunately, it is notable that TransSHAP is currently not compatible with 

semantic-search transformer models. Despite not being compatible with semantic-search transformer 

models, TransSHAP was found effective for tasks like sentiment analysis. It was rated better than 

SHAP and slightly better than LIME in overall user preferences. 

Layer-wise Relevance Propagation (LRP) [1] assigns relevance scores to input features to explain 

machine-learning model predictions. When applied to Transformer models, LRP computes relevance 

scores for each input token to understand its contribution to the final prediction. Although useful, LRP, 

like TransSHAP, faces limitations in providing explanations for tasks involving multiple-sentence 

analysis, such as semantic search. 

El Zini et al. (2022) [25] proposed new metrics and techniques to evaluate the explainability of Arabic 

Sentiment Analysis (SA) models. They assessed the accuracy of ’rationales’ extracted by the model 

and compared the agreement between XAI techniques and human judgment on a dataset. Their results 

showed that transformer models have better explainability than convolutional and recurrent 

neural-network architectures. This research lays the foundation for designing interpretable NLP 

models and creating a common evaluation framework. 

3. METHODOLOGY  

3.1 Dataset 

The Holy Qur’an, revered by 1.5 billion Muslims worldwide, is structured into 30 sections and 114 

chapters, encompassing 6,236 verses, totaling approximately 78,000 words. These words are 

organized into verses, with sets forming parts, chapters and groups (Hizb) or Hizb quarters. Each of 

the 114 chapters belongs to one of the 30 sections and the text is further segmented into 60 groups 

(Hizb), with each section comprising two groups (Hizb) [7]. 

We have used a verified Qur’an dataset called Tanzil Quran text3. The Tanzil Quran text provides a 

verified digital version of the Holy Qur’an in many scripting styles, including the Uthmani style. We 

have utilized the normalized simple-clean text style (in Tanzil 1.0.2) to enable the use of the dataset 

with transformer-based language models that have already been pre-trained using normalized Arabic 

                                                      
3 https://tanzil.net/download/ 
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text. Tanzil Qur’an dataset consists of three columns, as shown in Table 1: 1. Surah ID: is an id for 

each Surah from 1 to 114. 2. Verse ID: is an id for each verse (ayah) from 1 to 6236 without verse 

Basmallah, except in Chapter 1 (Surah Al-Fatiha). 3. Verse Text: the content of verse text with 

diacritics. For the model evaluation using the Qur’an exegesis step, we used an official Qur’an 

exegesis (Tafsir) called QuranEnc4. Qur’anEnc is a dataset that provides an interpretation for each 

verse of the Qur’an. As shown in Table 2, there are three columns in Qur’an exegesis (QuranEnc) 

dataset: 1. Verse ID: is an id for each verse (ayah) from 1 to 6236. 2. Exegesis: the content of verse’s 

exegesis (tafsir). 3. Verse Text: the content of verse text with diacritics.   

Table 1.The-holy-Qur’an dataset. 

Surah ID Verse ID Verse Text 

حِيمِ   1 1 نِ الرَّ حْمَ َٰ ِ الرَّ
َ

  بِسْمِ اللّ
(Bismillāhi al-Raḥmāni al-Raḥīm\In the name of Allah, the Most Gracious, the Most Merciful) 

مِي  َ   2 1
َ
عَال

ْ
ِ رَبر ال

َ
 لِلّ

ُ
حَمْد

ْ
  ال

(Al-ḥamdu lillāhi rabbi al-‘ālamīn\Praise be to Allah, the Lord of all the worlds) 

حِيمِ  3 1 نِ الرَّ حْمَ َٰ   الرَّ
(Ar-Raḥmāni ar-Raḥīm\The Entirely Merciful, the Especially Merciful) 

Table 2. Qur’an exegesis (QuranEnc) dataset. 

Verse ID Exegesis  Verse Text 

 وإن ربك, أيها الرسول, لهو العزيز الذي ينتقم من أعدائه،   3122
من عباده الرحيم بمن تاب   

(Wa inna rabbaka, ayyuha ar-rasulu, lahu al-’azizu alladhi yantaqimu 

min ’a’ada’ihi, ar-rahīmu biman tāba min ’ibādihi\And indeed, your 

Lord, O Messenger, He is the Exalted in Might, the One who exacts 

retribution upon His enemies, yet He is the Merciful to those among His 

servants who repent and mend their ways)  

حِيمُ    عَزِيزُ الرَّ
ْ
هُوَ ال

َ
 ل
َ
ك  رَبَّ

َّ
   وَإِن

(Wa innna rabbaka lahuwa al-‘azīzu 

ar-raḥīmu.\And indeed, your Lord is the 

Exalted in Might, the Merciful)  

ي بساتي   وعيون جاري   4465
ةف     

(Fī basātīn wa ’uyūn jāriyah \In gardens and flowing springs)  

اتٍ وَعُيُونٍ   
َّ
ي جَن ِ

   ف 
(Fi jannatin wa ’uyun \In gardens and springs) 

   واستمعت لرب  ها منقادة، وحق لها ذلك   5888
(Wa istam’at li rabbiha munqādah, wa ḥaqqun lahā dhālik \And she 

listened to her Lord obediently. It was rightful for her to do so)  

   
ْ
ت

َّ
هَا وَحُق  لِرَب  ر

ْ
ت

َ
ذِن
َ
  وَأ

(Wa ’adhīnat li rabbiha wa ḥuqqat \And she 

listened to her Lord and fulfilled [her 

obligation]) 

3.2 Data Preprocessing 

The lack of diacritics in Modern Standard Arabic (MSA) is a common issue in the Arabic language. 

Diacritical marks are significant, because they impact the meaning and subsequently, the 

comprehension of Arabic texts [26]. Although the Holy Qur’an is extensively diacritical, most NLP 

tasks involving digital Qur’anic text resort to normalization by eliminating diacritics during the 

preparation stage. In this phase, we applied several preprocessing techniques to clean the text before 

feeding it into models using the Holy Qur’an dataset. Firstly, we added a new column named "surah 

name" to the dataset, which includes the name of each surah in the Holy Qur’an. Following this 

addition, we removed tashkeel (diacritical marks) and tatweel (character lengthening), as well as 

eliminating stop words and punctuation from the verses. Lastly, we normalized certain characters to 

standardize the dataset. Table 3 illustrates examples of the data preprocessing steps.   

Table 3. Overview of data preprocessing steps with examples. 

Original Verses    ِحِ    يم نِ الرَّ حْمَ َٰ ِ الرَّ
َ

   بسْ    مِ اللّ

(Bismillāhi al-Raḥmāni al-Raḥīm\In the name of 

Allah, the Most Gracious, the Most Merciful)  

  
َ
رَمُون

ْ
مْ مُك

ُ
 ۖ وَه

ُ
وَاكِه

َ
            ف

(Fawākihu, wahum mukramūn \Fruits 

and they are honored)  
Tashkeel removing   فواكه وهم مكرمون  بس   م الله الرحمن الرح     يم 
Tatweel removing  بسم الله الرحمن الرحيم  - 

Punctuation and stop 

words removing  
 

- 
 فواكه مكرمون 

                                                      
4 https://quranenc.com/ar/browse/arabic_mokhtasar/ 
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3.3 Workflow 

As discussed earlier, the aim of this study is to interpret Arabic BERT-based semantic-search models 

using LIME and two SHAP techniques, the most well-known XAI techniques. Observe Figure 2. 

Semantic search is designed to understand the meaning of a user query, as opposed to simply matching 

keywords and to return results that are relevant to the user intent. This can make search results more 

accurate and useful to the user. Semantic-search technology is used in a variety of applications, 

including search engines, e-commerce websites and voice assistants. We will evaluate the 

semantic-search models using two different methods, BERTScore and Cosine similarity and then 

interpret the model results through the XAI techniques. 

 
 
 
 
 
 
 
 
 

 
 

Figure 2. Proposed framework: A query is sent to semantic-search models and the retrieved verses are 

interpreted alongside the query using XAI techniques. 

For the Qur’anic semantic search, first, we passed all 6,236 Qur’an exegesis, as queries to the three 

transformer BERT-based models: CL-AraBERT, ArabicBERT and S-BERT. The verses retrieved by 

the three models have been compared with the reference verse recorded in the Qur’anEnc Tafsir 

dataset. In this step, BERTScore precision, recall and F1-score were calculated for all the verses and 

their exegesis. BERTScore metric [27] evaluates the quality of text embeddings, particularly in the 

context of comparing the generated text against reference text. Specifically, it compares token-level 

similarity and leverages contextual embeddings from BERT or other transformer-based models. 

The performance of each model has been evaluated using BERTScore precision, recall and F1-score 

measurements. BERTScore is an automated evaluation metric that is used to assess the quality of 

text-generation systems. The precision (P), expressed in Equation1, measures the mean cosine 

similarities between each retrieved token and its closest reference token, normalized by the number of 

retrieved tokens. Using contextual embeddings, tokens are represented in a reference verse 𝑥 =

𝑥1, . . . , 𝑥𝑘  and a retrieved verse 𝑥 = 𝑥1, . . . , 𝑥𝑙 . The cosine similarity (𝑥𝑖
𝑇𝑥𝑗) weighs each retrieved 

token. Recall (R) indicates the extent of coverage completeness, as shown in Equation 2, calculated by 

dividing the number of relevant retrieved tokens by the number of all possible related tokens. The 

F1-score is the harmonic mean of precision and recall as shown in Equation 3. 

𝑃 =
1

|�̂�|
∑�̂�𝑗∈�̂� max

𝑥𝑖∈𝑥
(𝑥𝑖

𝑇�̂�𝑗)                                  (1) 

𝑅 =
1

|𝑥|
∑𝑥𝑖∈𝑥 max

�̂�𝑗∈�̂�
(𝑥𝑖

𝑇�̂�𝑗)                                  (2) 

𝐹 =
2  ∗  𝑃  ∗  𝑅

𝑃+  𝑅
                                      (3) 

Cosine similarity [28] measures the similarity between two nonzero vectors in an inner product space. 

In NLP, it is commonly employed to evaluate the similarity between two pieces of text by converting 

each text into a vector of word counts or frequencies and finding the cosine of the angle between the 

vectors. The cosine similarity helps identify the degree of alignment of these vectors, indicating 

semantic similarity. This allows for efficient retrieval of sentences (verses) with similar meanings, 

making it a valuable metric for tasks such as semantic search. 
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In the second evaluation, samples of exact, similar and dissimilar queries were sent to these three 

semantic-search models and the results were evaluated based on the cosine similarity between each 

query result and reference verse. 

Finally, sample queries, along with their respective search results, underwent three interpretation 

techniques: SHAP, STS explainer and LIME. Two criteria were employed in selecting the post-hoc 

interpretation techniques. Firstly, the XAI technique should support the Arabic transformer models. 

Secondly, it should support tasks that involve comparing two sentences, such as machine translation, 

question answering and semantic search. Notably, both TransSHAP and LRP were excluded from 

consideration, since they do not support tasks that involve comparing two sentences. The 

interpretation step will explain the two evaluation methods mentioned previously for semantic-search 

models. This process involves three steps: First, a query is sent to each semantic-search model. Then, 

three results are chosen (exact, similar and dissimilar) based on their scores. Finally, each resulting 

verse is compared with the query using the interpretation techniques. More details will be explained in 

the next sections.   

4. EXPERIMENTS 

In this section, we outline the experimental setup utilized in our study, focusing specifically on the 

methodology adopted for interpreting the semantic-search model outcomes and reporting the ultimate 

findings. To test the three semantic-search models, we have developed our testing procedure, where 

we use the sentences mentioned in an official Qur’an exegesis (Tafsir), Qur’anEnc. We fed all 6,236 

verses of interpretation texts (Tafsir) into the semantic-search models. If the reference verse mentioned 

in Tafsir is retrieved among the closest five resulting verses, we consider it as the prediction; 

otherwise, we consider the top retrieved verse as the prediction. Subsequently, we compare these 

predictions with the references from the Tafsir dataset. This procedure is repeated for all 

semantic-search models.  

4.1 Models Evaluation Using Exact, Similar and Dissimilar Sample Queries 

Since BERT is a transformer-based model, its embeddings are contextual and depend on the entire 

input sequence, so that SHAP can be adapted to work with BERT models by approximating the 

Shapley values for token embeddings. Therefore, calculating Shapley values directly becomes 

computationally expensive. To handle this limitation, we have employed sampling sub-sets of input 

tokens to estimate Shapley values for the three BERT models. To do so, we have passed a set of 3 

queries (samples) to three models: CL-AraBERT, ArabicBERT and S-BERT. Then, we measured the 

cosine similarity between the query and the retrieved verses. After that, we interpret samples of them, 

using SHAP and STS-Explainer interpretation techniques in sub-section 4.2. Here, as a first 

experiment, we have applied 3 test cases to validate each of the 3 BERT models:  

1. We have passed an existing text such as علمه البيان (’Alamahu al-bayan \He taught him 

eloquence), as the expected results are the exact match with a similarity of 1.0. The other 

retrievals should be other similar sentences, but not identical. As expected, their cosine 

scores will be less than the exact match. 

2. We have passed a text that does not exist in the Qur’an, but similar to existing words such as 

 Here, the expected results should be verses with words similar to .(Ibrāhīm\Abraham) ابراهام

the query. 

3. The third query uses words neither exist nor are similar to Qur’anic words such as كمبيوتر 
(Kumbiutir \Computer).  

4.2 Model Interpretation Using SHAP 

For each query, all semantic-search transformer models typically operate by retrieving a set of results, 

prioritizing the exact matches if they exist, followed by similar results and then possibly dissimilar 

ones. In this step, we interpret 3 samples from the retrieved verses for exact match, similar and 

dissimilar results using post-hoc interpretation techniques, SHAP and STS explainer.  

First, we search for an existing sentence, such as: علمه البيان (’Alamahu al-bayan \He taught him 

eloquence), so that we could select 3 results: 
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1. Exact match with cosine similarity scores 1.0, such as: علمه البيان (’Alamahu al-bayan \He 

taught him eloquence). 

2. Similar verse with high cosine similarity score, such as القران علم  (’Allama al-Qur’an \He 

taught the Quran). 

3. A verse with a very low cosine similarity score, such as  إنما جزاء الذين يحاربون الله ورسوله ويسعون
ي الأرض

 
 أن يقتلوا ف

ً
فسادا  (Innama jazau alladhina yuharibuna Allah wa rasulahu wa yas’awna fi 

al-ardi fasadan an yuqtalu \Indeed, the penalty for those who wage war against Allah and His 

Messenger and strive upon earth [to cause] corruption is none but that they be killed). 

All these results were picked for the 3 BERT models. So in total, we have 9 results that were passed to 

2 SHAP interpretation techniques. For the first SHAP model, we have tuned a Question Answering 

SHAP technique, to work as a semantic-search model. We assumed that the question was our query 

 and sent it with the context, which was the (Alamahu al-bayan \He taught him eloquence’) علمه البيان

Surah or verse that contained the query. Finally, we have assigned scores to the selected three search 

results to display their relevance. 

SHAP explains the output of the semantic search by attributing the importance of each feature in the 

context to the model prediction (query result). The SHAP summary plots provide many visual details 

that thoroughly explain the machine-learning models in a simple way. First, the summary plots 

provide SHAP scores, f(input), which equals the summation of all the word (feature) scores in the 

context. They provide insights into the contribution of each feature in the context to the model 

prediction for a particular instance of data, in our case, the query result. The words in the context, with 

a positive SHAP score suggest a positive influence on the prediction (query result), while the negative 

score suggests a negative influence on the prediction. The magnitude of SHAP score provides a 

measure of the feature importance relative to other features in the input query. Features with higher 

SHAP values are considered more important in influencing the model prediction. Second, SHAP 

colors in the summary plots are important to investigate the SHAP scores. The red color means a 

positive effect, the blue color means a negative effect and the shade of the color indicates the amount 

of effect. Therefore, dark red means a high positive effect, while light red means a low positive effect. 

In the "STS explanation" step, we interpret the results from another perspective, where another 

technique was utilized from SHAP called STS Explainer. We passed the same three search results 

from the "Search" step to the STS Explainer which was implemented especially for semantic-search 

tasks. The similarity score metric of the STS Explainer is F1 by default and we have fixed it for all the 

upcoming experiments. f(x) shows the similarity between the query and the result, while E(f(X)) 

shows the Expected SHAP score, which is calculated as the mean of all predictions. Just like the 

original SHAP technique, the STS Explainer provides visual interpretation using colors to indicate the 

positive or negative impact of the values, red for positive and blue for negative. STS Explainer also 

provides the SHAP score for each word in both the query and the result sentences, which indicates 

each word contribution to the model prediction that is figured out in the summary plot.  

4.3 Interpretation Using LIME  

In this study, we utilized a surrogate model, specifically LIME, to interpret the outputs generated by 

BERT models when analyzing the Holy Qur’an. We examined two variations of the Qur’anic text: the 

original text, which includes tatweel (elongation marks), tashkeel (diacritical marks), punctuation and 

stop words and a second version where only the tashkeel was removed (the Tanzil Qur’an dataset). 

The Holy Qur’an dataset underwent a detailed normalization process, as described in sub-section 3.2, 

which includes steps such as stop-word removal and character normalization. The text (verses) 

resulting from this process is referred to as "Normalized Verses" in Table 4. In contrast, the Tanzil 

Qur’an version underwent a simpler process, with only the removal of diacritical marks (tashkeel). 

The text resulting from this process is labeled as "Normalized Verses (Tashkeel Removed)" in Table 

4. The primary motivation for these different approaches was to investigate the impact of text 

normalization on model interpretation and similarity assessment. This methodological choice allowed 

us to directly compare how varying levels of text normalization influence the performance and 

interpretability of BERT models.  

To facilitate this comparison, we encoded the verses from these two variations using the Sentence 
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Transformer of our transformer models (CL-AraBERT, ArabicBERT and S-BERT) to get the 

embedding. The Sentence Transformer is a deep-learning model that encodes text into 

high-dimensional vector representations (embeddings) to capture their semantic meaning, facilitating 

efficient comparison and analysis of text data5. These embeddings were then used to calculate cosine 

similarity with the verse علمه البيان (’Alamahu al-bayan \He taught him eloquence), serving as a 

benchmark for assessing verse similarity. 

We adopted a binary classification approach to present these similarities, designating verses as 

"Similar" (label ’1’) or "Not Similar" (label ’0’) based on predefined thresholds of 0.6, 0.8 and 1.06. 

This classification facilitated a structured analysis of the impact of text normalization at varying levels 

of strictness in similarity assessment. The verses were then split into training and testing datasets. The 

outcomes of this approach are detailed in Table 4, which presents the classification results (labels) of 

selected normalized and normalized (tashkeel removed) verses at different similarity thresholds. 

Table 4. Classification outcomes of selected verses at varied similarity thresholds. 

Verses Similarity 

threshold  

Similarity 

value (label) 

Normalized Verses 

علمه البيان -بسم الله الرحمن الرحيم   
Bismillāhi ar-Raḥmāni ar-Raḥīm \In the name of Allah, the Most Gracious, the Most Merciful 

>=0.8 0 

علمه البيان -العالمي   ربّ الحمد لله    
Al-ḥamdu lillāhi rabbi al-’ālamīn\Praise be to Allah, the Lord of all the worlds 

>=0.8 0 

علمه البيان -ثعبان مبي   فإذا هي عصاه  ألق  ف  
Fa’alqā ’aṣāhu fa’idhā hiya thu’ban mubīn \So he threw down his staff and behold! it was a manifest serpent 

>=0.8 1 

علمه البيان -جعلوا القران عضي   الذين    
Alladhīna ja’alu al-qur’āna ’idīn\Those who have made the Quran burdensome 

>=0.8 1 

علمه البيان -بسم الله الرحمن الرحيم     
Bismillāhi ar-Raḥmāni ar-Raḥīm \In the name of Allah, the Most Gracious, the Most Merciful 

>=0.6 0 

علمه البيان -العالمي   ربّ الحمد لله    
Al-ḥamdu lillāhi rabbi al-’ālamīn\Praise be to Allah, the Lord of all the worlds 

>=0.6 0 

علمه البيان -مالك يوم الدين   
Māliki yawmi ad-dīn \Master of the Day of Judgment 

>=0.6 1 

علمه البيان -للمتقي    ىهدفيه ريب لا الكتاب ذلك    
Dhālika al-kitābu lā rayba fīhi hudan lil-muttaqīn \This is the Book about which there is no doubt, a 

guidance for those conscious of Allah 

>=0.6 1 

علمه البيان -علمه البيان   
 ’Allamahu al-bayan \He taught him eloquence 

==1 1 

Normalized Verses (Tashkeel Removed) 
علمه البيان -بسم الله الرحمن الرحيم    

Bismillāhi ar-Raḥmāni ar-Raḥīm \In the name of Allah, the Most Gracious, the Most Merciful 
>=0.8  0 

علمه البيان -الحمد لله رب العالمي       
Al-ḥamdu lillāhi rabbi al-’ālamīn\Praise be to Allah, the Lord of all the worlds 

>=0.8  0 

علمه البيان -وإن عليك اللعنة إلى يوم الدين    
Wa inna ’alayka al-la’natu ilá yawmi ad-dīn \And upon you is the curse until the Day of Recompense 

>=0.8  1 

ي هو العذاب الأليم   علمه البيان -وأن عذات   
Wa anna ’adhābī huwa al-’adhābu al-aleem \And indeed, My punishment is the painful punishment 

>=0.8  1 

علمه البيان -بسم الله الرحمن الرحيم   
Bismillāhi ar-Raḥmāni ar-Raḥīm \In the name of Allah, the Most Gracious, the Most Merciful 

>=0.6  0 

علمه البيان -الذين يؤمنون بالغيب ويقيمون الصلاة ومما رزقناهم ينفقون    
Alladhīna yu’minūna bil-ghaybi wa yuqīmūna aṣ-ṣalāh wa mimma razaqnāhum yunfiqūn \Those who 

believe in the unseen, establish prayer and spend out of what We have provided for them 

>=0.6  0 

علمه البيان -الحمد لله رب العالمي      
Al-ḥamdu lillāhi rabbi al-’ālamīn\Praise be to Allah, the Lord of all the worlds 

>=0.6  1 

علمه البيان -مالك يوم الدين     
Māliki yawmi ad-dīn \Master of the Day of Judgment 

>=0.6  1 

علمه البيان -علمه البيان     
’Allamahu al-bayan \He taught him eloquence 

==1 1 

                                                      
5 https://sbert.net/ 
6 If the similarity between verses and the verse (query) (’Alamahu al-bayan \He taught him eloquence) is greater than or equal to the 

similarity threshold, we set the similarity class to “Similar" else “Not Similar". For example, suppose that we set the similarity threshold to 
0.8 and the similarity score is 0.7, the similarity value will be “Not Similar" since 0.7 is less than the threshold.  
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In Arabic, two words that appear different on the surface can become similar when represented using 

word embeddings due to the language’s rich morphological structure. Arabic is characterized by its 

introflexive, fusional and inflectional nature, which means that words can have different surface 

forms, but share underlying roots and patterns that convey similar meanings or functions [29]-[30]. 

For instance, in verses such as  
َ
بِي  ٌ ف  مُّ

ٌ
عْبَان

ُ
َ ث ا هِي

َ
إِذ
َ
صَاهُ ف

َ
َٰ ع

َ ق 
ْ
ل
َ
أ  (So he threw down his staff and behold, it 

was a manifest serpent) and  
َ
 ع

َ
بَيَان

ْ
 ال
ُ
مَه

َ
ل  (He taught him eloquence), the words البيان (al-bayan) and    مبي 

(mubīn) look different but share the same root  ن –ي –ب (b-y-n), which conveys the meaning of clarity, 

explanation or distinction. When these words are embedded in a vector space, the embeddings capture 

these morphological and semantic similarities, making their vectors close to each other. This closeness 

can be quantified using cosine similarity. 

Our analysis involved a Logistic Regression (LR) model to predict the similarity class (label) of each 

verse in the test dataset. This model was chosen for its simplicity and effectiveness in 

binary-classification problems. Specifically, we trained the LR model on the training dataset and 

utilized TF-IDF (Term Frequency-Inverse Document Frequency) [31] to convert the textual data into 

numerical vectors. Finally, the predicted probabilities from the LR model were then passed to the 

LIME XAI framework for interpretability and explanation of the model’s decisions. 

5. RESULTS AND DISCUSSION 

We delve into the outcomes of the conducted experiments. To understand the intent and context of a 

user query, we pass two evaluation techniques to evaluate both semantic-search models retrieving the 

meaning and the matching keywords. First, the model evaluation using Qur’an exegesis using 

BERTScore and second, the model evaluation using exact, similar and dissimilar sample queries using 

cosine similarity.  

5.1 Model Evaluation Using Qur’an Exegesis 

As mentioned in the experimental-setup section, we compared the three semantic-search model 

predictions with the references from the Tafsir dataset. This procedure is repeated for all 

semantic-search models. Table 5 shows that CL-AraBERT outperformed the other two models with 

0.92, 0.93 and 0.92 for Precision, Recall and F1 BERTScore measurements, respectively.   

Table 5. Test scores for 3 different semantic-search models. 

    CL-AraBERT ArabicBERT S-BERT 

P-BERTScore Eq. 1  0.92 0.79 0.67 

R-BERTScore Eq. 2  0.93 0.81 0.71 

F1-BERTScore Eq. 3  0.92 0.80 0.69 

5.2 Model Evaluation Using Exact, Similar and Dissimilar Sample Queries 

We have passed a set of three sample queries -exact match, similar and dissimilar- to three models: 

CL-AraBERT, ArabicBERT and S-BERT. Then, the cosine similarity is measured between the query 

and the retrieved verses. The results for these experiments are shown in Table 6. 

The exact-match results show identical similarity for the three models, with a cosine score of 1.0 or 

approximately 1 (0.99) for all of them. Even for the other retrieved results, as will be shown in 

experiment 2, they were close to each other. For the similar word, the expected retrieval from  a 

linguistic perspective , is: إبراهيم (Ibrāhīm \Abraham). However, the retrieved verses contain similar 

sub-words (or tokens), not the same word, that got similar embeddings, such as token: "را" (ra). Their 

cosine scores were not very high, which indicates that they are far from the query embedding. For the 

third query, since we have searched for a non-existent word, the retrieved sentences contained similar 

tokens. Hence, the retrieved result for S-BERT, for example, contained sub-token: "  The . (byo) "        ي     ب

proposed results through this experiment have obviously shown that the BERT transformers got the 

same cosine similarity scores, for the exact-match results. Also, variations have been shown for the 

other queries due to their different embedding, even if all of their implementations were BERT-based.    
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Table 6. The top retrieved verse for each query using the three models along with cosine similarity. 

BERT model  البيان علمه : exact match 
(’Alamahu al-bayan \He 

taught him eloquence) 

 similar :إبراهام 
(Ibrāhīm\Abraham)   

 not exist :كمبيوتر
(Kumbiutir\Computer) 

S-BERT  دابرات أمرامفال علمه البيان  
(Fāl-dabirāt amrā\So the 

consequences are decreed.)  

  كراما كاتبين
(Karaman 

kātibīn\Honored 

recorders) 
 0.99  0.83  0.93  

ArabicBERT  إلا المصلين علمه البيان 
(Illā al-muṣallīn\Except the 

ones who pray) 

 عسق
(’Ayn, Seen, 

Qaf\letters, none but 

Allah (Alone) knows 

their meanings)  
 1  0.87  0.84  

CL-AraBERT  لناسإله ا علمه البيان  
(Ilāh al-Nās\God of the 

people)   

 فيها كتب قيمة
(Fīhā kutubun 

qīmah\In it (are) 

valuable books) 

 1  0.76  0.7  

5.3  Model Interpretation Using SHAP 

In this technique, we explain the functioning of the model output. For the CL-AraBERT model, after 

retrieving the exact match and hovering over it among the three options, the resulting SHAP score was 

0.03. This score represents the summation of all scores attributed to the contextual features (words). 

Referring to Figure 3, the blue words in the context negatively impacted the score of the علمه البيان 

(’Alamahu al-bayan \He taught him eloquence) result, while the red tokens positively influenced 

it.Specifically, red words force the SHAP value towards the positive side (arrow from left to right), 

while blue words push the SHAP values from right to left, towards the negative side. The negative and 

positive values shown correspond to the line, representing the magnitude of the influence exerted by 

each word. To compare the similar result with other results of lower and upper similarities, observe 

Table 7.    

Figure 3. SHAP values for exact-match retrieval for CL-AraBERT model. 

After hovering over the similar result علم القران ( ’Allama al-Qur’an\He taught the Quran), as shown in 

Figure 4, the obtained SHAP score was 0.04. This score was determined by summing the SHAP scores 

for both the red and blue words, which, respectively, influenced the positive and negative SHAP 

scores. To compare the similar result with other results of lower and upper similarities, observe Table 

7. 

Figure 4. SHAP values of the query similar retrieval for CL-AraBERT model. 

    
In cases where dissimilar results were observed, it was noted that the SHAP score is 0. This suggests 

that the SHAP values of the words in the context were very low, less than 0.002, indicating their 

negligible impact on the prediction of the SHAP score for the dissimilar results. Figure 5 illustrates the 
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SHAP score of the dissimilar retrievals. 

 أن يقتلوا
ً
ي الأرض فسادا

 
 إنما جزاء الذين يحاربون الله ورسوله ويسعون ف

(Innama jazau alladhina yuharibuna Allah wa rasulahu wa yas’awna fi al-ardi fasadan an 

yuqtalu \ Indeed, the penalty for those who wage war against Allah and His Messenger and strive upon 

earth [to cause] corruption is none but that they be killed)  

  علمه البيان

(’Alamahu al-bayan \He taught him eloquence) 

Figure 5. SHAP values of the query dissimilar retrieval for CL-AraBERT model. 

These outcomes show obviously that the SHAP explanation has fitted the semantic-search outcomes in 

addition to the visual interpretation for each vector effect. All details for the 3 models are mentioned in 

the Supporting Materials 7 . Despite these results, tuning SHAP QA technique revealed some 

shortcomings. For example, the word علمه ( ’Alamahu\He taught him) gave both positive and negative 

indications simultaneously in calculating the SHAP score for similar results, as shown in Figure 5. 

This can be attributed to the intricate nature of language and the contextual nuances present. As SHAP 

utilizes BERT model to score and interpret results, it is expected to reveal words with varying impacts 

simultaneously. BERT score tokens are based on the surrounding context and the overall tone of the 

text, which can result in certain words having mixed effects. Additionally, the SHAP score of the 

exact-match obtained values lower than those of similar results, which contrasts with the outcome of 

semantic-search evaluation either using the Qur’anic exegesis or using the cosine similarity. 

(a) Exact match                              (b) Similar retrieval 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(c) Non-convergence 

Figure 6. STS Explainer scores for CL-AraBERT model. 

                                                      
7 https://github.com/SajaNakhleh/Quranic-semantic-search 
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Consequently, in the "STS explanation" step, we passed the same three search results from the 

"Search" step to the STS Explainer. For the exact-match results, all STS Explainer scores matched the 

predicted similarity, even if sometimes with a very minor difference (less than 0.01). Figure 6a shows 

the same scores for similar words with the same effect on the predicted score, which is the value of 

f(x). The expected scores E(f(x)) were close to the predicted similarity scores f(x), as shown in Fig. 

6b. However, the presence of the phrase  علم القران (’Allama al-Qur’an\He taught the Quran) in a 

sentence resulted in a lower score of 0.67 and negatively affected the model prediction.  For the 

nonconvergence results, expected score E(f(x)) was far from the predicted score f(x) and SHAP 

scores, even if the nonconvergence tokens got high negative affect on the predicted scores. Observe 

Figure 6c. 

Table 7 summarizes the results of 3 scores: cosine similarity score from "Search" step, SHAP scores 

from "SHAP Interpretation" step and STS Explainer similarity scores from "STS Explainer 

Interpretation" step. The observed results strongly support the notion that the outcomes of Arabic 

BERT model are consistent with SHAP results. While the positive SHAP scores (i.e., +0.04 and 

+0.03) indicate a direct relationship; while the neutral SHAP score indicates dissimilar results. STS 

Explainer has presented results that align with the cosine-similarity results of the Arabic BERT model. 

The relationship is direct and positive, as observed from the table (i.e., 0.67 for similar results and 0.21 

for dissimilar results).   

Table 7. Scores of SHAP interpretation and STS explanation experiments for CL-AraBERT. 

ID Result Cosine 

Sim. 

QA 

SHAP 

STS 

Sim. 

A علمه البيان ’Alamahu al-bayan \He taught him eloquence 1 

1 

+

+0.03 1 

B علم القرآن ’Allama al-Qur’an\He taught the Qur’an 0

0.71 

+

+0.04 

0

0.67 
C ي الأرض

 
 أن يقتلواف إنما جزاء الذين يحاربون الله ورسوله و يسعون ف

ً
سادا  0

0.12 

N

Neutral 

0

0.21 
Innama jazau alladhina yuharibuna Allah wa rasulahu wa yas’awna fi al-ardi fasadan an yuqtalu.        

The penalty for those who wage war against Allah and His Messenger and strive upon earth to cause 

corruption is none but that they be killed  

5.4 Interpretation Using LIME  

In this sub-section, we utilize the LIME framework to interpret the predictions made by our logistic 

regression model in the S-BERT model. Specifically, LIME helps explain why the model classified 

certain verses as similar (label ’1’) or not similar (label ’0’). The insights gained from this 

interpretative step are summarized in Table 8. This table presents a comparative analysis of the 

S-BERT model’s performance across various similarity thresholds, taking into account the effects of 

normalization. The model’s assessment is conducted on a single verse from the Holy Quran, 

showcasing its normalized form, the applied similarity threshold, the predicted probability, which 

indicates the likelihood assigned by the model to a particular class for the given instance and the 

resulting similarity classification. 

Preliminary findings highlight a nuanced impact of text normalization on similarity assessment. 

Particularly, the verses evaluated at a similarity threshold of >= 0.8 in Table 8 did not exhibit 

discernible differences between normalized and normalized (tashkeel removed) versions with a 

similarity result of 0. This can be attributed to the high similarity threshold and the significant impact 

of each word (feature) in predicting the "Not Similar" class. For instance, in the verse  يدريك يزكي, which 

has been normalized, both words contributed to the "Not Similar" classification. Similarly, in the verse  

لعله  ,يدريك which has been tashkeel removed, the words ,وما يدريك لعله يزك and يزك had the highest 

impact on predicting the “Not Similar” class. 

In contrast, a slight divergence emerged among verses assessed at a similarity threshold of >= 0.6. For 

instance, in the verse  يدريك يزكي, which has been normalized, the word يزك contributed to the "Not 

Similar" class, achieving a prediction probability of 0.89, while the word  يدريك contributed to the 

"Similar" class, achieving a prediction probability of 0.11. Similarly, in the verse وما يدريك لعله يزك, 
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which has been tashkeel-removed, the words ,وما  had the highest impact on prediction يزك and يدريك 

as “Not Similar”, achieving a prediction probability of 0.79, whereas the word لعله contributed to 

“Similar” class, achieving a prediction probability of 0.21. 

Interestingly, the analysis also indicated that text normalization significantly impacts the assessment of 

text similarity in Arabic. The process of normalization, which includes more than one technique such 

as tashkeel removing, tatweel removing and punctuation and stop-word removal, has been shown to 

improve determining similarity of text by ensuring that only the most distinctive lexical features are 

retained. 

These observations underscore the complex nature of text normalization’s influence on semantic 

analysis when employing BERT models. The findings suggest that while normalization can facilitate 

the identification of superficial textual similarities, it might obscure deeper semantic relationships 

present in the unaltered text. This insight opens up new avenues for research, particularly in the 

development of more nuanced-text preprocessing techniques that balance the need for normalization 

with the preservation of semantic richness. Future studies could explore alternative approaches to text 

preprocessing and their effects on model interpretability and performance, further enriching our 

understanding of the intricate dynamics between text normalization and NLP models. 

Table 8. Comparative analysis of S-BERT model performance across various similarity thresholds 

considering normalization effects. Values in bold represent the prediction probability for class ’Not 

Similar (0)’, while values in parentheses indicate the prediction probability for class ’Similar (1).’ 

Models  Verses  Normalized Forms  Similarity 

threshold 

Prediction 

Probability  

Similarity 

Result  

  
ُ
ه
َ
عَل
َ
 ل
َ
رِيك

ْ
 وَمَا يُد

َ
كَ   يَزَّ

Wa mā yudrikal-la’allahu yazzakkā \And what can 

make you know? Perhaps he [will] purify himself 

 1.00 0.8=< يدريك يزكي 
(0.00) 

0 

S-BERT  
َ
كَ  يَزَّ

ُ
ه
َ
عَل
َ
 ل
َ
رِيك

ْ
 وَمَا يُد

Wa mā yudrikal-la’allahu yazzakkā \And what can 

make you know? Perhaps he [will] purify himself 

 0.89 0.6=< يدريك يزكي 
(0.11) 

0 

  
َ
كَ  يَزَّ

ُ
ه
َ
عَل
َ
 ل
َ
رِيك

ْ
 وَمَا يُد

Wa mā yudrikal-la’allahu yazzakkā \And what can 

make you know? Perhaps he [will] purify himself 

 1.00 0.8=< وما يدريك لعله يزك
(0.00) 

0 

  
ُ
ه
َ
عَل
َ
 ل
َ
رِيك

ْ
 وَمَا يُد

َ
كَ يَزَّ  

Wa mā yudrikal-la’allahu yazzakkā \And what can 

make you know? Perhaps he [will] purify himself 

 0.79 0.6=< وما يدريك لعله يزك
(0.21) 

0 

In our experiments, we have compared the performance of our proposed explainability technique on a 

semantic-search task with the previously proposed explainability techniques by El Zini et al. [25] on a 

similar task. Our method has used only AraBERT-based models, while the method by El Zini et al. 

used eight different models for English texts, two of which were BERT-based. We have found that our 

method achieved very close outcomes. El Zini et al. used an additional XAI technique called: anchor, 

while we have used STS Explainer as an additional XAI technique. 

The results are different from sentiment analysis, which is a classification task. Our task measures the 

scores for the query versus the retrieved results. Furthermore, the accuracy of the model is not 

measured in the sentiment-analysis tasks proposed by El Zini et al. Our results demonstrate that SHAP 

and LIME align with the BERT transformers for the Arabic language. However, it is important to note 

that our experiment is limited to a specific domain (i.e., Qur’anic text) and further research is needed 

to generalize the findings. 

6. CONCLUSION AND FUTURE WORK 

We study the opacity of Arabic transformer models using SHAP and LIME interpretation techniques, 

applying these to benchmark Qur’anic semantic search within the Qur’anEnc dataset. Our findings 

reveal that SHAP interpretations align closely with BERT model predictions, highlighting their 

effectiveness in predicting correct results. Specifically, our experiments demonstrated that SHAP and 

STS Explainer scores correlate with cosine similarity in exact-match retrievals, with CL-AraBERT 

showing significant positive effects for exact matches. Interestingly, nonconvergence retrievals 

exhibited divergent scores, suggesting areas for further investigation. Additionally, our analysis using 
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LIME of text normalization impact on BERT models’ performance revealed that unnormalized texts 

yield more logical similarity scores in certain instances. These insights not only shed light on the 

interpretability of Arabic transformer models, but also underscore the nuanced influence of text 

normalization on semantic-search tasks. In the future, our objective is to extend our examination to 

include AraT5 and AraGPT models, thereby enhancing our understanding and interpretation of Arabic 

transformers. This endeavor will undoubtedly contribute to the robustness and reliability of future 

Arabic-language processing tools.  
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 ملخص البحث:

راسووووووة فوووووو  تاسووووووير الاووووووة بموووووواطو ته  وووووو  بالل غووووووة ال ربيووووووة توووووو   ت   ردووووووا تغوووووو ا دوووووو   الد  

دلالات الألاووووووا خ فموووووون لوووووول  دراسووووووة  الووووووة   وتكيياهووووووا للمهووووووا   المت ل  ووووووة بالبهوووووو  فوووووو  علوووووو 

وووووووم ب ب ووووووو   بت  يووووووور تلوووووووت الن مووووووواطو فووووووو  اسوووووووتر ا  م ل موووووووات  مووووووون ال ووووووور ن الكووووووور  ب  مرك 

وووووووو   علوووووووو  عمليووووووووات ات يوووووووواط ال وووووووورار SHAP( و  LIMEباسووووووووتيدا  ت نيتوووووووو    (ب لإل ووووووووا  ال  

ووووووود الد راسوووووووة الت هووووووود  ات الار ووووووود  التووووووو  تار وووووووها الن صووووووو  ا فووووووو  الن مووووووواطو المدروسوووووووةخ وتيك 

ووووواافية  وووووة  ال ر بيوووووةب كموووووا تمبوووووين أن  الن مووووواطو المدروسوووووة ت مووووو  علووووو    ووووواد  ال   ال ربيوووووةب وبياا 

وووووووة  بالن سوووووووبة للووووووون     وقابليوووووووة الت اسوووووووير لأبلموووووووة البهووووووو  فووووووو  علووووووو  دلالات الألاوووووووا ب وبياا 

ال ر بوووووو خ وقوووووود أابتووووووخ الن توووووواال أن  اسووووووتيدا  الت نيووووووات الموووووو ك ر  موووووون  وووووو به أن   موووووو  علوووووو  

 تا اتنتسوووووووولاا   وووووووو   لووووووووإ ةفا وووووووولإاب ب هووووووووبلا ديووووووووق وطاموووووووون  للالد الليووووووووة  ت  ووووووووي  ا ليووووووووات

   دوووووو ةمداسووووووم ن  إ    وووووولا نكووووووم و خر هوووووومجلا نموووووو عسوووووووأ ة  ه ر وووووول ة   وووووواتم اهوووووونم ةصووووووليتسملا

 قلوووووو ت  اموووووويف  اجووووووملا  نووووووغتم  بةهوووووو  نمووووووف خنيهوووووو و تاط  دوووووو  هووووووبلا  اجووووووم  فوووووو ةسووووووارد  لا

ووووووووايبو بةيووووووووبر لا ةغوووووووول  لاب ا صوووووووون  لا  فوووووووو  ااووووووووللأا تلالاد  لووووووووع  فوووووووو  هووووووووبلاب     ن  لووووووووا ةا 

 انووووومهف م وووووم ت  فووووو ةمديتسوووووملا تايووووون ت  لا نمووووو  داووووواالا ني  بوووووت  هوووووف ىرلوووووأ ةهووووو  نموووووو ب بووووو ر لا

 خةين د  لا قااا لاو ا صن  لل

ووووو     فووووو  هسوووووتم  نأ اهب  ووووو نمووووو ةسووووواردلا   دووووو ن  أ رك   لووووواب ر دجووووولاو ووووولا رس    ل ووووو ت تايووووون ت نيبووووو     هم

ووووووووو  ن  ل وووووووووا نيمديتسوووووووووملا تا وووووووووايت او ةمووووووووود تملا ةلووووووووو ا  ا   صوووووووووب فا وووووووووكتسا  لوووووووووإ ن    س 

 خ ب ر لا    ن  لا  د امك ب" د    م"
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