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ABSTRACT 

Automatic Facial Expression Recognition (FER) systems provide an important way to express and interpret the 

emotional and mental states of human beings. These FER systems transform the facial image into a set of features 

to train a classifier capable of distinguishing between different classes of emotions. However, the problem often 

posed is that the extracted feature vectors sometimes contain irrelevant or redundant features, which decreases 

the accuracy of the induced classifier and increases the computation time. To overcome this problem, 

dimensionality must be reduced by selecting only the most relevant features. In this paper, we study the impact of 

adding the "Wrapper" selection approach and using the information provided by different local regions of the face 

such as the mouth, eyes and eyebrows, on the performance of a traditional FER system based on a local geometric 

feature-extraction method. The objective here is to test and analyze how this combination can improve the overall 

performance of the original traditional system. The obtained results, based on the Multimedia Understanding 

Group (MUG) database, showed that the FER system combined with the proposed feature-selection strategy gives 

better classification results than the original system for all four classification models; namely, K-Nearest Neighbor 

(KNN) classifier, Tree classifier, NB classifier and Linear Discriminant Analysis (LDA). Indeed, a considerable 

reduction (up to 50%) in the number of features used and an accuracy of 100%, using the LDA classifier, were 

observed, which represents a significant improvement in terms of computation time, efficiency and memory space. 

Furthermore, the majority of relevant features used are part of the "eyebrows’ region", which proves the 

importance of using information from local regions of the face in emotion recognition tasks. 
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1. INTRODUCTION

In the field of FER, which is one of the most important topics in image processing and computer vision, 

feature selection is a crucial step used to extract the most relevant information from images, thus 

improving performance of the model in various modalities, including two-dimensional (2D), three-

dimensional (3D) and temporal data. For 2D FER, feature selection involves identifying and choosing 

relevant facial features that capture the information needed for expression recognition while 

minimizing irrelevant data. Whereas, for complex and diverse data, such as 3D and temporal facial 

expressions, where different angles and movements must be considered, a specific feature-selection 

approach tailored to the unique feature of each data type, allows the development of more precise and 

more robust models having a positive effect on the overall performance of the FER [1]-[2] system. 

In the context of the 2D FER, several techniques for feature selection have been proposed in the 

literature. For example, in [3] the authors used the Relief-F feature-selection method to select the top- 

ranked features for each facial expression. In this method, features are classified in sequential order 

based on their variance values. After that, the selected features are used to train and test six classifiers 

which are Multi-Layer Perceptron (MLP), Random Forest (RF), Decision Tree (DT), Support Vector 

Machine (SVM), K-Nearest Neighbor (KNN) and Radial Basis Function (RBS). The results given in 

[3] showed that the KNN classifier is the most accurate classifier among the others with a total accuracy

rating equal to 94.93% using the Cohn-Kanade (CK+) database. 

Mahmood [4] applied both the Chi-square and Relief-F feature-selection methods to select the top- 
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ranked features. The latter ones were then used to distinguish the most accurate classifier among the 

four classifiers which are the SVM, the KNN, the DT and the RBS. The obtained experimental results, 

based on the CK+ database, showed that KNN is the most accurate classifier for both feature-selection 

methods. Indeed, the average accuracy rate, corresponding to the KNN classifier, is 94.18% for the 

Chi- square method and 94.93% for the Relief-F method. 

Ewees et al. [5] proposed an optimization method, called Sine-Cosine Algorithm (SCA) for feature 

selection. This method, which is a metaheuristic algorithm that utilizes the mathematical forms of sine 

and cosine functions to perform the optimization problems, was used to improve the performance of a 

real-time system intended to recognize student's facial expression. The performance of this method 

was evaluated on a database of Students’ Facial Expression (SFE), using various classifiers including 

KNN, RF and SVM. The experimental results showed that the KNN classifier achieved the best 

performance with a remarkable reduction in the number of features. 

Cossetin et al. [6] proposed a hybrid method to select relevant features and reduce dimensionality as 

well as computational complexity. In this method, the authors combined the “Filter” approach, in 

which features were ranked by relevance using techniques such as Correlation-based Feature Selection 

(CFS), Relief-F and Information Gain (IG), with the “Wrapper” approach. The latter one makes it 

possible to progressively optimize the sub-set of the most discriminating features for each pair of 

expressions. The results obtained in [6] demonstrated that this combination overcomes the limitations 

of existing methods while avoiding reliance on reference points and improving SVM classification 

accuracy. 

Dino and Abdulrazzaq [7] compared different feature-selection methods for FER using multi- 

classification algorithms such as KNN, MLP, DT (J48) and NB. The comparison here, the main 

objective is to determine the best classifier capable of achieving an acceptable accuracy rate, is carried 

out on the basis of three feature-selection techniques; namely, CFS, the Gain Ratio (GR) and IG. The 

experimental results, based on the CK+ database, showed that the KNN classifier was the best, with 

an accuracy of 91% using only 30 features. 

Wang et al. [8] proposed a feature-fusion model of multiple feature selection, realized by the measure 

of the RV correlation coefficient, to increase the performance of the FER system. Four kinds of 

features; namely, Local Binary Patterns (LBP), Pyramid of Histogram of Oriented Gradients (PHOG), 

Histogram of Oriented Gradients (HOG) and Gabor features are selected for fusion. In addition, 

Canonical Correlation Analysis (CCA) and Principal Component Analysis (PCA) sub-spaces are used 

to fuse selected features. The experimental results, based on the Japanese Female Facial Expression 

(JAFFE) and CK databases (using an SVM classifier) demonstrated that the proposed model improves 

performance and eliminates feature redundancy. 

Li et al. [9] proposed an Iterative Universum Twin SVM (IUTWSVM) using Newton method for the 

classification of multiclass emotions by means of facial-expression analysis. This innovative approach, 

which integrates an iterative method, aims to improve feature selection and classification performance 

while reducing computational costs. To improve Universum's data selection and ensure that it 

effectively contributes to the classification task, the authors introduced a new system based on 

information entropy. Experimental results based on benchmark databases demonstrated that the 

IUTWSVM approach outperforms existing algorithms, in terms of classification accuracy and learning 

efficiency. This is true for both binary and multiclass facial emotion-recognition tasks. 

Talaat et al. [10] developed a real-time emotion-identification system to detect autism spectrum 

disorders (ASDs) in autistic children. The proposed system integrates an autoencoder-based feature-

selection method implemented in a Deep Convolutional Neural Network (DCNN) architecture. The 

results obtained demonstrated that this autoencoder achieved a remarkable accuracy of 95.23% with 

the Xception model. Additionally, it improves real-time emotion detection, thus providing an advanced 

technological solution adaptable on various smart devices. 

Always in the context of improving the performance of FER systems, the authors in [11] used Active 

Shape Models (ASM) proposed by Cootes et al. in [12] to study the positioning of 24 facial landmarks 

(four marks for the mouth, four marks for each eye and six marks for each eyebrow). At this stage, 

several classifiers were also used to determine which of them gave the best results in identifying seven 

emotions; namely, happiness, anger, sadness, surprise, disgust, fear and neutral. The results presented 
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in [11] demonstrated that this approach has advantages in terms of robustness and interpretability. 

Additionally, it is stable to illumination changes and is invariant to global transformations such as face 

rotation and scaling. 

To sum up, each of the various methods has its own set of limitations. For instance, Relief-F is a 

supervised method that calculates feature weights based on their relevance to other features, but it may 

struggle with noisy data. Chi-square measures the relationship between features and the target variable 

through statistical analysis. Nevertheless, it is less effective for non-linear relationships. The SCA 

employs mathematical functions for feature selection and global optimization, but can converge to 

local optima. Splitting a multi-class problem into binary ones simplifies the classification process, but 

may overlook the relationships between classes. Correlation evaluates the linear relationship between 

features and the target, but may not capture non-linear associations. GR and IG, which rely on entropy, 

can detect non-linear relationships, but might favor features with more values. RV correlation is a non- 

parametric method that captures both linear and non-linear relationships, although it can be 

computationally intensive. The autoencoder approach, based on neural networks, excels at learning 

non- linear feature relationships, but requires substantial data and computational resources [13]-[16]. 

Finally, for ASM-based approach, using the set of all extracted features, without selecting the relevant 

ones, increases the complexity in terms of computation time and memory space and likely reduces the 

accuracy caused by the curse of dimensionality. 

The aim of this work is to demonstrate the efficiency and impact of adding a feature-selection step to 

the FER process, on the one hand and to conduct, on the other hand, a study on the effect of local facial 

regions such as the mouth, eyes and eyebrows on the performance of the FER system. This study will 

make it possible to determine the local facial regions containing the most important local features to 

ensure good recognition of facial emotional expressions. To achieve this, in this paper, we propose a 

modified enhanced FER system based on that given in [11]. In other words, we will integrate a 

“Wrapper” approach to remove redundant or irrelevant features that can degrade the classification 

model's performance and processing time. The reminder of this paper is organized as follows. Section 

2 presents the related work. Section 3 describes the proposed modified enhanced FER system. In 

section 4, the experimental results, based on the MUG database, together with a performance 

comparison are given. We end with a conclusion. 

2. RELATED WORK

A schematic overview of the proposed Silva et al. FER [11] system is shown in Figure (1). As 

illustrated in this figure, the latter system includes three functional blocks. The first one characterizes 

the face-detection function and the second is facial feature extraction and normalization. Finally, the 

last functional block represents facial-expression classification. 

Figure 1. A schematic overview of the traditional FER system proposed in [11]. 

The principle of each of these blocks is given below. 

2.1 Face-detection Block 

In [11], faces are located using the algorithm proposed by Viola and Jones [17], which consists of two 

main steps: Haar-like feature extraction and AdaBoost classification. 
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2.2 Feature-extraction Block 

After the face-detection step, features are extracted using the ASM method proposed by Cootes et al. 

[12]. ASM is a feature-matching method based on a statistical model [18] comprising two stages. In 

the first one, each structured object is represented by a set of landmarks manually placed in each image. 

In the second stage, the landmarks are automatically aligned to minimize the distance between their 

corresponding points. Then, the ASM creates a statistical model of the facial shape that iteratively 

deforms to fit the model in a new image [11]. The optimal number of facial landmarks ensuring better 

facial expression-recognition performance is chosen 24 [11]. This number, which ensures the 

maximum precision ratio, was chosen after an evaluation test based on 9 sets of facial landmarks 

containing 4, 12, 20, 24, 27, 35, 39, 55 and 76 landmarks. Table 1 describes the number of landmark 

points extracted for each facial region utilized. 

Table 1. Number of landmark points extracted for each facial region. 

Facial region Number of landmark points 

Mouth 4 

Left eye 4 

Right eye 4 

Left eyebrow 6 

Right eyebrow 6 

Total 24 

The choice of facial regions is based on the fact that facial expressions are deformations of the main 

permanent areas of the face (mouth, eyes, …etc.). These local areas contain most of the emotional 

information [19]-[20], which makes it possible to clearly recognize different emotions according to 

different deformations. 

2.3 Feature-normalization Block 

In this step, the Generalized Procrustes Analysis (GPA) is used to accomplish the following: 

 Normalizing the extracted landmarks;

 Eliminating the effects of scale, rotation and translation in the landmarks’ set;

 Decreasing the variations between the corresponding landmarks and search for the best fit.

GPA is a standard multivariate statistical method widely applied in shape analysis. To find the optimal 

superposition of two or more configurations, GPA involves three transformations; namely, translation, 

rotation and scaling [21]. Figure (2) shows the features extracted from the surprise expression using 

the MUG database. Figure 2(a) shows the raw data and Figure 2(b) shows the data normalized with 

GPA. 

(a) (b) 

Figure 2. Landmark normalization: (a) Raw data (b) Normalization with GPA [11]. 
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2.4 Facial-expression Classification Block 

The final step of this FER system is the classification of facial expressions, which is achieved in [11] 

using several classifiers; namely, KNN [22], NB [23], LDA [24] and DT [15] classifiers. First, the 

KNN algorithm, one of the most popular algorithms for pattern recognition, predicts the test sample’s 

category according to the 𝐾 training samples that are its nearest neighbors, then determines the 

category by selecting the one with the highest category probability [25]. Second, NB is a statistical 

classifier based on Bayes’ theorem, assigning the most likely class to a given example described by its 

feature vector. Third, LDA involves finding the projection hyperplane that minimizes the interclass 

variance and maximizes the distance between the projected means of the classes [26]. Finally, the DT 

classification algorithm establishes the relationship between the input attributes and the output 

attributes to build a model that predicts the desired class with the highest accuracy [27]. 

3. PRINCIPLE OF THE PROPOSED ENHANCED FER SYSTEM

Figure (3) shows the proposed modified schematic diagram of the FER system. As illustrated in this 

figure, our main contribution is the adoption of a feature-selection phase for the original FER system 

to determine how much its overall performance can be improved. 

Figure 3. Schematic overview of our proposed modified FER system. 

According to this FER system, using both ASM and GPA methods, 48 features (48 = 24 × 2: 

representing the Cartesian coordinates of 24 landmark points) are extracted from the face image and 

are also normalized. The feature vector is then constructed according to the following equation: 

𝐹𝑖,𝑗⃗⃗⃗⃗ = (𝑓1, 𝑓2, … . . , 𝑓𝑛) (1) 

Where: 

𝑖 and 𝑗 denote the i-th landmark set for the j-th facial expression; 𝑛 = 24, is the number of extracted 

landmarks; 𝑓 = (𝑥, 𝑦), is the Cartesian coordinates for landmark 𝑓. 

The 48 local features, resulting from the feature extraction, are given as follows: 

mx1, my1, mx2, my2, mx3, my3, mx4, my4 

lex1, ley1, lex2, ley2, lex3, ley3, lex4, ley4 

rex1, rey1, rex2, rey2, rex3, rey3, rex4, rey4 

lwx1, lwy1, lwx2, lwy2, lwx3, lwy3, lwx4, lwy4, lwx5, lwy5, lwx6, lwy6 

rwx1, rwy1, rwx2, rwy2, rwx3, rwy3, rwx4, rwy4, rwx5, rwy5, rwx6, rwy6 

with: 

(𝑚𝑥𝑖, 𝑚𝑦𝑖) are the Cartesian coordinates of the 4 landmarks positioned on “the mouth”; (𝑙𝑒𝑥𝑖, 𝑙𝑒𝑦𝑖) are 

the Cartesian coordinates of the 4 landmarks positioned on “the left eye”; (𝑟𝑒𝑥𝑖, 𝑟𝑒𝑦𝑖) are the Cartesian 

coordinates of the 4 landmarks positioned on “the right eye”; (𝑙𝑤𝑥𝑖, 𝑙𝑤𝑦𝑖) are the Cartesian coordinates 

of the 6 landmarks positioned on “the left eyebrow”; (𝑟𝑤𝑥𝑖, 𝑟𝑤𝑦𝑖) are Cartesian coordinates of the 6 

landmarks positioned on “the right eyebrow”. 

After feature extraction and normalization, in our proposed FER system, we integrated a selection 

approach to select the best relevant features. There are three main approaches to feature selection 

commonly discussed in the literature: "Filter" approaches, "Wrapper" approaches and "Embedded" 

approaches [28]-[30]. Filter-based approaches, which select features independently of any classifier, 

evaluate features based on their statistical properties or correlation with the output variables without 
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considering the interaction with the classifier. These approaches provide a quick and easy way to 

eliminate irrelevant or redundant features before applying more complex modeling techniques. 

Wrapper-based approaches involve selecting an optimal sub-set of features by directly minimizing the 

classification error. Unlike filter approaches, Wrappers approaches evaluate feature sub-sets by using 

a specific classifier, thus accounting for the interaction between feature sub-sets and the classifier’s 

performance. This iterative process allows for more accurate selection of features that directly 

contribute to the classifier’s performance. Embedded approaches integrate feature selection directly 

into the model training process, simultaneously optimizing both model parameters and feature 

selection [5]-[31]. In this work, we propose the use of "Wrapper" approach that can select the most 

relevant features that are more robust to variations such as changes in angle, illumination and occlusion 

present in real data [32], as well as inter-individual differences in emotional expression [33]-[34]. In 

fact, feature relevance can help resolve issues like insufficient feature extraction and inaccurate class 

representation. It can also mitigate the problem of relying on a single similarity measure by allowing 

a more exhaustive exploration of the feature space and selecting the feature sets best suited to the 

specific classification task [35].  

"Wrapper" approach can be used dynamically to select the best features at each stage of model training, 

allowing the model to continually adapt to new data and inter-domain variations that may arise, thus 

increasing its robustness [36]. In the context of a search strategy, this approach involves selecting an 

algorithm that searches for the optimal sub-set of features based on a given objective function. This 

transforms the feature-selection problem into an optimization problem, where the goal is generally to 

maximize classification accuracy while reducing the size of the corresponding feature sub-set. There 

are many search strategies that can be used in the “Wrapper” selection approach. These can be grouped 

into three categories: (i) exponential-complexity strategies, (ii) population-based approach strategies 

and (iii) sequential-selection strategies [37]. In our study, we introduced a selection approach which 

combines the principle of exponential-complexity strategies with that of sequential selection strategies. 

Specifically, we evaluate every probable sub-set of features to pinpoint the optimal sub-set. At the 

same time, we utilize Sequential Forward Selection (SFS), an iterative method that systematically 

incorporates features from a candidate set. This dual strategy harnesses the robustness of exponential 

methods to achieve optimal solutions and leverages the efficiency of sequential strategies to enhance 

the feature-selection process. In what follows, we will give the principle of our proposed selection 

algorithm. The flowchart depicted in Figure 4 shows the first three iterations of the feature-selection 

process integrated in the proposed FER system. 

As depicted in this figure, the process begins with an empty set devoid of any features. In each iteration, 

every feature from the initial set is tested to assess its impact on the system's overall performance. 

Subsequently, the best-performing feature is added to the empty set and the process continues by 

testing combinations of this resultant set with the remaining features. The general procedure of this 

process can be given as follows: 

Step 1: Initialization 

Parameter Set: Start with an empty set of features, '𝑆', to be selected from the initial set of features, 

𝐹';  

Set 𝐹 ← “Initial set of n features”; 

𝑆 ← “Empty subset”; 

Basic Models: KNN, DT, NB, LDA; 
Performance Criterion: Accuracy maximization; 

Step 2: First feature to be selected 

1. Test each feature individually:

 Train the model with each feature individually;

 Evaluate the model’s performance for each case:

∀ 𝑓𝑖 ∈ 𝐹, calculate the accuracy using 𝑓𝑖 ; 

 Select the feature, '𝑓𝑠1', that gives the best performance;

 Add the best feature ‘𝑓𝑠1’ to the sub-set 'S' and remove it from the set '𝐹';

𝐹 ← 𝐹 − {𝑓𝑠1}; 

𝑆 ← {𝑓𝑠1}. 
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Step 3: Progressive feature Addition 

1. Combination with the best feature:

 For each feature 𝑓𝑖 in set 𝐹, combine it with the sub-set 𝑆;

 Train the model on the new 𝑆 ∪ {𝑓𝑖} set;

 Evaluate performance and add the feature that yields the greatest improvement;
2. Repetition of the feature-selection process until all features are tested:

 Continue adding features one at a time, testing each combination, until all

features have been tested. 

Figure 4. The first three iterations of the feature-selection process integrated in our proposed FER 

system. 

Note here that our proposed Wrapper-based approach carefully selects features during the training 

phase and applies these same feature columns to the test set without reselecting features for the latter. 

This approach ensures that the performance metrics obtained during testing reflect the true 

generalizability of the selected features and the trained model. Consistency in the selection and 

application of feature columns aims to provide reliable and accurate predictions for unseen data, 

thereby reinforcing the validity of our method for real-time applications and diverse databases. 

For the classification task, we have used KNN, NB, LDA and DT classifiers to find the optimal 

recognition performance. Although the study in [11] reports that LDA performs better, we decided to 

test various classifiers, because the effectiveness of our feature-selection approach is directly related 

to the classifier's performance. Indeed, by systematically eliminating irrelevant or redundant features, 

our approach could achieve better performance in terms of system response time while maintaining 

relatively acceptable recognition accuracy when using classifiers other than LDA. Therefore, 

evaluating the proposed approach using all the classifiers has two advantages: 
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1. It validates the results reported in [11];
2. It ensures a thorough evaluation of the classifiers to determine the best combination, potentially

leading to a more efficient and responsive FER system. 

Although most recent work in the field of facial-expression recognition focuses on deep learning-based 

approaches, our work centers on traditional classification models. The main objective is to assess to 

what extent our "Wrapper" feature-selection approach can enhance the performance of the recognition 

system while exploring different model types. Once we have demonstrated the effectiveness of this 

approach across various classifiers, we can consider generalizing its use to deep learning-based 

approaches. 

In the following section, we will show the contribution of this method to the proposed FER system, by 

comparing the results obtained before and after its addition. 

4. EXPERIMENTAL RESULTS AND DISCUSSION

To test the performance of the proposed modified FER system, it is evaluated on the MUG database. 

The latter one, proposed by [38], consists of image sequences of 86 subjects (35 women and 51 men), 

aged from 20 to 35 years and of Caucasian origin, performing facial expressions. Our experimental 

paradigm is carried out in person-independent mode where no subjects used for testing appear in the 

training set. Experiments were performed based on 1260 images (180 images for each facial 

expression), 840 for the training phase (560 images of men and 280 images of women) and 420 for the 

tests (280 images of men and 140 images of women). 

Regarding the work environment, Table 2 outlines the key specifications and software setup of the 

system used for our work. 

Table 2. Technical specifications and environment. 

Software/Hardware Specification details 

System Windows 10 Professional, 64-bit 

Processor Intel (R) Core (TM) i5-4300U at 2.49 𝐺𝐻𝑧 

RAM 4 𝐺𝐵 

Environment MATLAB R2023a 

Toolbox used MATLAB's Statistics and Machine Learning Toolbox 

The analysis and discussion of the obtained results are divided into three sub-sections, presented below. 

4.1 The Impact of Adding a Feature-selection Approach on FER System Performance 

As explained earlier in the principle of the proposed FER system, after applying the “Wrapper” feature-

selection approach to each feature vector (resulting from the extraction of local features for each image 

of the database using the ASM method), four classification models are used to classify test images into 

one of seven universal facial-expression classes. The results, obtained using the most relevant features 

selected by the KNN, DT, NB and LDA classifiers are presented in Tables 3, 4, 5 and 6, respectively. 

Here, the performance metric used to evaluate the classification performance is the accuracy, which 

represents the number of correctly predicted data items among all the data. It is given by: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑i=1…n,j=1…n[prediction(i,j)]|i  = j

∑i=1…n,j=1…n[prediction(i,j)]
×  100 (2) 

with: 𝑖: the predicted class; 𝑗: the correct class; 𝑛: the number of classes. 

The classification, using the KNN classifier, was carried out by measuring the Euclidean distance with 

different values of the nearest neighbor 𝐾. 

As shown in Table 3, for the KNN classifier, the best accuracy, with a percentage equal to 85.48%, is 

obtained for 𝐾 = 1. The classification results, obtained using the DT classifier (according to different 

minimum numbers of leaf-node observations), reached a maximum accuracy of 70.48% for a minimum 

leaf size equal to 3 (see Table 4). Similarly, an accuracy of 69.29% is obtained using the NB classifier 

with Normal (Gaussian) distribution (see Table 5). Finally, the classification results using LDA (for 

three discriminant types; namely, linear, diagLinear and diagQuadratic) are shown in Table 6. As 
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shown in this table, the best result, with an accuracy of 100%, is obtained using a linear discriminative 

function. 

Table 3. Classification results using the KNN classifier. 

𝑲 value Maximal Accuracy (%) 

Silva et al. FER system [11] Our proposed FER system 

1 75.23% 𝟖𝟓. 𝟒𝟖% 

3 76.42% 𝟖𝟑. 𝟓𝟕% 

5 75.71% 𝟖𝟑. 𝟓𝟕% 

7 75.23% 𝟖𝟒. 𝟐𝟗% 

9 75.95% 𝟖𝟑. 𝟑𝟑% 

Table 4. Classification results using the DT classifier. 

Minimum number of 

branch node observations 

Maximal Accuracy (%) 

Silva et al. FER system [11] Our proposed FER system 

3 58.09% 𝟕𝟎. 𝟒𝟖% 

5 58.80% 𝟔𝟖. 𝟎𝟗% 

8 58.33% 𝟔𝟔. 𝟒𝟑% 

10 58.57% 𝟔𝟗. 𝟓𝟐% 

15 58.10% 𝟕𝟎% 

Table 5. Classification results using the NB classifier. 

Distribution Maximal Accuracy (%) 

Silva et al. FER system [11] Our proposed FER system 

Normal 58.33% 𝟔𝟗. 𝟐𝟗% (with 16 features) 

Kernel 58.57% 𝟔𝟗. 𝟐𝟖% (with 18 features) 

Table 6. Classification results using the LDA classifier. 

Discriminant 

Type 

Maximal Accuracy (%) 

Silva et al. FER system [11] Our proposed FER system 

Linear 99.71% 𝟏𝟎𝟎% 

diagLinear 62.34% 𝟕𝟎. 𝟒𝟖% 

diagQuadratic 60.07% 𝟔𝟗. 𝟐𝟗% 

A summary of the comparison of the best results between the FER system of Silva et al. [11] and the 

FER system proposed in this work for the four abovementioned classifiers is shown in Table 7. As 

shown in this table, the proposed modified FER system provides better performances in all cases. In 

fact, as illustrated in the same table, by integrating the “Wrapper” feature-selection approach into the 

traditional system, the proposed modified system achieves an improvement in accuracy between 0.3% 

and 12%. Moreover, it reduces in the length of the selected feature sub-set which results in a reduction 

in the number of features between 50% and 77.08%, compared to the original system, for almost 

identical accuracy or even better. 

Simulations utilizing MATLAB tool are performed to evaluate the response time corresponding to the 

four FER classifiers-based systems before and after incorporating our proposed feature-selection 

approach. As shown in Table 8, knowing that the NB classifier has the greatest response time (which 

represents 100%), the results demonstrate the considerable improvement in response time for all 

evaluated classifiers. Specifically, the KNN classifier's response time decreased from 58.82% to 

4.31%, followed by the DT with response time of 4.73% after integrating our feature-selection 

approach. Similar response times are approximately observed for NB (5.66%) and LDA (4.63%), 

respectively, illustrating that reducing data complexity through feature selection can significantly 

speed up classification processes while maintaining comparable performance levels. 
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Table 7. Performance comparison between the FER system of Silva et al. [11] and the proposed one. 

Classifier 
Silva et al. FER 

system [11] 

Our proposed FER 

system Improvement 

in accuracy 

Rate of 

reduction in 

the number of 

features 
Accuracy 

(%) 

Feature 

Dimension 

Accuracy 

(%) 

Feature 

Dimension 

KNN 76.42% 

48 

𝟖𝟓. 𝟒𝟖% 𝟏𝟔 𝟗% 𝟔𝟔. 𝟔𝟕% 

DT 58.57% 𝟕𝟎. 𝟒𝟖% 𝟏𝟏 𝟏𝟏. 𝟗𝟏% 𝟕𝟕. 𝟎𝟖% 

NB 58.33% 𝟔𝟗. 𝟐𝟗% 𝟏𝟔 𝟏𝟎. 𝟗𝟔 % 𝟔𝟔. 𝟔𝟕% 

LDA 99.71% 𝟏𝟎𝟎% 𝟐𝟒 𝟎. 𝟐𝟗% 𝟓𝟎% 

Table 8. Time-response comparison between the FER system of Silva et al. [11] and the proposed one. 

Classifier Response Time in % (NB: 𝟏𝟎𝟎%) 

Silva et al. FER system [11] Our proposed FER system 

KNN 58.82% 𝟒. 𝟑𝟏% 

DT 67.49% 𝟒. 𝟕𝟑% 

NB 100% 𝟓. 𝟔𝟔% 

LDA 74.15% 𝟒. 𝟔𝟑% 

Figure (5) reveals how our proposed FER system outperforms, in terms of accuracy and number of 

processed features, the original system [11]. In fact, the increase in accuracy can be clearly observed 

with a reduction in the number of features used in the recognition process. Therefore, we can conclude 

that feature selection helps improve the recognition accuracy through the removal of redundant and 

irrelevant features, while also reducing the classifier training time. 

      Figure 5. (a) Comparison of the accuracy            Figure 5. (b) Comparison of feature dimensions 

     between the FER system of Silva et al. [11]            between the FER system of Silva et al. [11] 

 and the proposed system.                                        and the proposed system. 

4.2 Analysis of the Curse of Dimensionality Phenomenon 

The term "curse of dimensionality" was introduced, for the first time, by Richard E. Bellman [39] to 

describe the phenomenon of exponentially increasing the amount of data with dimensionality. From a 

theoretical point of view, increasing the data dimension adds more information and therefore improves 

performance. However, in practice, this principle is not always valid. Indeed, in most cases, increasing 

the dimension leads to increased noise and redundancy during the analysis operation. 

In what follows, we will study the impact of this phenomenon on the results of the original FER system. 

In addition, we will see how the “Wrapper” selection approach can eliminate this phenomenon and 

thus improve its overall performance. The resulting variations in accuracy, as a function of the number 

of features, for the four classifiers are shown in Figure (6). In this figure, we represent the response of 

the FER system, based on each selected feature sub-set 𝑆𝑗 (𝑗 is the iteration number varying from 1 to 

48), using each of the four classifiers. 
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Figure 6. Variation in the accuracy as a function of the number of features: 

Top left: KNN classifier (𝐾 = 1), Top right: DT classifier (Number of branch node 

observations equal to 3), Bottom left: NB classifier (Distribution: Normal), Bottom 

right: LDA classifier (Discriminant type: Linear). 

As shown in this figure, for the KNN, DT and NB classifiers, each of the corresponding accuracy 

curves reaches its maximum value, for a specific number of features and then decreases again. This 

behavior is known as the curse of dimensionality phenomenon or peaking phenomenon. The approach 

of selecting relevant features makes it possible to overcome this problem and, consequently, improve 

the performance of the FER system. In fact, as shown in this figure, the FER system, based on the 

KNN classifier, achieves its maximum accuracy (equal to 85.48%) by exploiting only 16 features. For 

the DT classifier, this same system achieved a maximum accuracy of 70.48% using only 11 features. 

Finally, for the NB and LDA classifiers, the FER system achieved values of 69.29% and 100%, 

respectively, using 16 and 24 features, respectively. For the LDA classifier, as illustrated in this figure, 

the curve reaches its plateau at 24 selected features with an accuracy of 100%. Therefore, this result 

demonstrates how the FER system exhibits better performance following the use of the “Wrapper” 

selection approach and the LDA classifier. 

Table 9 provides more details on the feature-selection operation. In particular, it presents the first ten 

relevant features as well as the recognition accuracy values, corresponding to the different sub-sets 𝑆𝑗, 
obtained using the LDA classifier. As shown in this table, the selection approach achieved an accuracy 

of approximately 93% with a dimensional reduction in the feature vector of 83% (8/48), which proves 

its effectiveness for facial expression-recognition process. 

Table 9. The first ten selected features “𝑓𝑠𝑖” and their accuracy values obtained using the LDA 

classifier for the optimal case. 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 𝒎𝒂𝒙 = 𝟏𝟎𝟎% obtained using an optimal number of selected features equal to 𝟐𝟒. 

𝒊 1 2 3 4 5 6 7 8 9 10 
𝒇𝒔𝒊   rwy5 my3 rex4 rwy6 rwx2 rwx5 my1 my2 my4 lex4

Sub-set (Si)   rwy5 S1+my3 S2+rex4 S3+rwy6 S4+rwx2 S5+rwx5 S6+my1 S7+my2 S8+my4 S9+lex4 
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4.3 Relevance of Local Facial Regions on FER-system Performance 

To determine the most important local region of a face, the most relevant local features, allowing the 

system to achieve maximum accuracy, must be studied. 
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Figure 7. Most relevant features according to their position on the face using LDA classifier. 

As shown in Figure (7), after an analysis of the most relevant features (according to their positions on 

the face), we find that most of them belong to the local “eyebrow” region (with 11 features/24), 

followed by the “eyes” region (with 7 features/24) and finally the “mouth” region (with 6 features/24). 

This result shows the importance of the “eyebrows” region in the field of facial-expression recognition. 

In fact, eyebrows are highly mobile and their movement significantly contributes to expressing various 

emotions. The position and movement of eyebrows provide subtle cues about a person's intentions and 

internal state, often preceding changes in other aspects of the face. This nuanced expressiveness 

underscores the crucial role of eyebrows in non-verbal communication, making them an essential 

element for understanding and accurately recognizing facial expressions. Despite their importance, 

this concept has been overlooked by researchers in the field. Typically, studies focus primarily on the 

three main facial regions: the mouth, nose and eyes. However, future research could enhance 

algorithms by incorporating eyebrow dynamics, potentially leading to more accurate facial-expression 

recognition. 

4.4 Comparison with State-of-the-Art Methods 

When we compare our approach to those proposed in [15], [40]-[44], we observe that each feature-

selection approach has its strengths and weaknesses. The choice of a specific approach often depends 

on the specific application context and practical constraints, such as the trade-off between precision 

and acceptable computational complexity. 

 Our approach demonstrates optimal performance in terms of accuracy by capturing complex

interactions between features. This is particularly effective when the number of features is not 

too high as the computational cost remains moderate. Consequently, our method is particularly 

suitable when computational resources are available and achieving the highest precision is 

crucial; 

 Relief-F and Minimum Redundancy Maximum Relevance (mRMR) are well suited for

managing feature redundancy and noise while being less computationally expensive. They 

strike a balance between relevance and redundancy, making them efficient for large databases 

with many features; 

 Chi-square, GR and IG are fast and straightforward to implement. However, they may lack the

sophistication needed to capture complex interactions between features, which could lead to 

sub-optimal performance in scenarios where such interactions are critical; 

 The SCA and Autoencoder methods offer global exploration capabilities and the ability to

capture nonlinear relationships, respectively. Despite their advanced capabilities, these 

methods require fine-tuning and are computationally intensive, which might limit their 

practicality for large- scale problems without sufficient computational resources. 

Table 10 compares the performance of our proposed FER system to those of the most relevant systems 

reported in the literature. 

Subset  o f f ea t ures:  { rwy5 , my3 , r e x4 , rwy6 , rwx2 , 

rwx5 , my1 , my2 , my4  ,  lex4   ,  lwx6  ,  mx1  ,  lwx1  ,  rex 2  ,  

rwy4  , lwx5 , ley2 , lex3 , ley 1  , rex 1 , lwy6 , lwy2 , rwx3 , 

mx4}
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Table 10. Comparison between the performance of the proposed FER system and those of the most 

relevant reported in the literature. 

Ref. Database Region of interest 
No. of 

emotions 
FS Method 

Type of 

approach 
Classifier 

Accuracy 

in % 

Our 

work 
MUG 

Mouth, Eyes and 

Eyebrows 
7 

Our proposed 

FS 

approach 

Wrapper LDA 100% 

[3] CK+ Whole face 8 Relief-F Filter KNN 94.93% 

[4] CK+ Whole face 8 Relief-F Filter KNN 94.93% 

[5] SFE Whole face 8 SCA Wrapper KNN 97.80% 

[6] TFEID 
Whole face divided into 

regular regions 8 Pairwise FS Hybrid SVM 99.63% 

[7] CK+ 

Left eye regions and half 

mouth region 8 GR Filter KNN 91.01% 

[8] JAFFE Whole face 7 
RV 

Correlation 
Filter SVM 96.53% 

[9] JAFFE Whole face 7 IUTWSVM Embedded SVM 91.43% 

[10] Xceptio Whole face 6 Autoencoder Embedded DCNN 95.23% 

The analysis realized herein reveals that the proposed system, which selects regions of interest (ROIs) 

such as the mouth, eyes and eyebrows, achieves a remarkable accuracy of 100% using the MUG 

database. Unlike whole-face analysis, focusing on these key regions makes it possible to better capture 

emotional nuances, thus improving the robustness and efficiency of the models. Finally, this 

comparison emphasizes the promising effectiveness of the proposed method, even amidst the variety 

of existing approaches in this field. 

5. CONCLUSION

In this paper, an improved FER system, based on the integration of “Wrapper” selection approach and 

the use of relevant information provided by local regions of the face, is proposed. This FER system, 

which is realized in several steps, can be used to achieve more efficient recognition of several facial 

expressions, namely, happiness, anger, sadness, surprise, disgust, fear and neutral. In its first step, 

which consists of feature extraction and normalization, ASM was used to extract facial features and 

GPA was used to normalize the extracted features. Concerning its second step, intended for the 

selection of features, a “Wrapper” approach was integrated to choose, among the features already 

extracted, only those that were the most relevant. Here, to determine the recognition accuracy, several 

classifiers, specifically KNN, DT, NB and LDA, were used. Simulation results, based on the MUG 

database demonstrated that the proposed FER system outperforms the traditional system in terms of 

accuracy and response time. Indeed, our approach effectively addresses the curse of dimensionality 

phenomenon for all four classifiers. Furthermore, the results highlighted that the majority of relevant 

extracted local features belong to the local “eyebrow” region, underscoring its importance in decoding 

emotions through facial expressions. Eyebrows play a crucial role in expressive movements, 

intentional cues and the accentuating facial features, which may explain their significance in FER 

systems. Recognizing their increasing importance in future research could lead to advancements in 

recognition algorithms, human- machine interactions and applications in various fields, such as mental 

health, security and marketing. Integrating this dynamic in FER systems and emotional analysis could 

provide a richer and more precise understanding of human-machine interactions. 

Our approach effectively mitigates challenges in recent FER systems, such as overfitting and handling 

expression-unrelated variations like lighting and head pose, thereby enhancing accuracy and 

robustness. However, relying on features extracted by the Cootes and Taylor algorithm may limit the 

system's ability to capture the full spectrum of facial expressions and nuances. Additionally, the MUG 

database's constraints, including small sample size, controlled capture environment and lack in 

ethnicity and age, may limit the generalizability of our findings. 
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In future work, we aim to integrate deep-learning techniques for feature extraction to enhance captured 

expressions. We also plan to expand and diversify our database to improve the system's generalization 

to more varied and naturalistic settings. 
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 ملخص البحث:

ةيةه اوووووورّ ووووو ّّة ًةووووووزّّة    وووووازّ ّةهًع اووووووزّتووووو   ّ وووووزلّ ّفم  ووووورّعر اووووووزلّ رّأنظمووووووزّتمااووووووّتهووووووً ارّّة  ل

ّّووووو  ّ ةوووووةّّ م  وووووز  ّة  ووووور  ةي  وووووًسّ ت  وووووارهًهّ تهموووووىّهوووووصوِّّنظموووووزّ يوووووةّت   وووووىّ ووووو   ّ 

ّّوووووو  ّلةي ووووووز  ّ يووووووةّّةة مااوووووووّ ووووووا ّأ وووووو ً   ّصووووووًت   وووووو   ن  تل  ّ وووووومًلّأ ّّةلتووووووًصَّةةوووووور  عّ ّة  

ّّة رهّ ّوووووّّاةووووو  ّ ووووو    ة  فوووووًلّّةمشوووووً    ّ ةووووورمّتيووووو ِّّنظموووووزّتلمووووو ّ ووووولّأ   مشوووووليزّّة ةووووولّتهل

ّّلووووور   ّأ ّةا ووووو ّاّلّ لّ يوووووةّ ووووومًل  ّة تووووو اّ يافوووووًّصووووورّت ةووووو ذّأ اًنوووووً ووووومًلّّة ةووووولّ وووووةاّّ  ّة   

ّة  وووووً هّ  لاصوووووز ِّّّووووورّّةوووووصذّ ووووولتذّ ةوووووةّتاياوووووىّتص وووووزّّةمتووووو   نّ ً  وووووً زّ ةوووووةّ  وووووًت  ّووووو 

وووووو وووووومًلّاّلّ ةية غيُّووووووعّ يووووووةّهووووووصوّّةمشووووووليز ّ  ووووووعّتاياووووووىّ وووووورتّّة    ّة    مًلّّوووووو ّتوووووولااّّنةاووووووً 

ّّةهلاصزِّّص ىّت  ّغارهًه

ووووووومًلّ  ر اوووووووزّ ّةي ووووووون   ّأ ووووووورّ  وووووووً زّّنةاوووووووً ّّة     ووووووولّهوووووووصوّّة  صوووووووز ّنهموووووووىّ يوووووووةّت ّ وووووووز 

وووووور  ّّثووووووى،ّّة ووووووا ّ ّةها ووووووا  ّ ّ ووووووةلرّلّّةمهي ّووووووًلّّةةوووووولّت  رهووووووًّّ ووووووًع ّّ ياووووووزّّوووووو ّّة  ل

ّوووووو ا ّ ت ّ ووووووزّأ رهووووووًّ يووووووةّأتّ ِّّنظمووووووزّّةة ايار وووووو زّةةمااوووووووّتهووووووً ارّّة  وووووورهّ ّةفوووووور ّ ّةر 

ّّة  ظووووووًلِّّ وووووويلّ وووووو ّّوووووو ّأتّ   ه ووووووًّهوووووو ّ  ووووووَ ت ياووووووىّأاوووووونّ ملوووووو ّةفووووووصوّّةة  ةا ووووووزّأ ّت   

ّّةة ايارذه

وووووووومًلّ ّنظووووووووًلّتمااوووووووووّتهووووووووً ارّّة  وووووووورّّةمهووووووووو  ّ ً ووووووووةرّتا ازّّنةاووووووووً ّّة     ت ووووووووا  ّّة  ةووووووووًص ّأ  

    ًلّّةم ووووووةلرّزهّّةماةر ووووووزّأ  ووووووةّنةووووووًص ّأ مووووووىّّاً نووووووزلّ ًة  ظووووووًلِّّ وووووويلّة ماووووووّّّةمتوووووو

ووووومًلّ  ةوووووةّ ّّهة لووووورّةهووووورتّّة    %(ّ تص وووووزّ يغووووو 50ّ  ووووولّّة ّصوووووّ ّةووووو  لّّة تووووو اّ يوووووةّتاياوووووى 

ووووووولّ 100  ( ِّّّووووووورّّة وووووووصذّ  هووووووورّ LDA%(ّ  ووووووورّّ وووووووةلرّلّّتووووووو   نّّةة  ياوووووووىّّةة موووووووً  وذّّةل  

أر ه ّ  اثّ ّ ّّة  ً ًلّ ّة ً يازّ ّ  اّّةصّ  ل ّي  ظً لّ ت  ا ً

ّوووووو ا  ّ ً  ووووووً زّ ةووووووةّاةوووووو  ّأًنوووووو ّوووووو ّ ّ  اووووووزّّةرُّ وووووومًلّّةم ووووووةلرّزّ ووووووو ّلّ  ّغًة اووووووزّّة   

ّّووووو ّّ وووووًع ّّ ياوووووزّّها وووووزّّووووو ّّة  ووووورّ ووووولّ ِّّووووورّّة وووووصذّ ث ووووو ّأهماوووووزّّ وووووةلرّلّّهي ّوووووًل 

ره ّّةمفًل ّّةمةهي ازّ ةمااوّّةمشً  
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