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ABSTRACT 

This paper proposes a unique pipeline for micro-expression recognition using a Dual-path 3D Convolutional 

Neural Network enhanced with Hybrid Attention and Squeeze-and-Excitation Blocks. The three main goals of the 

pipeline are to (1) Optimize the extraction of spatial-temporal features using advanced neural network 

architectures, (2) Enhance data representation by implementing targeted image augmentation and balanced class 

distribution and (3) Enhance feature fusion using state-of-the-art network techniques. Comprehensive experiments 

were conducted on four benchmark datasets: CAS(ME)2, SMIC, SAMM and CASME II. The Hybrid Attention-

3DNet model demonstrated superior recognition accuracy of 93.95% for CAS(ME)2, 93.42% for SMIC, 93.61% 

for SAMM and 93.79% for CASME II, surpassing the state-of-the-art methods across these datasets. These 

outcomes demonstrate the efficacy and robustness of the proposed pipeline, underscoring its potential for a range 

of micro-expression recognition uses. 
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1. INTRODUCTION 

Micro-expressions are quick, uncontrollable facial movements that show true feelings that a person may 

try to hide. Even skilled observers may find it challenging to identify these expressions, since they are 

brief, frequently lasting less than 0.5 seconds [1]. Identifying micro-expressions has several uses, 

especially in security, psychology and medicine, where it is essential to comprehend genuine emotions 

[2]. 

New developments in deep learning have made it possible to create complex models to identify these 

nuanced expressions. Nevertheless, fundamental difficulties persist, including a lack of data and a 

notable disparity in micro-expression classes [3]. Furthermore, conventional Convolutional Neural 

Networks (CNNs) frequently demand data and require assistance with overfitting in situations where 

data is limited [4]. 

This study suggests a unique architecture that combines Hybrid Attention and Squeeze-and-Excitation 

Blocks into a Dual-path 3D Convolutional Neural Network (3DCNN) to improve micro-expression 

identification. Tested on benchmark datasets, including CAS(ME)2,[5]  SMIC [6], SAMM [7] and 

CASME II [8], the suggested model outperformed state-of-the-art techniques in terms of accuracy, 

indicating its potential for practical use in emotion recognition [9]. 

2. RELATED WORK  

Recent developments in micro-expression recognition have sparked the creation of creative techniques 

to increase precision. Combining CNNs with other methods is one such strategy. A technique that 

combines Swin Transformer and ConvNeXt is presented in [10] and is based on a Dual-branch 

Spatiotemporal Convolutional Network (STCN). This method uses both CNN and Transformers to 

address issues, including the preservation of facial spatial structure and the localization of micro-

expression actions. According to tests on the CASME and SMIC datasets, the STCN network improves 

micro-expression identification accuracy. 

The Divided-block Multi-scale Convolution Network (DBMNet) is a unique multi-scale convolutional 
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network proposed in another study [11]. This network is intended to learn from four different optical 

flow feature images produced between the micro-expression samples' onset and apex frames. With the 

use of the Divided-block Multi-scale Convolution Module (DBMCM), the network can efficiently 

capture more intricate and useful multi-scale properties of micro-expressions. 

A deep-learning technique known as the Spatiotemporal Capsule Network (STCP-Net) was recently 

presented in [12]. This method aims to increase recognition accuracy while decreasing recognition time. 

The four main parts of STCP-Net are a jitter removal module, a differential feature-extraction module, 

a spatiotemporal capsule module and a fully connected layer. 

[13] presents the Parallel Dual-branch Attention-based Spatio-temporal Fusion Network (PASTFNet). 

This method is influenced by the combined architecture of Long-Short-Term Memory (LSTM) and 

CNN for temporal modeling. The paper suggests encoding sequential frame features using an attention-

based multi-scale feature-fusion network (AMFNet). The network gathers more expressive face-detail 

features for micro-expression recognition through multi-scale feature fusion and integrated attention. 

A two-layer feature-encoding technique is suggested in [14] to depict interactions across different 

regions of the feature map, along with a novel multi-frame technique intended to capture subtle motion 

patterns. The paper also presents an Action Unit Graph Convolutional Network (AU GCN). It uses a 

transformer encoder, an adjacency matrix and an AU-detection module to adjust to test data. 

A Triple-branch Attention Fusion Network (Triple-ATFME) is presented in [15] for micro-expression 

recognition. With the help of a Triple-branch ShuffleNet module, an adaptive channel attention module 

and pre-processing, this approach enables the model to extract multi-view features using a multi-path 

architecture. The framework uses optical-flow approaches to capture various optical-flow information 

by extracting optical-flow features from the facial region's cropped start and peak frames. The Triple-

ATFME network processes these features to find hidden features. Channel features are adjusted via a 

Channel Fusion Attention Module (CFAM) to improve multi-view feature integration and lessen the 

model's emphasis on local information during feature fusion. 

Lastly, the suggested framework in this research introduces a unique method for improving the accuracy 

of micro-expression identification through spatio-temporal deep learning, data augmentation and class 

balancing [16]. Rotation, contrast adjustment and SMOTE are examples of sophisticated pre-processing 

techniques that the framework uses to effectively handle data restrictions and class imbalances, 

enhancing model generalization and lowering overfitting. Based on the results, this method set a new 

standard for micro-expression analysis and created a more dependable model for emotion-detection 

applications. It also made notable gains, especially in accuracy and F1-scores across many datasets. In 

addition, this report serves as a baseline for the research. 

3. PROPOSED METHOD  

This study adopts a systematic approach by developing a pipeline to classify input video datasets of 

spontaneous micro-expressions. The datasets are categorized into three emotional classes: angry, happy 

and disgusted for the CAS(ME)² dataset and positive, negative and surprise for the SMIC, SAMM and 

CASME II datasets. The study is structured around four experimental scenarios, each tailored to the 

input from these four datasets. 

The developed pipeline consists of several stages, including data preparation, pre-processing, 

classification and performance measurement, as illustrated in Figure 1. The datasets are organized based 

on their respective emotional classes in the data-preparation stage. Specifically, the CAS(ME)² dataset 

is divided into three classes: angry, happy and disgusted, while the SMIC, SAMM and CASME II 

datasets are categorized into positive, negative and surprise classes. 

During pre-processing, the video clips from the datasets are converted into a series of image frames, 

followed by face detection and the identification of 68 facial landmarks. The areas around the eyes and 

mouth are masked and the face is cropped. The images are then resized to 128x128 pixels and converted 

into grayscale. Additionally, data augmentation is performed by adjusting orientation, contrast and 

brightness and class balancing is achieved using the class-weight method. The pre-processed facial 

images are subsequently divided into upper and lower face regions. 

This study proposes a model for the classification task that utilizes a dual-path 3D convolutional neural 
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network incorporating hybrid attention and Squeeze-and-Excitation blocks. Finally, the emotion 

classification is evaluated using accuracy, F1-score and error rate, ensuring a comprehensive assessment 

of the model's performance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  The proposed design of a micro-expression recognition pipeline. 

3.1 Pre-processing Stages 

The process begins with image pre-processing to identify spontaneous micro-expressions from extended 

sequences of facial videos. Initially, the emotional classes of each dataset are categorized. The 

CAS(ME)² dataset includes categories for emotions, such as anger, happiness and disgust, while the 

SMIC, SAMM and CASME II datasets cover positive, negative and surprise emotions. In the next step, 

video clips from these datasets are converted into sequential image frames. The original resolutions of 

these frames vary by dataset: 640x480 pixels for CAS(ME)² and SMIC, 960x560 pixels for SAMM and 

280x340 pixels for CASME II, as depicted in Figure 2. 

The provided diagram demonstrates the sequential steps of image and data pre-processing, beginning 

with raw video input and concluding with facial-image sequences split into upper and lower sections, 

each resized to 128x64 pixels. The main goal of pre-processing is to optimize raw video data for practical 

use in micro-expression recognition. This process transforms video data into clean, structured image 

sequences that highlight essential facial features, reduce noise and maintain a balanced distribution of 

classes. It begins by converting the raw video into individual frames, with each dataset’s frames 

retaining specific resolutions: 640x480 pixels for CAS(ME)² and SMIC, 960x560 pixels for SAMM and 

280x340 pixels for CASME II. Face detection is applied to each frame during pre-processing, followed 

by identifying 68 facial landmarks. These landmarks outline critical facial areas, such as the eyes, mouth 

and nose, guiding the masking and segmentation steps necessary for accurate micro-expression 

recognition. 

Once the landmarks are detected, the eye and mouth areas are masked to focus on the most expressive 

facial regions, which aids the model in capturing subtle movements associated with micro-expressions. 

The face is then cropped, resized to 128x128 pixels and converted into grayscale to simplify color-data 

without sacrificing critical information, thereby speeding up analysis while preserving accuracy. Data 

augmentation techniques, including rotation, cropping and contrast adjustments, are also applied to 

enhance data variability. This step increases the diversity of the dataset, helping the model to generalize 

across various angles and lighting conditions. 
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Class balancing is implemented to ensure a balanced representation across classes by assigning weights 

to each class, reducing bias towards majority classes and improving the model’s ability to recognize 

minority classes accurately. Finally, the pre-processed facial images are divided into upper and lower 

sections, each resized to 128x64 pixels and organized into frame sequences ready for classification. This 

segmentation enables the model to analyze distinct facial areas independently, enhancing the detection 

of subtle changes in the eyes and mouth regions that play a crucial role in micro-expression recognition. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Pre-processing stages. 

3.2 Data Optimization 

The quality of a dataset is crucial in ascertaining the accuracy and efficiency of machine-learning models 

in data processing. Imbalanced or unrepresentative data may result in biased models and suboptimal 

performance. Consequently, diverse methodologies enhance data, enabling models to learn more 

efficiently and generate more precise predictions. Data augmentation and class balance are two essential 

methodologies employed in this process, which will be examined in more detail in the subsequent 

sections. Data-augmentation techniques are essential in machine learning and image processing, 

particularly for improving the quality and quantity of training datasets. These strategies entail 

methodically modifying existing photos to create new variants and augmenting the dataset without 

further data collection. Data augmentation is indispensable in micro-expression recognition, where 

extensive datasets are vital for enhancing model accuracy. 

 

 

 

 

Figure 3.  Data augmentation. 

In this context, image frames can undergo various transformations, including rotation, cropping and 

modifications to brightness and contrast, as illustrated in Figure 3. The transformations generate varied 

representations of the original images, enhancing the model's ability to recognize and adapt to diverse 

Original Rotate Crop Contrast 
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patterns and variations in the data. Data augmentation enhances model generalization by increasing the 

diversity of training samples, resulting in improved performance across various scenarios. 

Class balancing is a technique employed to equalize the distribution of samples or observations across 

various classes within a dataset. In classification tasks, a class denotes the specific label or category that 

the model aims to predict. An imbalance occurs when there is a significant disparity in the number of 

samples between classes. The imbalance in datasets presents considerable challenges in machine 

learning, as models trained on such uneven data frequently produce biased predictions, favoring the 

majority classes while overlooking minority groups. This bias may hinder the model's capacity to 

identify and classify instances from the minority classes accurately. This study implements a method of 

class balancing known as the class weight method. 

The class weight method is instrumental in detecting micro-expressions, particularly by addressing 

distribution imbalances in the dataset. In micro-expression recognition, class imbalance is a common 

issue; some classes have more samples than others. By assigning higher class weights to the less 

common classes, the model is encouraged to learn from the minority classes more effectively. This 

approach is beneficial in mitigating class imbalance and enhancing the model's ability to recognize 

minority classes. Furthermore, rare classes, such as specific facial expressions that occur infrequently, 

typically exhibit lower accuracy due to the limited number of samples [17]. Assigning class weights 

offers greater motivation for the model to accurately recognize these classes, thereby improving its 

performance on minority classes. 

In addition, applying class weights is anticipated to minimize the risk of overfitting to the majority class. 

Assigning weights to each class prevents the model from overly focusing on the majority class and 

promotes a more balanced learning process across all classes. The equation used for calculating class 

weights in cases of class imbalance often involves comparing the sizes of the classes or employing 

simple proportional methods. The general formula for computing class weights is given by Equation 

(1): 

𝑊𝑘 =
𝑁

𝑛𝑘
                                                                      (1) 

where Wk is the class weight for class k, N is the total number of samples in the training data and nk is 

the number of samples in class k. 

This equation implies that the minority class will have a higher class weight than the majority class. 

This inverse relationship between the sample proportion within the class and the assigned class weight 

gives the minority class more importance in the learning process, aiding in overcoming class imbalance. 

3.3 Division of Facial Images 

The Division of Facial Images is crucial in enhancing micro-expression recognition by focusing on 

specific regions of facial-muscle activity. In micro-expressions, Action Units (AU) are located in distinct 

facial regions where subtle muscle movements occur, often concentrated around the eyes, eyebrows and 

mouth. These areas contain a dense, exemplary muscle network that enables intricate facial movements. 

For example, muscle contractions around the eyes can form wrinkles, while those around the mouth can 

alter lip shape. This division aims to develop a more precise and focused approach to facial micro-

expression recognition by acknowledging the significance of AU locations. 

In the context of a dual-stream input classification model for facial-expression recognition, dividing the 

facial image into upper and lower sections enables the model to concentrate on the specific distribution 

of AUs across the face. This division facilitates the separate processing of the upper and lower face 

regions, aligning with their distinct roles in expressing emotions. The original image, sized at 128x128 

pixels, is split into two parts, each measuring 128x64 pixels. According to Ekman's research on facial 

regions and emotional expression, the upper face, which includes the eye and eyebrow areas, is 

predominantly associated with emotions such as positivity and surprise. Conversely, the lower face, 

encompassing the nose, mouth and cheeks, often conveys subtler or more complex emotional nuances, 

particularly negative emotions. 

The process of dividing facial images in this way enables the model to capture spatio-temporal features 

related to micro-expression AUs more effectively. By processing these sections separately, the dual-

stream classification model can focus on the distinct emotional signals conveyed by each part of the 
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face. This separation allows the model to detect fine-grained emotional expressions, improving accuracy 

in recognizing micro-expressions across different facial regions. The illustration in Figure 4 

demonstrates the process of dividing the facial image into upper and lower sections, each resized to 

128x64 pixels, enhancing the model's capacity to analyze and classify these regions independently. 

Thus, the Division of Facial Images facilitates the targeted analysis of key facial regions and contributes 

to a more nuanced understanding of emotion-expression dynamics, which is essential for effective 

micro-expression recognition. 

 

 

 

 

 

 

Figure 4.  Division of facial images. 

3.4 The 3D Convolutional Dual Path Network Model 

This study utilizes a 3D convolutional dual-path network model for micro-expression recognition, which 

enhances attention to spatial-temporal feature weights. The model incorporates hybrid attention and 

squeeze-and-excitation blocks to recognize spontaneous micro-expressions. This dual-path model is an 

extension of the single-path model [18], which primarily focuses on general facial features without 

addressing the detailed features of the upper and lower facial regions. The proposed research pipeline 

includes four model designs: Dual Path-3DNet, Hybrid Attention-3DNet, SE Block-3DNet and Hybrid 

Attention-3DSENet. 

3.4.1 Dual Path-3DNet 

The purpose of proposing the Dual Path-3DNet model is to enhance the recognition of micro-

expressions by utilizing a dual-stream approach that separately processes different facial regions, 

thereby capturing more detailed spatial-temporal features relevant to each region. Using two distinct 

input paths, this model can independently analyze the upper and lower sections of the face derived from 

the pre-processing steps applied to the four datasets used in this study. This dual-path strategy allows 

the model to focus on region-specific characteristics in each section, optimizing the detection of subtle 

emotional cues that may be localized to particular facial areas. 

In the Dual Path-3DNet model's design, each input path is structured to process sequences of pre-

processed image frames and the segmented upper-face and lower-face regions. Each path includes 

layers, including 3D convolution with ReLU activation, 3D max pooling, flatten, dense with ReLU and 

dropout layers. These layers enable effective feature extraction and reduce overfitting by discarding 

non-essential data points. The outputs of the two paths are then merged into a single pathway through a 

concatenate layer, which integrates the distinct information extracted from both facial regions.  

Following this merging, the combined pathway passes through additional dense layers with ReLU 

activation, dropout and finally, a softmax layer for classification. This final pathway enables the model 

to learn complex interrelations between features from both facial regions, allowing for more accurate 

and nuanced emotion detection. The architecture of the Dual Path-3DNet model is illustrated in Figure 

5, where each layer and process flow is visually represented to demonstrate the interaction between the 

dual pathways. By adopting this dual-path approach, the model is better equipped to recognize micro-

expressions by simultaneously analyzing diverse facial features across regions. This ultimately 

contributes to higher accuracy in emotional-recognition tasks. 

3.4.2 Hybrid Attention-3DNet 

The proposed design of the Hybrid Attention-3DNet model shares the same basic architecture as the 

Dual Path-3DNet model. The critical difference in this architecture is the addition of a hybrid-attention 

layer (encompassing both Spatial and Temporal Attention) placed after the 3D max pooling layer. This 

128x128 pixels 

Upper Face Lower Face 

128x64 pixels 128x64 pixels 
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is followed by flatten, dense + ReLU and dropout layers, which are then merged into a single path using 

a concatenate layer. After this merging process, the subsequent path consists of dense layers with ReLU 

activation, dropout and a softmax layer. The architecture of the Hybrid Attention-3DNet model is 

illustrated in Figure 6. 

 

 

 

 

 

 

 

 

 

 
 

Figure 5.  The architecture of the dual path-3DNet model. 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  The architecture of the hybrid attention-3DNet model. 

This model incorporates Hybrid Attention, composed of Spatial and Temporal Attention, to enhance its 

ability to recognize micro-expressions. Hybrid Attention is applied following the 3D max pooling layer, 

where each attention mechanism, spatial and temporal, contributes to the improved representation of 

spatial and temporal features.  

Spatial attention is designed to identify critical spatial features within facial regions. This mechanism 

increases the weights for crucial areas, such as those around the eyes and mouth, using an attention map 

to determine the distribution of activations across spatial features. By selectively amplifying significant 

features, the model is better equipped to identify specific patterns linked to micro-expressions that could 

be challenging to detect without spatial attention.  

Temporal attention focuses on capturing sequential changes in facial expressions, allowing the model 

to detect subtle variations that occur from frame to frame over short durations in micro-expression 

videos. This layer assigns weights based on temporal dynamics, enabling the model to recognize small 

changes in facial expressions that might be overlooked by traditional methods that do not incorporate 

temporal information.  

The integration process and benefits from Hybrid Attention are incorporated after the 3D max pooling 



124 
"Enhancing Micro-expression Recognition: A Novel Approach with Hybrid Attention-3DNet", B. Irawan et al.  

 
layer and positioned before the dual-path 3DCNN concatenation stage. This layer processes inputs from 

the refined feature maps, ensuring that spatial and temporal attention mechanisms are employed before 

the final classification step. Through this combination, the model can prioritize essential features in both 

spatial and temporal dimensions, thus enhancing responsiveness to rapid, subtle variations in 

expressions, leading to more accurate micro-expression detection in sequential video data. 

3.4.3 Squeeze-and-Excitation Block-3DNet 

Incorporating the Squeeze-and-Excitation Block-3DNet model enhances feature selection by 

emphasizing critical spatial-temporal information within the data, which is essential for accurate micro-

expression recognition. While the SE Block-3DNet model shares the basic structure with the Dual Path-

3DNet model, it introduces a Squeeze-and-Excitation block after the 3D max pooling layer. This 

additional layer selectively emphasizes significant features by applying global average pooling (Global 

AP) to squeeze the spatial dimensions, followed by fully connected layers with ReLU and sigmoid 

activation to recalibrate the feature-map channels. 

 

 

 

 

 

 

 

 

 

 

 
Figure 7.  The architecture of the squeeze & exitation-3DNet model. 

After recalibration, the Squeeze-and-Excitation Block’s output undergoes the same layers as the Dual 

Path-3DNet model, including flatten, dense with ReLU and dropout layers. The pathways from each 

input are then merged using a concatenate layer. Further dense layers with ReLU activation, dropout 

and a softmax layer for final classification follow this merging. The Squeeze-and-Excitation Block’s 

selective attention mechanism helps the model focus on essential micro-expression cues, optimizing the 

feature representation for each facial region. 

As shown in Figure 7, the SE Block-3DNet model’s architecture incorporates this additional Squeeze-

and-Excitation Block, which enhances the model’s ability to prioritize essential features, leading to 

improved performance in emotion-recognition tasks. This approach leverages spatial recalibration and 

dual-path processing to capture fine-grained details, making it a powerful method for precise micro-

expression analysis. 

3.4.4 Hybrid Attention-3DSENet 

Introducing the Hybrid Attention Squeeze-and-Excitation Block-3DNet model aims to enhance the 

model's ability to capture both spatial and temporal features essential for recognizing micro-expressions. 

This model builds on the fundamental structure of the Dual Path-3DNet, but incorporates a hybrid 

attention layer that combines both spatial and temporal attention mechanisms. Placed after the 3D max 

pooling layer, this hybrid-attention layer selectively focuses on important spatial locations and temporal 

sequences, optimizing feature extraction for subtle micro-expressions. 

After the attention layer, the model continues with flatten, dense + ReLU and dropout layers, which are 

subsequently merged using a concatenate layer to integrate features from both input paths. Following 

this merge, a Squeeze-and-Excitation Block layer is added, providing further refinement by recalibrating 
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channel importance and is then followed by dense layers with ReLU activation, dropout and finally, a 

softmax layer for classification. 

As illustrated in Figure 8, the Hybrid Attention-3DSENet architecture effectively combines spatial and 

temporal attention with channel recalibration through the Squeeze-and-Excitation Block. This 

integration allows the model to prioritize essential micro-expression cues across both dimensions, 

producing more precise and robust emotion recognition. This hybrid-attention mechanism and dual-path 

processing make the model particularly effective for detailed micro-expression analysis. 

 

 

 

 

 

 

 

 

 

 
 

Figure 8.  The architecture of the squeeze-and- exitation-3DNet model. 

3.5 Hybrid Attention and Squeeze-and-Excitation Block 

The attention mechanism is a technique in artificial neural networks that enables the model to focus on 

specific input parts when making predictions. This technique is beneficial in tasks, such as pattern 

recognition and object detection in vision systems. The mechanism assigns different weights to input 

elements, allowing the model to emphasize more relevant information while disregarding less essential 

details. The primary benefit of the attention mechanism is its ability to improve model performance by 

capturing more complex contexts and reducing computational load by concentrating resources on the 

most crucial information. Consequently, the model becomes more efficient and accurate in processing 

large and heterogeneous datasets. 

One variant of the attention mechanism is hybrid attention. Hybrid attention is an approach that 

combines spatial and temporal attention in a 3D convolutional network model to enhance performance 

in tasks, such as image or video classification [19]. The primary function of the Hybrid Attention layer 

is to enable the model to capture important information spatially and temporally from the input data. 

The Hybrid Attention layer is illustrated in Figure 9. 

 

 

 

 

 

 

 

Figure 9.  Hybrid attention. 

The Squeeze-and-Excitation Block is widely adopted in convolutional neural networks to enhance the 

model's ability to extract significant image features. The Squeeze-and-Excitation Block layer functions 
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by assigning higher weights to important features while reducing the weights of less relevant ones. The 

Squeeze-and-Excitation Block operates through two main stages. The first stage, the "squeeze" stage, 

involves a global average pooling operation to generate descriptors or feature vectors representing the 

aggregate information from all feature channels. This stage reduces dimensionality and complexity, 

producing a more compact, yet informative, representation. 

The next stage, the excitation stage, uses the feature vector generated from the squeeze stage and passes 

it through a series of fully connected layers, including a ReLU activation layer and a sigmoid layer. The 

ReLU layer enhances the representational capacity and flexibility in learning feature relationships. In 

contrast, the sigmoid layer produces weights or scalars that indicate the importance of each feature 

channel. 

The Squeeze-and-Excitation Block shows the process flow from input to output within the Squeeze-

and-Excitation Block layer. First, the input with dimensions HxWxC is fed into the global average 

pooling stage to generate feature descriptors. These descriptors then pass through two fully connected 

layers with ReLU and sigmoid activations, producing scalars representing each feature channel's 

significance. These scalars are subsequently used to scale the original features through a residual 

operation, resulting in an adjusted output. 

By passing features through the Squeeze-and-Excitation Block, the model can adaptively select and 

focus attention on the most relevant and essential features within the image while disregarding less 

informative ones. This process helps the model obtain more robust and discriminative representations 

from the input data, ultimately improving performance in classification tasks. The Squeeze-and-

Excitation Block is typically placed after the convolutional layer in a convolutional neural network 

architecture. This enables the model to effectively capture spatial-temporal features from images or 

sequences and apply more significant attention to the most critical features using the Squeeze-and-

Excitation Block. 

4. EXPERIMENT SETUP  

Defining the experiments’ scope within the context of developing a micro-expression recognition 

classification model is crucial for ensuring the model's effectiveness and generalizability. This is 

essential to guarantee that the experiments conducted are relevant to real-world conditions and can 

provide meaningful solutions to practical problems. Furthermore, the experiments’ scope encompasses 

various scenarios and micro-expression variations, ensuring that the model can manage emotional 

differences' complexity. The scope also facilitates hyper-parameter optimization, enabling fine-tuning 

to achieve the most effective configuration. 

Hyper-parameter tuning is conducted to identify the optimal combination of parameters that maximizes 

model performance, especially in micro-expression recognition. This involves experimenting with 

different parameters to find the configuration that delivers the most effective results. In this study, 

parameters such as batch sizes of 80 or 100 are selected to ensure comprehensive data processing, 

reducing the likelihood of missing critical patterns and helping prevent overfitting. Using 200 or 250 

epochs allows for early monitoring of model performance, which helps avoid unnecessary overtraining. 

Data is divided into 80% for training, 10% for testing and 10% for validation in order to guarantee a 

thorough model evaluation. 

Implementing the Adaptive Moment Estimation (ADAM) optimizer is essential for adjusting the 

learning rate in the intricate 3D convolutional neural network, resulting in faster and more stable 

convergence. The default learning rate of 0.001 balances stability and convergence speed. The 

Categorical Cross-Entropy loss function effectively manages multi-category classification tasks, 

ensuring precise facial micro-expression identification. This strategic combination of parameters and 

methods enhances the model's generalizability and improves its effectiveness in recognizing micro-

expressions. 

An experimental scenario is a series of plans and steps that are iteratively and alternately conducted to 

achieve the desired outcomes. This study's four experimental scenarios correspond to the classification 

models developed: Dual path-3DNet, Hybrid Attention-3DNet, SEBlock-3DNet and Hybrid Attention-

3DSENet. Each scenario employs one dataset and applies image pre-processing, data pre-processing 

and variations in batch size and epoch. Each dataset undergoes 16 experiments, resulting in 64 
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experiments conducted across the four datasets in this study. A detailed explanation of each 

experimental scenario is provided in Table 1. 

Table 1. Experimental scenarios. 

Scenario Dataset 
Pre-

processing 
Augmentation 

Class 

Weight 

Batch 

Size 
Epoch 

Hybrid 

Att. 

SE-

Block 

1 

CAS(ME)2    80/100 200/250   

SMIC    80/100 200/250   

SAMM    80/100 200/250   

CASME II    80/100 200/250   

2 

CAS(ME)2    80/100 200/250   

SMIC    80/100 200/250   

SAMM    80/100 200/250   

CASME II    80/100 200/250   

3 

CAS(ME)2    80/100 200/250   

SMIC    80/100 200/250   

SAMM    80/100 200/250   

CASME II    80/100 200/250   

4 

CAS(ME)2    80/100 200/250   

SMIC    80/100 200/250   

SAMM    80/100 200/250   

CASME II    80/100 200/250   

5. EVALUATION METRICS  

In classification evaluation, specific metrics are used to evaluate a model's ability to predict the target 

class of a dataset. Essential terms include True Positives, False Positives, True Negatives and False 

Negatives. A True Positive (TP) occurs when the model correctly predicts a positive instance, aligning 

with the actual class. In essence, TP represents the count of positive samples accurately identified. A 

False Positive (FP), on the other hand, happens when the model incorrectly predicts a negative sample 

as positive, reflecting the number of negative instances misclassified as positive. True Negative (TN) 

refers to instances where the model correctly classifies a sample as negative, matching the actual class 

and representing the accurate identification of negative instances. Finally, a False Negative (FN) occurs 

when the model incorrectly predicts a positive sample as negative, signifying the number of positive 

instances mistakenly identified as negative. 

Evaluation metrics are specific measures to gauge a deep-learning model's performance. Choosing the 

right metric is essential, as it influences the assessment of the model's ability to complete the task and 

helps compare the efficiency of various models. 

Accuracy measures how well a classification model identifies the correct classes across the entire dataset 

[20]. It is determined by dividing the sum of true positives and true negatives by the total number of 

samples.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

Total Samples
                                              (2) 

The F1-score is a metric used to evaluate a model by balancing precision and recall. Precision measures 

the accuracy of the model's positive predictions, while recall evaluates how well the model detects all 

true positive instances. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 x 
𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛𝑥𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                                (3) 

Recall assesses a model's capability to detect all actual positive instances. It is determined by dividing 
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the number of true positives by the total of true positives and false negatives. A high recall indicates that 

the model effectively captures the majority of positive cases within the dataset. 

Recall =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
                                           (4) 

Precision measures how accurately a model predicts positive outcomes when they are indeed positive. 

It is calculated by dividing the true positives by the total number of predicted positive instances, which 

includes both true positives and false positives. A high precision score shows that the model makes few 

false positive predictions. 

Precision =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
                                         (5) 

The error rate quantifies how often a model misclassifies data points. It is determined by dividing the 

sum of false positives and false negatives by the total number of samples. A lower error rate reflects that 

the model makes few classification mistakes. 

Error Rate =
𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑆𝑎𝑚𝑝𝑙𝑒𝑠
                                          (6) 

6. RESULTS AND DISCUSSION  

The MER-DACWB3DCNNST model (Single-path 3DCNN) serves as the baseline in this study [18], 

offering a straightforward, yet practical, approach for micro-expression recognition by leveraging 

spatio-temporal features from a single input stream of facial images to enhance accuracy in detecting 

subtle micro-expressions. This model achieves strong results with a relatively simple structure while 

minimizing computational complexity. However, its primary limitation lies in its constrained ability to 

capture the depth of complex micro-expression features, particularly in cases where expression 

variations are incredibly subtle and rapid. This limitation can reduce the model’s performance, detecting 

nuanced and fleeting emotional changes. Nonetheless, the model demonstrates robust accuracy and F1 

score results across several micro-expression datasets, as shown in Table 2. 

Table 2. Comparison of accuracy and F1-score of the MER-DACWB3DCNNST model (single-path 

3DCNN) across different datasets. 

Dataset Accuracy (%) F1-score 

CAS(ME)² 92.75 0.9271 

SMIC 91.49 0.9032 

SAMM 92.20 0.9218 
CASME II 93.66 0.9361 

To enhance model performance, this study incorporated three additional components for testing: the 

Dual-path 3D CNN model, Hybrid Attention and Squeeze-and-Excitation Blocks, each utilizing dual 

input streams from the upper and lower facial regions. An ablation study was conducted to assess the 

impact of each component on model performance, using accuracy and F1-score as the primary metrics 

across multiple datasets. This analysis provides insights into the contribution of each component 

compared to the single-path baseline model. 

Evaluation metrics such as accuracy and F1-score are calculated in each experimental stage. The 

presented graphs include information from all experimental scenarios, covering the dataset used, the 

application of image pre-processing and data pre-processing, batch size and epoch selection, as well as 

the accuracy and F1-score values. The type of graph presented is a line graph, which displays the highest 

accuracy and F1-score values for each experiment based on the dataset used. To provide detailed insights 

into the accuracy and F1-score calculations for each experimental scenario, the graphs are accompanied 

by a complete table of the experimental results. From these graphs, conclusions and analyses related to 

the obtained results can be drawn. 

Figure 10 presents the accuracy and F1-score graphs for micro-expression recognition using four 

datasets: CAS(ME)², SMIC, SAMM and CASME II, with the proposed models: Dual Path-3DNet, 

Hybrid Attention-3DNet, Squeeze-and-Excitation-3DNet and Hybrid Attention-3D Squeeze-and-

Excitation Net. From the graphs, Hybrid Attention-3DNet (HA-3DNet) model consistently achieves the 

highest accuracy across all datasets, with scores of 93.95% for CAS(ME)², 93.42% for SMIC, 93.61% 

for SAMM and 93.79% for CASME II. F1-scores are similarly high across datasets, with 0.9395 for 
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CAS(ME)², 0.9330 for SMIC, 0.9113 for SAMM and 0.9203 for CASME II. 

The Dual-path 3DCNN structure performed better than the baseline Single-path model, particularly in 

capturing spatial-temporal features within different facial regions. The Dual-path approach enhances the 

model's sensitivity to subtle spatial-temporal dynamics by enabling separate pathways for upper and 

lower face regions. Results indicate a consistent accuracy improvement across all datasets, suggesting 

that the Dual-path structure provides more robust feature extraction. 

Incorporating Hybrid Attention into the Dual-path 3DCNN model, which combines spatial and temporal 

attention mechanisms, further enhances the model's performance. This component allows the model to 

prioritize critical facial features like eyes and mouth while adapting to temporal variations. Experiments 

indicate that adding Hybrid Attention significantly boosts both accuracy and F1-score, highlighting its 

effectiveness in refining feature relevance. This component has proven especially effective on datasets 

with subtle, rapid expressions, confirming its essential role in distinguishing fleeting emotions. 

Including Squeeze-and-Excitation Blocks in the Dual-path 3DCNN model enables adaptive reweighting 

of feature channels, allowing the model to highlight the most relevant features while downplaying less 

significant elements. This mechanism helps reduce noise in the micro-expression recognition process, 

particularly for complex expressions involving subtle changes across various facial regions. Squeeze-

and-Excitation Blocks have proven effective in enhancing classification precision, as reflected in 

increased F1-scores across all datasets. The contribution of the Squeeze-and-Excitation Blocks is 

especially evident in recognizing expressions that require high sensitivity to specific features, delivering 

consistent and stable results in micro-expression classification. 

Integrating Dual-path 3DCNN, Hybrid Attention and Squeeze-and-Excitation Blocks, the whole 

combination model achieves high accuracy and F1-scores across all datasets, indicating that each 

component contributes meaningfully to the model's overall performance. This combination offers robust 

feature extraction, adaptive focus and refined feature weighting. However, as shown in the result graphs, 

the model using only Hybrid Attention on Dual-path 3DCNN outperforms the whole combination, 

suggesting that the contribution of each component in this combination does not necessarily yield a more 

significant performance boost than Hybrid Attention alone. 

Figure 10.  Accuracy and F1-score graphs for micro-expression recognition using CAS(ME)², SMIC, 

SAMM, CASME II datasets and DP-3DNet, HA-3DNet, SE-3DNet, HA-3SENet models. 
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When comparing models, Hybrid Attention-3DNet consistently outperforms other models across all 

datasets, indicating that incorporating spatial and temporal attention mechanisms substantially enhances 

the model's capacity for recognizing micro-expressions. This improvement highlights the importance of 

capturing spatial and temporal dependencies, crucial for identifying subtle and rapid facial expressions. 

Hybrid Attention, with its combined spatial and temporal attention mechanisms, effectively enhances 

micro-expression recognition accuracy. Our experiments demonstrate that Hybrid Attention improves 

accuracy and F1-score, particularly on the CAS(ME)² and SMIC datasets. This underscores the model's 

ability to capture expressions' complex spatial and temporal characteristics. 

The spatial and temporal attention combination enables the model to detect subtle changes in expressions 

within very short durations, often challenging to identify in micro-expression videos. By focusing on 

critical facial features and temporal variations, Hybrid Attention improves the model's ability to 

differentiate emotions that appear briefly, yet convey meaningful information. Thus, incorporating 

Hybrid Attention significantly enhances micro-expression recognition, especially for fleeting 

expressions commonly found in micro-expressions. 

Regarding the attention mechanism, the Hybrid Attention-3DNet architecture proves superior to 

Squeeze-and-Excitation-3DNet, suggesting that attention mechanisms offer more significant benefits in 

this context. This effectiveness likely stems from the specific nature of micro-expression data, where 

capturing temporal dynamics is essential. Although a combined model architecture with Hybrid 

Attention and Squeeze-and-Excitation was tested, results showed no substantial improvement over 

Hybrid Attention-3DNet alone, indicating that the main performance gain originates from the attention 

mechanism. 

Dataset-performance variability across datasets indicates that, although Hybrid Attention-3DNet is 

highly reliable, dataset characteristics still influence its performance. The model consistently has high 

accuracy and F1 scores across datasets, but reflects good generalization capabilities. Additionally, pre-

processing steps, such as data augmentation and class balancing, play an essential role. Data 

augmentation improves generalization by diversifying training samples, while class balancing prevents 

bias toward majority classes. 

A visualization analysis was conducted on correct and incorrect classification results for specific micro-

expressions, including "anger" and "fear," which often experience misclassification due to similar spatial 

and temporal patterns. This visualization highlights particular facial areas, such as the region around the 

eyes, that frequently cause misclassifications due to similar muscle movements in both expressions. 

A case study on the "happiness" expression, which the model recognizes relatively quickly, was also 

performed. This recognition can be attributed to consistent spatial patterns around the mouth, aiding the 

model in differentiating this expression from others. This qualitative analysis provides insights into the 

model's strengths and weaknesses, particularly concerning subtle variations in micro-expressions. 

For dataset performance, Hybrid Attention-3DNet achieved the highest accuracy with the SMIC dataset, 

likely due to multiple factors. SMIC has the largest sample size (about 164 video clips), enabling the 

model to learn and generalize patterns more effectively. Moreover, sample durations in SMIC vary 

significantly (from 9 to 343 seconds), allowing the model to capture spatial and temporal features. With 

a frame rate of 100 fps, the second highest among the datasets, SMIC provides ample spatial and 

temporal information, which is critical for classification. Its 640x480 resolution balances spatial detail 

with manageable data size. 

Error analysis helps understand where and why the model makes mistakes. Based on the confusion 

matrix, some common errors in the CAS(ME)² dataset can be observed: for the Angry class, 7 Angry 

samples were classified as Disgust and 3 Angry samples were classified as Happy. For the Disgust class, 

9 Disgust samples were classified as Angry and 5 Disgust samples were classified as Happy. For the 

Happy class, 6 Happy samples were classified as Angry and 7 Happy samples were classified as Disgust. 

This indicates confusion between particular classes, particularly between Angry and Disgust and 

between Happy and Disgust. A similar analysis for the other datasets can be found in Table 3. 

In real-world applications, the developed micro-expression recognition model holds potential for 

various fields, including security, clinical psychology and human-computer interaction. For instance, 

accurately recognizing expressions of "fear" or "anger" can be crucial for detecting potential threats or 
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high-stress situations in security settings. However, the model's limitations in differentiating between 

similar micro-expressions, such as "fear" and "anger," could pose challenges in these applications, as 

misclassifying these expressions may impact critical decisions. 

Table 3. Accuracy, F1-Score and Error Rate of the Hybrid Attention – 3DNet model with CAS(ME)², 

SMIC, SAMM and CASME II Datasets. 

Dataset Accuracy (%) F1-Score Error Rate (%) 

CAS(ME)2 93.95 0.9395 6.05 

SMIC 93.42 0.9330 5.58 

SAMM 93.61 0.9113 6.39 

CASME II 93.79 0,9203 6.21 

In clinical psychology, recognizing more apparent expressions like "happiness" or "sadness" offers 

applications for non-invasively assessing patients' emotional states. The model can assist in evaluating 

emotional responses to specific stimuli; however, subtle variations in micro-expressions could be 

missed, particularly when spatial-temporal patterns overlap between expressions of interest. 

Another limitation in practical deployment is the model's sensitivity to the characteristics of the training 

dataset. Variations in lighting, facial angles or environmental conditions may affect the model's 

performance outside controlled laboratory settings. Additional data augmentation and adjustments for 

varying lighting conditions could be considered in the implementation phase, enhancing the model's 

reliability across diverse real-world situations. This discussion underscores the importance of further 

optimizing the model and conducting additional testing under real-world conditions to enhance its 

reliability in practical applications. It also highlights future development opportunities focused on 

adapting the model to a broader range of scenarios. 

7. COMPARISON WITH PREVIOUS WORKS  

Tables 4, 5, 6 and 7 compare the accuracy and F1-Score between the latest and proposed approaches 

using datasets including CAS(ME)², SMIC, SAMM and CASME II. These tables show that the proposed 

approach performs relatively better than the state-of-the-art methods. Enhancing the spatial-temporal 

feature weight attention in the 3D dual-path convolutional network model using hybrid attention and the 

Squeeze-and-Excitation Block improved the evaluation metrics for accuracy and F1-score. 

Table 4. Comparison of accuracy and F1-score between the proposed method and state-of-the-art 

models on the CAS(ME)² dataset. 

Year Methods Accuracy (%) F1-score 

2021 MSFME-IR [21]  - 0.8103 

2021 RMER-3DCNN [9]  79.31 - 

2021 LEARNET [22]  76.33 - 

2022 MERASTC [23] 91.20 0.9070 

2022 Deep3DCANN  [24]  90.00 0.8800 

2022 SE-DenseNet-T+EVM  [25] 92.96 0.9289 

2023 MER-DBNN [10] - 0.8103 

2024 Dual Path-3DNet 93.68 0.9358 

2024 Hybrid Attention-3DNet 93.95 0.9395 

2024 Squeeze-and-Excitation-3DNet 93.76 0.9368 

2024 Hybrid Attention-3DSENet 93.88 0.9379 

         Note: '-' indicates that the data was not available in the referenced study. 
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Table 5. Comparison of accuracy and F1-score between the proposed method and state-of-the-art 

models on the SMIC dataset. 

Year Methods Accuracy (%) F1-score 

2021 RMER-3DCNN  [9] 76.92 - 

2022 3DCNN-MED [26] 80.94 - 

2022 MERASTC [23] 79.30 0.7900 

2023 MER-DBNN [10] - 0.6687 

2023 BDCN [27] - 0.7859 

2023 RNAS MER [28] - 0.7443 

2023 FRL-DGT [29] - 0.749 

2023 DS-3DCNN [30] 78.78 0.7887 

2024 Dual Path-3DNet 91.55 0.9147 

2024 Hybrid Attention-3DNet 93.42 0.9330 

2024 Squeeze-and-Excitation-3DNet 92.10 0.9198 

2024 Hybrid Attention-3DSENet 92.72 0.9263 

Table 6. Comparison of accuracy and F1-score between the proposed method and state-of-the-art 

models on the SAMM dataset. 

Year Methods Accuracy (%) F1-score 

2021 RMER-3DCNN [9] 73.91 - 

2022 MERASTC [23] 83.80 0.8440 

2022 Deep3DCANN [24] 93.00 0.8900 

2023 DBMNet [11]  - 0.6494 

2023 BDCN [27] - 0.8538 

2023 RNAS MER [28] - 0.7880 

2023 ADMME  [31]  81.43 0.8161 

2023 FRL-DGT [29] - 0.7580 

2023 DS-3DCNN [30] 79.17 0.7156 

2024 Dual Path-3DNet 92.76 0.9008 

2024 Hybrid Attention-3DNet 93.61 0.9113 

2024 Squeeze-and-Excitation-3DNet 93.35 0.9120 

2024 Hybrid Attention-3DSENet 93.44 0.9138 

Table 7.  Comparison of accuracy and F1-Score between the proposed method and state-of-the-art 

models on the CASME II dataset 

Year Methods Accuracy (%) F1-score 

2022 MERASTC [23] 85.40 0.8620 

2022 Deep3DCANN [24] 86.00 0.8400 

2022 SE-DenseNet-T+EVM [25] 82.74 0.7659 

2023 DBMNet [11] - 0.6653 

2023 MER-DBNN [10] - 0.8189 

2023 BDCN [27] - 0.9501 

2023 STCPNet [12] 91.46 0.8977 

2023 RNAS MER [28] - 0.8985 

2023 ADMME [31] 86.34 0.8635 

2023 FRL-DGT [29] - 0.9030 

2024 Dual Path-3DNet 93.35 0.9115 

2024 Hybrid Attention-3DNet 93.79 0.9203 

2024 Squeeze-and-Excitation-3DNet 93.38 0.9112 

2024 Hybrid Attention-3DSENet 93.52 0.9125 
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8. CONCLUSION  

This study developed a pipeline with multiple processing stages to recognize spontaneous micro-

expressions effectively. The results indicate that the proposed method surpasses state-of-the-art 

approaches, achieving accuracy and F1-score values of 93.95% and 0.9395 on the CAS(ME)² dataset, 

93.42% and 0.9330 on SMIC, 93.61% and 0.9113 on SAMM and 93.79% and 0.9203 on CASME II. 

Among the datasets, the SMIC dataset exhibited the lowest error rate at 5.58%, followed by CAS(ME)² 

at 6.05%, CASME II at 6.21% and SAMM with the highest error rate of 6.39%. The differences in 

accuracy and F1-score values can be attributed to the distinct characteristics of each dataset, even when 

the same pipeline is applied. This study highlights that the implemented pipeline has successfully 

enhanced micro-expression recognition accuracy, primarily due to the improved attention to spatial-

temporal feature weights. 
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 ملخص البحث:

ررررررر و ن  ذتقررررررركو هوا تّرررررررا هون ت رررررررا  و نررررررر وت  ترررررررا  و نمر  تقترررررررالوررررررررثيو نموذررررررركو ن للتررررررركوتعميررررررررْ

ررررررُكوارررررراو ا رررررر و  رتعرررررْةو ن  ررررررتاو   ت رررررر و  ت رررررر ْ  و نترْقتررررركوالل  وبْسرررررتش  ةو رررررر ّكتوافرررررر تكت

رررررررعْ و1  لإثرررررررْوخّو ترررررررت ش سو  رررررررر   و نا تلرررررررتكون ُ عرررررررمي وقررررررر  و  (وتللرررررررتاو سرررررررتش  و نل  

ررررررر ّكو ن فررررررر تكو  نترْقترررررررك (وتللرررررررتاوتعلتررررررر و ن تْترررررررْ وا ررررررراو  رررررررْ خو2،و بْسرررررررتش  ةوب ُتررررررركو نا 

،و  واتررررررم   ت ووباررررررّ ت ررررررم  ررررررعْ و نفُّ و تم  رررررر وس  ورررررررْ  ت ووا رررررر وتلررررررمت ررررررم  رررررر اْ و3 نفُّ (وتللررررررتاو ت 

عْ وبْستش  ةوتقُتْ و و نا  ّْ و ن   وركوق وأ بتْ و نعمضمعّ نل  

واررررراوا عمارررررْ و ن تْترررررْ ّو ذررررر وبررررراراو نقررررر وترررررج و ررررررا جوت رررررْولون ُ عرررررمي و نعقترررررالوا ررررر واررررر  ت

ون   ذ ررررركوا ررررر ورعتررررر و ذررررركت واترم  ررررر ّكوث ثتررررركو  ب رررررْ واررررر و  رتعرررررْةو ن  رررررتاوا ررررر وذرررررتجت تعرررررمي و نا 

وا عماررررررررْ و ن تْتررررررررْ و نعلررررررررتش اكواقْوترررررررركهوبْنُ عررررررررْي و نععْث رررررررركو نعلرررررررر تش اكوقرررررررر و و سررررررررْ ت

و نُ تررررررْ  و ن ترررررر وتررررررج و نلفررررررم وا ت ررررررْو سررررررْبقكوأىرررررراتوا رررررر وا عماررررررْ و ن تْتررررررْ وي ت ررررررّْو ترررررر  ُّ

و نُ عررررررمي و نعقتررررررالو عتررررررْ وبْنرْا ترررررركو  نعتْتررررررك،وارررررر و اّْتترررررركو سررررررتش  ا وقرررررر وارررررر تو ا رررررر وأ  

رررررررر و رررررررر ،والررررررر و ن       سررررررر تواررررررراو  سررررررررتش  اْ و نعت   قررررررركوبتعتتررررررررَو نت   ترررررررا  و ن  ذتقررررررركون مر 

وم و  نل  ْ خو غتارّْ  نش و

This article is an open access article distributed under the terms and conditions of the Creative 

Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).  

 

 

 

http://creativecommons.org/licenses/by/4.0/

