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ABSTRACT 

The proliferation of Internet of Things devices in healthcare, specifically the Internet of Medical Things, has 

revolutionized patient care and health-monitoring systems. Integrating these interconnected medical devices 

introduces unprecedented security challenges, necessitating robust Intrusion Detection Systems (IDSs) to 

safeguard patient data and healthcare infrastructure. To protect the IoMT devices from numerous malicious 

attacks, researchers have developed numerous Intrusion Detection Systems, but the development of an effective 

and real-time IDS remains a challenge. Our proposed IDS addresses this gap and surpasses state-of-the-art IDS 

techniques for IoMT networks. In this research paper, we have proposed a novel IDS approach for IoMT, 

leveraging a Hybrid Deep Learning technique to enhance detection accuracy and efficiency. By combining the 

strengths of Gated Recurrent Unit (GRU) and Attention Mechanism, the proposed IDS achieves superior 

performance in detecting anomalous activities in medical networks. We evaluated the proposed IDS model on 

two publicly available benchmark intrusion datasets and achieved 99.99 % accuracy on the ICU Healthcare 

Dataset and 98.94 % on the NF-TON-IoT Dataset. Precision, Recall, F1-score metrics and ROC-AUC for the 

proposed model are promising. We also added Noise to the features to show how effectively the model performed 

in noisy environments. Moreover, we used the K-Fold Cross Validation Technique to cross-validate the model’s 

performance on both datasets, ensuring the reliability and applicability of the suggested IDS model for IoMT 

networks. 
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1. INTRODUCTION 

The Internet of Things (IoT) innovation has changed various industries, such as health care. 560M 

wearable are expected to ship by 2024, which will track and visualize real-time healthcare data [1] and 

this number could increase. The Internet of Medical Things (IoMT) has introduced several devices, 

including wearable health monitors, implantable medical devices and smart hospital equipment, that 

have  brought a revolution in the way patients are treated, diagnosed and cared for by enabling remote 

monitoring, real-time health tracking, personalized medicine [2] and ultimately become an integral 

part of  Smart Healthcare Systems. However, the widespread adoption of IoMT devices has introduced 

unprecedented security challenges, particularly concerning the protection of sensitive patient data 

produced by these Internet of Medical Things (IoMT) apps for remote healthcare monitoring from 

vital signs and other signals like Electro-Cardio-Gram (ECG) and Electro-Encephalo-Gram (EEG) and 

the integrity of healthcare infrastructure. Nonetheless, instances of cyber-attacks targeting sensitive 

medical information present a severe risk. The aim is to protect health data against multiple intrusion 

attacks [3]. Thus, an attacker tampering with this data can cause severe medical problems, including 

misdiagnosis, thereby resulting in delays in emergency care or causing death [4]. Consequently, the 

research examines the safety of IoMT-generated health data from the perspective of Smart Healthcare 

Systems. 

Attackers can remotely control IoMT devices to build IoT-based botnets, since they are simple to hack     

and attack. These assaults result in violations, infringements and disclosures of sensitive data inside 

the wider IoT-enabled system. Common attacks on Internet of Things (IoT)-based healthcare devices 
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include denial-of-service (DOS), ransomware, distributed denial-of-service (DDoS) and botnet attacks 

[5]. Figure 1 illustrates the cyber-attacks on IoMT network communication targeting vulnerable sensor 

devices towards known, unknown and zero-day intrusion attacks by intruders. The inter-connectivity 

of these devices, coupled with their susceptibility to cyber-threats, significantly expose patients’ data 

safety. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Internet of medical things vulnerability and attacks. 

To address such emerging cyber-threats, there has been a need for robust Intrusion Detection Systems 

(IDSs) specifically designed for the Internet of Medical Things [6]-[8]. An IDS acts as the primary 

defence line against cyber-attacks by continuously monitoring network traffic, identifying any 

abnormal activity and alerting healthcare providers about possible security breaches instantly. 

However, traditional IDS solutions may not be suitable in an IoMT environment due to their unique 

nature where resources are limited, devices have different architectures and they operate dynamically 

[9]. To address these challenges, this research proposes a novel approach for intrusion detection in 

IoMT, leveraging a Hybrid   Deep Learning technique to enhance detection accuracy and efficiency. 

The novelty of the proposed approach is the integration of a Gated Recurrent Unit (GRU) with an 

Attention Mechanism for Intrusion Detection and Classification and Principal Component Analysis 

(PCA) for Feature Engineering. The proposed Intrusion Detection System (IDS) seeks to offer all-

encompassing coverage of anomalous behaviors and cyber-threats within medical networks. Also, we 

have used K-Fold Cross-validation procedures, which assess the model’s performance on every fold, 

to ensure the model’s robustness. 

This paper presents a detailed analysis of the proposed IDS architecture, its implementation and its 

performance evaluation using real-time scenario-based publicly available benchmark datasets like ICU 

Healthcare Dataset and NF-TON-IoT Dataset. In summary, this research contributes to advancing 

security in healthcare by developing a specialized IDS solution tailored for the Internet of Medical 

Things. By leveraging the power of hybrid Deep Learning techniques, the proposed IDS offers 

enhanced known, unknown and zero-day intrusion attack-detection capabilities in real-time scenarios, 

safeguarding patient data and ensuring the integrity of IoMT infrastructure. The main contributions of 

this paper are as follows: 

 Comprehensive Data Pre-processing: This has been achieved by standardizing numerical 

features, reducing Dimensions using PCA and handling class imbalance with SMOTE. 
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 GRU with Attention Mechanism: The incorporation of a custom attention layer captures 

temporal dependencies and important features. 

 Hyper-parameter Tuning: This has been carried out using keras-tuner to optimize model 

parameters. 

 Robust Model Training: This has been ensured by early stopping to prevent over-fitting. 

 Robustness to Noise: The model performance has been evaluated with added noise. 

 Cross-validation (CV) for Stability: A stratified K-Fold CV was carried out for stability 

assessment. 

 Scalability and Real-time Potential: The proposed model is designed for real-time intrusion-

detection scenarios and the scalable architecture is adaptable to new threats. 

Our research presents an innovative approach to enhancing Intrusion-detection Systems for the 

Internet of Medical Things by implementing a sophisticated GRU model with an attention mechanism. 

This advanced architecture effectively captures temporal dependencies and highlights significant 

features in IoMT data, improving the detection of intricate cyber-attacks. Comprehensive data pre-

processing steps, including standardization, dimensionality reduction using PCA and handling class 

imbalance with SMOTE, ensure the model’s effectiveness.  Hyper-parameter tuning using a keras-

tuner optimizes model parameters and early stopping prevents over-fitting during robust model 

training. We tackle the issue of imbalanced data by utilizing the Synthetic Minority Over-sampling 

Technique (SMOTE) and ensure the model’s robustness through K-Fold Cross-validation. Our IDS is 

designed for real-time processing, enabling swift detection and response to emerging threats. It offers 

high scalability and adaptability, accommodating   new threats and processing diverse IoMT data. The 

model’s robustness to noise is verified by evaluating performance with added noise. Evaluated on 

comprehensive ICU Healthcare and NF-TON-IoT Datasets, our model accurately identifies known and 

novel attacks, significantly enhancing security in real-time IoMT environments. Our evaluation results 

demonstrate that this proposed method outperforms existing techniques, which lack these advanced 

capabilities. 

The rest of the research article is organized as follows: The paper’s second section discusses the 

related research works based on machine-learning and deep-learning techniques used to implement the 

IDS model for the IoMT network. The third section discusses the preliminary concepts used in the 

proposed IDS model. The fourth section consists of the proposed research methodology. The fifth 

section contains complete information about the experimental setting required to operate and build an 

effective IDS model for IoMT. The sixth section comprises the experimental results and a detailed 

analytical report of our proposed IDS model. At last, section seven discusses the conclusion and the 

future scope of the proposed research work. 

2. RELATED WORKS 

In this work, we analyze the literature on intrusion detection in the Internet of Medical Things 

networks, focusing on applying various Machine Learning (ML) and Deep Learning(DL) techniques 

researchers employ to develop their respective IDS models. We explore the use of traditional ML 

algorithms such as Decision Trees (DTs) [10], Random Forests (RFs) and Ensemble Learning (EL) 

[11] for anomaly detection and classification tasks in IoMT networks. Additionally, we examine 

advanced DL approaches, including Convolutional Neural Networks (CNNs) [12], Recurrent Neural 

Networks (RNNs) [13] and others that offer data-driven and automated solutions for identifying 

complex patterns and anomalies in network-traffic data. Through this comprehensive review, we aim 

to highlight the strengths and drawbacks of ML and DL approaches in the context of IoMT, providing 

insights into their efficacy, scalability and adaptability to evolving cyber-threats in healthcare 

environments. Tables 1 and 2 emphasize the critical facts of state-of-the-art machine-learning and 

deep-learning Techniques proposed by researchers to construct an IDS model for IoMT networks. 

2.1 Machine Learning-based IDS for IoMT 

Using a fog-cloud-based architecture, Kumaret al. [14] suggested Ensemble Learning (EL) based IDS 

for IoMT environments. To identify attackers in the edge-centric IoMT framework, Nandy et al. [15] 

suggested an Empirical Intelligent Agent (EIA) based on a novel Swarm-Neural Network (Swarm-

NN) technique. To secure the data of IoMT applications, Singh et al. [16] presented a Dew-Cloud-
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based model employing Hierarchical Federated Learning (HFL). Wagan et al. [17] described the Duo-

Secure IoMT framework, which distinguishes between routine IoMT data and attack patterns using 

multi-modal sensory signals data. Khan et al. [18] examined the suggested technique for IoMT cyber-

attacks by employing ensemble- based techniques and fog-cloud infrastructure. Using a meta-learning 

strategy, Zukaib et al. [19] developed a Meta-IDS model that improves the detection of known and 

zero-day intrusions in the IoMT environment. 

Table 1. State-of-the-art machine-learning techniques. 

References Methodology Dataset Accuracy Limitations 

Kumar et 

al. [14] 

 

 

Ensemble learning using fog-cloud 

architecture. 

TON-IoT 96.35% To detect intrusions in IoMT networks, 

the suggested model is not sufficiently 

compared in the paper to other cutting-

edge ensemble or DL models. 

Nandy et 

al. [15] 

 

Using a Swarm-Neural Network 

approach based on Empirical 

Intelligent Agents (EIAs) to detect 

threats and evaluate the effectiveness 

of health data. 

TON-IoT 99.50% The paper does not compare the 

proposed Swarm-NN approach and 

existing intrusion-detection techniques 

in the IoMT frameworks. 

Singh et 

al. [16] 

For data privacy in IoMT, the 

Hierarchical Long- Short Term Memory 

model is implemented at dispersed Dew 

servers with a cloud computing- 

supported backend. 

TON-IoT 99.31% The paper’s comparison of the HFL-

HLSTM model with existing intrusion-

detection techniques is limited. 

Wagan et 

al. [17] 

 

 

Dynamic Fuzzy C-Means clustering 

with Bi-LSTM technique to identify 

attack patterns within the IoMT 

network. 

WUSTL 

EHMS 2020 

89.67% Dataset holds very few records. 

Khan et al. 

[18] 

Fog-cloud architecture and Ensemble 

Learning to handle IoMT security 

concerns. 

TON-IoT 98.56% The paper fails to identify emerging or 

unknown attacks in future IoMT 

environments. 

Table 2. State-of-the-art deep-learning techniques. 

References Methodology Dataset Accuracy Limitations 

RM et al. 

[20] 

 

PCA with Grey-wolf Optimization 

for feature engineering and DNN for 

attack classification. 

KDD99, 

UNSW-

B15 

99.99%, 

89.13% 
Lacks real-time implementation in 

live IoMT environment with sensitive 

medical data. 

Khan et 

al. [21] 

 

SDN enabled hybrid deep learning-

based IDS for IoMT. 

IoT 99.83% The paper lacks a comprehensive 

comparison with other state-of-the-art 

malware-detection methods on the 

same dataset. 

Awotunde 

et al. [22] 

 

Swarm-Neural Network-based IDS 

model for IoMT devices. 

NF-TON-

IoT 

89.00% The paper fails to specify which 

existing models or techniques were 

used to compare the proposed 

model’s performance on the same 

dataset. 

Saran et 

al. [23] 

S-RNN, LSTM and GRU-based 

deep-learning technique to build IDS 

model for IoMT devices. 

ICU 

Healthcare 

99.00% The paper fails to handle imbalanced 

datasets and model’s robustness in 

noisy conditions. 

Saheed et 

al. [24] 

Deep Recurrent Neural Networks 

and Supervised machine-learning 

models were used to develop an IDS 

for IoMT environment. 

NSL-KDD 99.76% The dataset lacks the latest real-world 

IoMT attacks and traffic. 

Changanti 

et al. [25] 

PSO with DNN is used to implement 

an effective and accurate IDS in 

IoMT. 

WUSTLE 

HMS 2020 

96.00% Dataset holds very few records. 

Alzubi et 

al. [26] 

Blended DL framework leveraging 

the CNN-LSTM to recognize the 

latest intrusion attacks and defend 

the healthcare data. 

CIC-IDS 

2018 

98.53% Data imbalance and bias-mitigation 

strategies are not investigated. 
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2.2 Deep-learning Techniques for IDS in IoMT 

An IDS based on Deep Neural Networks (DNNs) was proposed by RM et al. [20] to identify and 

anticipate unknown threats in an IoMT  context.  Using a combination of CNN and LSTM techniques, 

Khan et al. [21] provided an SDN-enabled hybrid Deep Learning-based IDS for IoMT. To identify 

intrusions in   the data-centric IoMT system, Awotunde et al. [22] proposed a Swarm-Neural Network-

based intrusion detection system (IDS) model. Saran et al. [23] discussed S-RNN, LSTM and GRU-

based Deep-learning Techniques to identify intrusion attacks in the IoMT environment. In Saheed et 

al. [24], it was shown how an efficient and effective IDS for classifying and forecasting unforeseen 

cyber-threats in the IoMT environment can be developed using a Deep Recurrent Neural Network 

(DRNN) and Supervised Machine Learning (SML) models (Random Forest, Decision Tree, KNN and 

Ridge Classifier). To enhance the performance of IDS in IoMT, Changanti et al. [25] introduced the 

DNN-based DL model and the PSO feature-selection technique. Alzubi et al. [26] presented a hybrid 

deep-learning framework that combines the advantages of Long Short-Term Memory (LSTM) and 

Convolutional Neural Network (CNN) to effectively detect the most recent intrusion attacks and 

safeguard medical data. 

3. PRELIMINARIES 

Preliminary concepts that are used to build a robust, secure and effective IDS solution are discussed in 

the following sub-section. 

3.1 Gated Recurrent Unit (GRU) with Attention Mechanism 

By enabling the model to focus on the most essential parts of the input sequence during prediction, the 

integration of an Attention Mechanism [27] with a Gated Recurrent Unit (GRU) [28] enhances the 

performance of the GRU. Unlike the general LSTM, CNN and GRU hybrid techniques, this technique 

efficiently prioritises essential temporal dependencies for the model, leading to enhanced accuracy in 

various IoT/IoMT applications. The GRU effectively prevents information loss by using update and 

reset gates to regulate information flow and refresh the hidden state. To determine what information 

should be prioritized, the Attention Mechanism computes a context vector by adding the weighted 

total of the hidden states. Alignment scores are used to calculate the hidden-state weights. By 

combining these two methods, the model’s capacity to manage long-range dependencies in sequential 

data is greatly enhanced, which makes it very helpful for complicated-pattern identification in IoMT 

contexts. The core equations for the GRU with Attention Mechanism are as follows: 

GRU Equations: 

zt = σ(Wzxt + Uzht−1 + bz)                                         (1) 

rt = σ(Wrxt + Urht−1 + br)                                            (2) 

h̃t  = tanh(Whxt + Uh(rt ⊙ ht−1 )+ bh)                                 (3) 

ht = (1 − zt) ⊙ ht−1  + zt ⊙ h̃t                                                                        (4) 

where xt is the input, zt is the update gate, rt is the reset gate, h˜t is the candidate’s hidden state and ht 

is the hidden state at time step t. The functions σ and tanh represent the sigmoid and hyperbolic 

tangent activation functions, respectively. ⊙ is the element-wise multiplication function [29]. 

Attention-mechanism Equations: 

𝒆𝒕,𝒊 =∨ ⊺ 𝐭𝐚𝐧𝐡 (𝐖𝒆𝒉𝒕 + 𝐔𝒆𝐡𝒊 + 𝐛𝒆)                                                (5) 

𝜶𝒕,𝒊 =
𝐞𝐱𝐩 (𝒆𝒕,𝒊)

∑ 𝐞𝐱𝐩(𝒆𝒕,𝒋)𝑻
𝒋=𝟏

                                                       (6) 

 c𝑡 = ∑ 𝛼𝑡,𝑖h𝑖
𝑇
𝑖=1                                                                       (7) 

where the context vector is ct, the weight vector is v and the hidden state at time step t is represented 

by et,i, the alignment score is αt,i and the total number of time steps in the input sequence is T. The 

hyperbolic tangent activation function for the attention mechanism is represented as tanh. 

Additionally, the weight matrices for the respective gates and the attention mechanism are Wz, Wr, 

Wh, We; the weight matrices for the hidden state and the attention mechanism are Uz, Ur, Uh, Ue; and 

the bias vectors for the respective gates and the attention mechanism are bz, br, bh, be. 
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4. PROPOSED RESEARCH METHODOLOGY 

The proposed IDS model to detect known, unknown and zero-day attacks in IoMT leverages a GRU 

with an Attention Mechanism-based DL technique. This comprehensive approach includes data pre-

processing, feature extraction using PCA and handling class imbalance with SMOTE. The model is 

rigorously trained and evaluated, ensuring robustness and reliability through K-Fold cross-validation 

and hyper-parameter  tuning with Keras Tuner, which allows defining an optimized attention function 

that directly helps priorities the most important features without huge extra computational costs, unlike 

all other existing attention-based IDS models accessible for IoT and IoMT applications. The following 

sub-sections provide a detailed breakdown and analysis of the critical components of the operational 

methodology. 

4.1 Proposed IDS-model Architecture 

Figure 2 illustrates the proposed IDS model architecture utilizing a GRU with Attention Mechanism-

based Hybrid DL technique. This architecture is designed to effectively capture temporal dependencies 

and highlight significant features in IoMT data. Figures 3 and 4 depict the detailed GRU with 

Attention Mechanism model layer architecture applied to the ICU Healthcare and NF-TON-IoT 

datasets, respectively, demonstrating the multiple layers (Input, GRU, Attention and Dense or Output 

Layers) to construct the robust and secure IDS model for IoMT network. 

 

 

Figure 2. Intrusion-detection system’s model architecture for IoMT network. 

 

 

 

 

 

 

 

Figure 3. GRU with attention mechanism model layer architecture for ICU healthcare dataset. 

 

 

 

 

 

 

 

Figure 4. GRU with attention mechanism model layer architecture for NF-TON-IoT dataset. 
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4.2 Proposed IDS Framework 

This GRU with an Attention Mechanism-based Hybrid Deep Learning IDS framework presents a 

comprehensive workflow for addressing known, unknown and zero-day intrusion attacks in real-time 

IoMT scenarios. It includes data pre-processing, model building and evaluation, feature reduction and 

performance visualization, providing a detailed approach for enhancing model performance in this 

critical field. The framework utilizes the ICU Healthcare and NF-TON-IoT datasets to evaluate the 

effectiveness of the proposed IDS model, ensuring the robustness of the proposed Intrusion Detection 

Systems in the IoMT network environment. The step-by-step operational phases to construct our 

proposed secure IDS model    for the IoMT network are as follows. 

1) Data Pre-processing 

a) Cleaning the data by handling infinite, missing and duplicate values and encoding categorical 

target labels in numerical format. 

b) Balancing the dataset using SMOTE (Synthetic Minority Over-sampling Technique) to address 

the class-imbalance issue. 

c) Splitting the data into training and testing sets and performing feature scaling. 

2)  Feature Extraction Using Principal Component Analysis (PCA)  

PCA extracts features, lowering the dataset’s dimensionality while keeping the essential features for 

efficient and accurate model training. 

3)  Training the GRU with Attention Mechanism-based Hybrid DL Model for Classification 

a) Model Architecture: Constructs and trains the GRU with Attention Mechanism-based hybrid 

DL model aiming to classify network-traffic data effectively into different categories of 

network attacks or normal behavior. This model combines: 

i. GRU layers for temporal feature extraction.  

ii. The Attention Mechanism is trained to learn where to pay attention at each time step 

by aligning the relevant contextual information with the hidden states of GRU.  

iii. Dense layers for final classification. 

b)  Hyper-parameter Tuning 

i. It utilizes Keras Tuner for hyper-parameter optimization, finding the best 

configuration for GRU units and dropout rate.  

ii. It uses early stopping, which stops the training process when the model’s performance 

on a validation set reaches an unacceptable level, to prevent overfitting. 

c) Model Training 

i. The model is trained on the pre-processed and feature-extracted dataset.  

ii. The model’s performance is assessed in depth by utilizing a variety of metrics, 

including Accuracy, ROC curves, Precision, Recall, F1-Score and Confusion Matrix. 

4) Cross-validation: The K-Fold cross-validation technique is utilized to rigorously evaluate the 

model’s performance across five different splits of the datasets, ensuring robustness and 

generalizability. 

5) Handling Noisy Data 

a) We use Gaussian noise to demonstrate the robustness of the model under noisy conditions with 

an average of zero and a standard deviation of 0.1 introduced to the features, with the effect of 

emulating interference related to surroundings and communication networks in IoT systems 

such as fluctuations in network signals and transmission errors. 

b) A Random Forest Classifier is trained on noisy data to compare performance. 

c) We found the accuracy for instances with the added noise, proving its robustness based on the 

ICU Healthcare dataset as 99.98% and 99.93% for the NF-TON-IoT dataset. 

6) Performance Visualization 

Algorithm 1 presents a detailed methodology for constructing our advanced Hybrid Deep 

Learning IDS model incorporating all the above processes tailored specifically for IoMT 

networks. 
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Algorithm 1: Algorithm for Intrusion Detection in IoMT 

Require:  Dataset D with features X ∈ Rm.n and labels y ∈ Zm (where m is the number of samples and 
n is the number of features). 

Ensure: Trained GRU with Attention Mechanism model 

1: Load and Preprocess Data: 

2: Load dataset D from the CSV file 

3: Separate features X and target y 

4: Select only numeric features. Xnumeric 

5: Standardize numerical features using StandardScaler: 

Xscaled = scaler.fit_transform(Xnumeric) 

6: Dimensionality Reduction with PCA: Xpca = pca.fit_transform(Xscaled) 

7: Encode Target Variable using LabelEncoder: 

yencoded = label_encoder.fit_transform(y) 

8: Split Data into Training and Testing Sets: Xtrain, Xtest, ytrain, ytest = 

train_test_split(Xpca, yencoded, test_size = 0.2, random_state = 42) 

9: Handle Class Imbalance with SMOTE: 

Xsmote, ysmote = smote.fit_resample(Xtrain, ytrain) 

10: Define and Train GRU with Attention Model: 

11: Define AttentionLayer class 

12: Convert data to NumPy array and reshape for GRU model: Xtrain_np, Xtest_np 

13: Define a model-building function for hyperparameter tuning using Keras Tuner to find the 

best model 

14: Train the best model on Xtrain_np, ysmote with EarlyStopping callback 

15: Save and load the trained model 

16: Evaluate the Model on Test Data: Xtest_np, ytest 

17: Calculate and print accuracy, precision, recall, F1-score and AUC-ROC 

18:  Visualize loss and accuracy graphs and confusion matrix 

19: Evaluate Model with Noise and Class Imbalance: 

20: Add Random Noise to features and split data into train and test sets 

21: Train and evaluate the accuracy of the Random Forest classifier on noisy data 

22: K-Fold Cross-Validation: 

23: Perform and visualize the K-fold cross-validation scores on five folds to assess model 

generalization 

5. EXPERIMENTAL SETTING 

5.1 Experimental Setup 

We utilized a high-performance computing environment to establish a robust experimental setup for 

our Intrusion Detection System tailored for Internet of Medical Things (IoMT) network 

communication. This setup featured a 1TB hard drive operating on an Intel Core i7-6700 CPU clocked 

at 3.40GHz with 8GB RAM, running Ubuntu 20.04.4 LTS for stability and advanced networking 

capabilities. Leveraging Google Colab, a scalable cloud-based platform renowned for its 

computational power, facilitated our IDS model’s development and simulation phases, 

accommodating extensive computations and large datasets. We chose Python for its rich ecosystem of 

libraries supporting machine-learning models, which is crucial for our testing and validation processes. 

To rigorously assess the effectiveness and accuracy of our IDS model, we conducted experiments 

using two prominent publicly available benchmark datasets, the ICU Healthcare dataset and the NF-

TON-IoT dataset. These datasets are well-regarded for their comprehensive coverage of cyber-attacks 

across the IoMT network environment, providing critical benchmarks for evaluating our system. 

5.2 Dataset Description 

5.2.1 ICU Healthcare Dataset 

The ICU Healthcare Intrusion Dataset [30] offers a rich source of network-traffic data captured from a 

simulated ICU healthcare environment, providing valuable insights into cyber-security threats and 

vulnerabilities in healthcare settings. The dataset consists of the records under three types of network 



144 
Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 11, No. 02, June 2025. 

 
traffic classes: Attack class, Environment-monitoring class and Patient-monitoring class, as depicted in 

Figure 5. In Figure 6, we have demonstrated the distribution of balanced and unbalanced labeled 

classes in the ICU Healthcare dataset using SMOTE. The detailed specification of the ICU Healthcare 

dataset is mentioned below. 

1. Size: The dataset comprises 1,88,694 network-traffic data records captured over a specific 

period, providing a comprehensive representation of various network activities within an ICU 

healthcare environment. 

2. Features: Each data record includes detailed information about network-traffic attributes in 

52 categories such as source IP address, destination IP address, protocol type, timestamp, 

packet size and network port. 

3. Traffic Composition: The dataset holds three types of traffic classes: a.) Attack class, b.) 

Environment-monitoring class and c.) Patient-monitoring class. The Normal class 

(Environment-monitoring class and Patient-monitoring class) and Attack class of the IoT 

healthcare dataset hold 1,08,568 and 80,126 records, respectively. 

4. Labels: The dataset includes labeled instances as 0 (Normal) and 1 (Attack), indicating the 

presence or absence of cyber-security threats or anomalies in the IoMT-enabled heathcare 

network traffic. The dataset contains four distinct attack types: Brute Force, MQTT Publish 

Flood, MQTT Distributed Denial-of-Service (DDoS) and SlowITE [31]. 

 
 

 

 

 

 

 

 

 

 

Figure 5. ICU healthcare dataset attack categories. 

 
 

 

 

 

 

 

 

 

 

Figure 6. ICU healthcare dataset attack categories, before and after SMOTE. 

5.2.2 NF-TON-IoT Dataset 

The NF-ToN-IoT dataset offers a comprehensive source of network-traffic data specifically captured 

from IoT environments. This dataset is essential for understanding cyber-security threats and 

vulnerabilities within IoT networks. Its availability supports research, development and evaluation of 

Intrusion Detection Systems (IDSs), Machine-learning models and security measures tailored for 

safeguarding IoT infrastructure. The dataset comprises records categorized under different types of 

network-traffic classes, as depicted in Figure 7, providing a valuable resource for anomaly detection 

and traffic analysis. Figure 8 demonstrates balancing unbalanced distributed labeled classes in the NF-

TON-IoT Dataset using SMOTE. A thorough inspection of the NF-TON-IoT dataset is as follows: 

1. Size: The dataset comprises 1,379,274 network traffic-data records, offering a comprehensive 

representation of various network activities within IoT environments. 

2. Features: Each data record includes detailed information about network traffic attributes in 14 
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categories, such as source IP address, destination IP address, protocol type, packet size, 

network port, among others. 

3. Traffic Composition: The dataset includes two types of traffic classes: 

a) Attack class: Represents malicious network traffic consisting of DoS, Injection, DDoS, 

Scanning, Password, MITM, XSS, Backdoor and Ransomware.  

b) Benign class: Represents non-malicious, regular network traffic. 

4. Labels: Labels help in identifying the presence or absence of cyber-security threats or attacks 

in  IoT network traffic: 

a) 0 (Normal): Indicates benign network traffic. 

b) 1 (Attack): Indicates malicious network traffic. 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. NF-TON-IoT dataset attack categories. 

 

 

 

 

 

 

 

 

 

 

Figure 8. NF-TON-IoT dataset attack categories, before and after SMOTE. 

5.3 Performance Evaluation 

5.3.1 Performance Metrics 

Performance metrics serve as fundamental measures for evaluating the effectiveness of classification 

models, offering critical insights into the capability of the proposed IDS model to classify instances 

and detect anomalies accurately. These metrics collectively provide a robust evaluation framework for 

assessing its real-world efficacy. The key performance metrics include: 

1) Precision (%): Precision measures how many accurate positive predictions there are among 

all the positive predictions the model makes. This can be computed as follows: 

Precision % = (
𝑇𝑃

𝑇𝑃+𝐹𝑃
) × 100                                                          (8) 

2) Recall (%): The ratio of true positive predictions to all real positive instances in the dataset is 

known as recall and it may be calculated as follows: 

Recall % = (
𝑇𝑃

𝑇𝑃+𝐹𝑁
) × 100                                                               (9) 

3) F1-score (%): The F1-score, calculated as follows, is the harmonic mean of precision and 

recall and offers a fair evaluation of the model’s performance. 

F1 − score % = (
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
) × 100                                                   (10) 
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4) Accuracy (%): Accuracy reflects the proportion of correctly classified instances among all 

instances in the dataset, expressed as: 

Accuracy % = (
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
) × 100                                                  (11) 

5) Accuracy with noise (%): The algorithm for calculating model accuracy when noisy data is 

included is the same as for conventional accuracy calculation, but it is applied to the 

predictions produced on the noisy dataset and can be expressed as follows: 

Accuracy with noise % = (
𝑇𝑃𝑛𝑜𝑖𝑠𝑦+𝑇𝑁𝑛𝑜𝑖𝑠𝑦

𝑇𝑃𝑛𝑜𝑖𝑠𝑦+𝑇𝑁𝑛𝑜𝑖𝑠𝑦+𝐹𝑃𝑛𝑜𝑖𝑠𝑦+𝐹𝑁𝑛𝑜𝑖𝑠𝑦
) × 100                            (12) 

6) Mean K-Fold Cross-validation (CV) Accuracy (%): The average accuracy ratings from 

each cross-validation fold are the mean K-Fold cross-validation accuracy. This offers a 

broader gauge of the model’s effectiveness, denoted by: 

Mean K − Fold CV Accuracy % = (
∑ (

𝑇𝑃𝑖+𝑇𝑁𝑖
𝑇𝑃𝑖+𝑇𝑁𝑖+𝐹𝑃𝑖+𝐹𝑁𝑖

)𝐾
𝑖=1

𝐾
) × 100                                 (13) 

Confusion Matrix 

We assess the effectiveness of our suggested classification model using a confusion matrix. By 

comparing predicted labels with actual labels, it classifies predictions into True Positives (TP), True 

Negatives (TN), False Positives (FP) and False Negatives (FN). Figures 9 and 10 show the true and 

predicted    values derived from our proposed Hybrid DL IDS model in confusion-matrix format on 

ICU Healthcare and NF-TON-IoT datasets, respectively. 

6. EXPERIMENTS AND RESULT ANALYSIS 

In real-time Internet of Medical Things (IoMT) contexts, the proposed hybrid Deep Learning IDS 

model based on Attention Mechanism and GRU is designed to identify known, unknown and zero-day 

attacks. Evaluation of the IDS model utilized the benchmark ICU Healthcare and NF-TON-IoT 

Datasets. In the operational phase, raw datasets underwent comprehensive pre-processing steps, 

including data cleaning, normalization and dimensionality reduction using PCA to enhance 

computational efficiency. Subsequently, the processed data was fed into the GRU with Attention 

Mechanism for sequence modeling, leveraging its ability to capture intricate temporal dependencies in 

healthcare-network traffic. 

 

 

 

 

 

 

 

 

          

Figure 9. Confusion matrix of ICU                   Figure 10. Confusion matrix of NF-TON-IoT  

                           healthcare dataset.                                                          dataset. 

Table 3. Classification report of the proposed IDS model on both the given datasets. 

Dataset Precision  

(%) 

Recall 

(%) 

F1-score 

(%) 

Accuracy 

(%) 

Accuracy with 

Noise (%) 

Mean K-Fold CV 

Accuracy (%) 

Support 

ICU 

Healthcare 

Dataset 

99.98 99.99 99.99 99.99 99.98 99.99 37739 

NF-TON- 

IoT Dataset 

99.50 99.17 99.34 98.94 99.93 97.30 275855 
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The evaluation of the proposed IDS model demonstrates robust performance across multiple metrics 

and datasets. The accuracy achieved by the ICU Healthcare and NF-TON-IoT datasets reached 

99.99% and 98.94%, respectively. Precision, Recall, F1-score, Accuracy with Noise and Mean K-fold 

cross-validation accuracy results are summarized in the Classification Report as shown in Table 3. The 

GRU with Attention Mechanism-based Hybrid DL IDS model was trained for 20 epochs on both 

datasets, maintaining consistent loss and accuracy trends throughout each epoch. Figures 11 and 12 

illustrate dataset loss and accuracy graphs, showcasing the model’s learning process and convergence 

over time. 

 
 

 

 

 

 

 

Figure 11. Loss accuracy graph for ICU healthcare dataset. 

 

 

 

 

 

 

 

 

 

 

Figure 12. Loss accuracy graph for NF-TON-IoT dataset. 

Table 4. Results comparison of state-of-the-art IDS techniques with proposed IDS 

model on IoMT devices. 

References Dataset Technique Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

Accuracy 

(%) 

Accuracy with 

Noise (%) 

CV Accuracy 

(%) 

Kumar 

et al. [14] 

TON-IoT Ensemble 

Learning 

90.54 99.98 95.03 96.35 . . . . . . 

Khan 

et al. [18] 

TON-IoT Ensemble 

Learning 

. . . . . . . . . 98.56 . . . . . . 

Awotunde 

Et al. [22] 

NF-TON-IoT Swarm-Neural-

Network 

. . . . . . . . . 89.00 . . . . . . 

Proposed NF-TON-IoT Hybrid Deep 

Learning 

99.50 99.17 99.34 98.94 99.93 97.30 

Khan 

et al. [21] 

ICU 

Healthcare 

Hybrid Deep 

Learning 

96.34 99.11 100.00 99.83 . . . . . . 

Saran 

et al. [23] 

ICU 

Healthcare 

Deep Learning … … … 99.00 … … 

Proposed ICU 

Healthcare 

Hybrid Deep 

Learning 

99.98 99.99 99.99 99.99 99.98 99.99 

Five splits for K-fold cross-validation were employed to assess the robustness and generalizability of 

the proposed IDS model. They obtained a Per-fold accuracy score and a mean K-fold accuracy score 

of 99.99% for the ICU Healthcare dataset and 97.30% for the NF-TON-IoT datasets, respectively, as 

depicted in Table 3. This analysis ensures the model performs consistently well across different data 
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splits, reinforcing its reliability in diverse IoMT environments. Table 4 compares the proposed IDS 

model with the existing techniques for various attack-detection capabilities and performance metrics 

on ICU Healthcare and NF-TON-IoT datasets. 

In summary, the experimental results validate the effectiveness and reliability of the proposed GRU 

with Attention Mechanism-based Hybrid DL IDS model for detecting intrusions in IoMT networks. 

The model’s ability to handle complex healthcare data, robust performance metrics and comparative 

analysis against existing techniques underscores its potential as a critical security measure in modern 

healthcare infrastructures. 

7. CONCLUSION AND FUTURE SCOPE 

Securing Internet of Medical Things (IoMT) networks against known, unknown,  and  zero-day  

intrusion  attacks is crucial for maintaining patient-data privacy and operational integrity in  healthcare  

environments. In response to these challenges, we have developed and evaluated a sophisticated IDS 

model for IoMT applications, integrating PCA for dimensionality reduction, SMOTE for handling 

imbalanced datasets and a GRU with Attention Mechanism for sequence modeling. As shown in Table 

3, at Section 6, our suggested IDS model performs admirably across a variety of evaluation criteria, 

including Precision. This research work produced a suitable model for testing new datasets by 

incorporating changes in the model to Recall, F1-score, Accuracy, Accuracy with noise and K-Fold 

Cross-validation Accuracy. We showed the model’s effectiveness in detecting various types of 

intrusions while lowering false positives and false negatives, with 99.99% accuracy for the ICU 

Healthcare dataset and 98.94% accuracy for the NF-TON-IoT dataset. The evaluation of the IDS 

model also incorporated the analysis of Accuracy with noise and K-Fold Cross-validation Accuracy. 

By introducing noise into the dataset, we assessed the robustness of the model, ensuring that it 

maintains high accuracy even under adverse conditions, as 99.98% for the ICU Healthcare dataset and 

99.93% for the NF-TON-IoT dataset. The K-Fold Cross-validation provided a comprehensive 

evaluation by training and validating the model across multiple data splits, resulting in an average 

accuracy of 99.99% for the ICU Healthcare dataset and 97.30% for the NF-TON-IoT dataset, 

demonstrating the model’s consistent performance. We can accommodate several amendments for 

further enhancement and exploration to include new attack approaches to achieve robust applicability 

in real-life IoT and IoMT scenarios. We can test a light version of the proposed IDS model with fewer 

GRU units and attention layers to decrease the demands on the resources used while retaining the high 

detection rate of real-time intrusion detection, especially in resource-constrained IoMT environments. 
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 البحث: ملخص

ددددد  ي أل ددددد  رصّددددد نب  ددددد ت       ن ت انشددددد  رل ت لقدددددى انتش ر أجدددددنت ات دددددء  ي أل ددددد  رصّددددد نب ادددددن رللت

ددددد ت    ي ت ا ت   ن ددددد   رلطتبت ددددد   يلدددددر ي دددددىرة ردددددات ر ادددددن ا ة ددددد  تانشددددد  رل للدددددر  رل لر بددددد  رل ت

هددددددهز رصت ددددددء  رلطتبت دددددد  رل أت ددددددّ    تدددددد ن  ددددددب    ددددددنن يلددددددر ينت ددددددن    ددددددىتشن ر   ددددددل   ددددددبا   

ددددددى رل نتدددددد  يلددددددر ا ة دددددد ر  أ  دددددد ر  يأجددددددن  رلأت ددددددّ    أ ّتدددددد    ددددددب ا رلب ن ددددددن   رص ددددددل رلددددددهٍ شتيت

ددددددد ت     ل  نشددددددد  ات دددددددء  ي أل ددددددد   ل  نشددددددد    ن دددددددن  رل للدددددددر  رلب  ددددددد  رلأ أ ددددددد  لّلانشددددددد  رل ت

ثا   أطددددداشل ا ة ددددد ر اىشدددددى ر  يأجدددددن   نم رلبدددددن دددددرصّددددد نب رلطتبت ددددد   دددددا رل ىشدددددى  دددددا رل   دددددن   

 ت دددددء   رل  دددددا  اّدددددر   ن دددددن    تنعددددد  اّدددددر   دددددار   دددددل  جدددددل   رلأت دددددّ     أدددددلر   ّددددد  رص

ت   ىت ذر ه     ع ذل   اإ ت  طاشل  ةنمر ا تن ر   أ ار  يأجن  رلأت ّ   شة ت   ىتشن

ا  يأجدددددن  رلأت دددددّ   ة أل ددددد  رصّددددد نب رلطتبت ددددد   نعدددددأ ىرم   دددددى    قأدددددله ادددددن هدددددهز رلات ددددد   ةن دددددن

ل   ددددد  رل    ددددد  رلقني ددددد  اّدددددر رل ددددد  ر  أبدددددنز    دددددى اتلشددددد  رلأت دددددلرت رل بات ددددد   دددددع  ق  ددددد  رلدددددأت ّ   ر

  دددددنتي ا ّ ددددد  اّدددددر رل تةدددددنم رل  ددددد ا رل قأدددددله    دددددلها اّدددددر انربر   أدددددن ر ادددددن   نشددددد    ن دددددن  

ددددددبلر    رل  أّ دددددد    تددددددلش  ق دددددد   رل تةددددددنم  ات ددددددء  ي أل دددددد  رصّدددددد نب رلطتبت دددددد   ددددددا رل   ددددددن  رل ت

ددددد ت     ذلدددددد   نعددددددأ ىرم رل قأدددددله اّددددددر   ددددد     ااددددددن  رلب ن دددددن  اددددددن   دددددن  رللت  انشدددددد  رل ت

ادددددىنر  دددددا  تّدددددلر  رصنرب    دددددن ا  دددددن رلىت تددددد   يلدددددر تن ددددد   قنت ددددد  رل تةدددددنم رل قأدددددله   دددددىنا  دددددا 

ا  رص ة ددددد  رل جدددددن    رلدددددارتن  ادددددن نترعدددددن  عدددددن ق  ا دددددلش    ددددد  اربددددد  رل تةدددددنم رل قأدددددله   ات دددددن

ددددددد دددددددلر  انربر انل ددددددد     دددددددن شتيت تّ ا اّدددددددر   دددددددلز  دددددددا رص ة ددددددد   أ ق قددددددده  ت ى  أن أددددددده  ّ اظدددددددن

 ا نل أدددددده    نلأتددددددنلن   ناأدددددده اددددددن   نشدددددد  ات ددددددء  ي أل دددددد  رصّدددددد نب رلطتبت دددددد   ددددددا رل   ددددددن  
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