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ABSTRACT

An Automated Essay Grading (AEG) system is designed to be used in universities, companies and schools, which
depends on Artificial Intelligence and Natural Language Processing technologies; as it has the capability to
improve the grading system in terms of overcoming cost, time and teacher effort while correcting the students’
essay questions and papers. The AEG system widespread use is due to its cost, accountability, standards and
technology; as that leads to the system being used and applied for multiple languages, such as English and French,
among others. On the other hand, limited research has been conducted to automate Arabic essay grading.
Therefore, this paper introduces an Arabic AEG system. In this paper, we propose a model for Arabic essay
grading based on F-score to extract features from student answers and model answers along with the use of the
Arabic WordNet (AWN) as a valuable knowledge-based method for semantic similarity. The purpose of using the
AWN s to find all related words from student answers to give the answer a student score. Students will not be
subject to injustice in terms of their marks in cases when they do not write the exact model answer, which
subsequently leads to an improvement of the Arabic AEG system to match human grading. The proposed model
is evaluated using Arabic essay dataset and the result shows that our proposed model produces a result which
matches human grading.
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1. INTRODUCTION

Automated Essay Grading (AEG) techniques are used in grading student essays without the direct
participation of individuals, where an AEG system can automatically evaluate and produce a score or
grade for a written essay to tackle time, reliability and cost issues. AEG systems are motivated by the
need to develop solutions to assist teachers in grading essays in an efficient and effective manner.

AEG systems keep on drawing the interest of government-funded schools, colleges, testing
organizations, specialists and instructors. Numerous studies have been conducted to examine the
accuracy and precision of AEG systems. Furthermore, there were several studies conducted on AEG
systems which revealed high matching rates between AEG system scores and human scores with various
AEG systems [1]. The idea of having compelling approaches and techniques to score essays of students
is to liberate instructors of the burden of perusing and hand-scoring possibly hundreds of essays and
papers.

Moreover, test publishers would most likely score essays and papers for a cheaper expense and possibly
give higher-quality assigned scores by using the computer’s special capabilities to improve AEG
systems to achieve more accurate results compared to traditional scoring. AEG system mechanism
contains many stages: collecting the student texts in text corpus form inputted into the AEG software.
Firstly, the AEG system pre-processes the texts to make them useful for further processing and analysis.
The basic pre-process technique includes stripping the texts of white spaces, removing certain characters
such as punctuation, removing any character from other languages and splitting the text sequence into
pieces, referred to as tokens. Other methods employed in the pre-processing will be illustrated in more
detail in the next sections.

The second stage typically involves feature extraction, which is concerned with mapping the text
sequence into a vector of measurable quantities, the most common examples and the frequency of each
unique word in the text. It is considered as the most difficult part of the construction of an AEG system

1. S. A Al Awaida and B. Al- Shargabi are with Middle East University, Amman, Jordan. E-mails: Saeda0awaida@gmail.com and
bshargabi@meu.edu.jo
2. T. Al Rousan is with Isra University, Amman, Jordan. E-mail: thamer.rousan@iu.edu.jo



171
"Automated Arabic Essay Grading System Based on F-Score and Arabic WordNet" , S. A. Al Awaida, B. Al Shargabi and T. Al Rousan.

and it is challenging for humans to take into account all the factors affecting the grade. Furthermore, the
effectiveness of the AEG system is constrained by the chosen features [2].

Many techniques were exploited to automate essay grading; techniques within the field of natural
language processing, latent semantic analysis and machine learning [3]. Automated Arabic essay
grading is still at its beginnings with limited research conducted in this field. In this direction, we
propose in this paper a model to automate Arabic essay grading based on F-score to extract features
from student answers and model answers along with the use of Arabic WordNet (AWN), which is a
valuable system for semantic similarity measures and text similarity algorithms. The use of AWN is
useful to find all related words from the student’s answers, which match the meaning of such words in
the model answer; in order to facilitate grading the students’ essays. Students are not subject to injustice
regarding their marks in cases when they do not write the same exact model answer, which subsequently
leads to the improvement of the AEG system to match human grading.

2. LITERATURE REVIEW

This section presents an overview of the concepts and main topics of Arabic automated essay grading,
which includes, F-score, AWN and the most recent related work.

2.1 F-score

Support vector machine is represented by sparse vectors under the vector space, where each word in
the vocabulary is mapped into one coordinate axis. This is used on data to train a linear classifier which
is characterized by the normal to the hyper-plane dividing positive and negative instances.

We apply feature selection aiming to pre-define the number of the highest scoring features to be included
in a classifier by using the F-score technique. F-score is a feature selection technique in SVM. F-score
measures the distinction between two classes (positive and negative), where each feature is assigned to
a value computed as in [4]. If that value of F-score for the feature is bigger than the mean value of all
F-scores in order for the feature to be added to feature space, the feature will not be considered for the
feature space.

F-score is used in the proposed model to decide or select the feature, which affects the score of the
student answer by determining the positive and negative classes according to a related or non-related
answer, where the related answer (positive) takes it, while the others (negative) ignore it. F-score is
good for feature selection, where it solicits each feature separately based on its score over
the Fisher criterion, which prompts an optimal subset of features, especially when the features are
extracted from text like essays to redundant features.

2.2 Text Similarity Algorithms

Many text similarity approaches have been used to develop automated essay grading systems [5]-[6].
There are three major approaches for text similarity: string-based similarities, corpus-based similarities
and knowledge-based similarities, in addition to a sample of combinations of all of them. String-based
similarities are also divided into two types; character-based and term-based, where these approaches
measure similarity by counting the number of different characters in two sequences.

Corpus-based similarities are similarity measures between words based on information collected from
a huge amount of texts which are mainly used for language research. The knowledge-based similarity
is a semantic similarity measure, which relies on determining the ratio of similarity between texts using
information collected from the semantic network. Moreover, some of these approaches are combined
together to find optimal performance in terms of accuracy.

2.3 Arabic WordNet

Arabic WordNet is a valuable knowledge-based tool for several semantic similarity measures. It was
created in 2006 and expanded in 2016 [7]. AWN is a lexical database for the Arabic language which is
concerned with the meaning of words, rather than forms, where words are semantically similar.
Moreover, its lexical resources contain not only words of the targeted language, but also synsets and
semantic relations between words, such as synonymy, meronymy and antonymy; as synsets are groups
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of words that can substitute other words in a sentence without changing its general meaning [7]. In this
paper, we used Arabic WordNet to find all the related words from the student answers to give the student
answer a score. Students are not subject to injustice regarding their marks when they do not write the
same exact model answer.

2.4 Related Work

The latest and most recent related work is presented in this subsection, where many different approaches
and systems were used to automate Arabic essay grading. An Arabic essay system called 'Abbir ' is
presented in [8], where latent semantic analysis was used with some features, such as word stemming,
spelling mistakes, proportion of spelling mistakes and word frequency, which revealed after different
experiments that the performance is very close to human rating.

An automated assessor proposed in [7,9] for Arabic free text answer is based on LSA, which relies on
replacing synonyms for each of the selected features to produce a matrix which is better than the
traditional form of LSA matrix. The authors used the cosine similarity metrics to measure the similarity
degree between the questions’ model answers and the student answers. Accordingly, the score is given
based on the higher ratio of similarity to set a score for the current essay based on model answer degrees.

A modified LSA is proposed in [9] for automatic essay scoring using Arabic essay answers, where a
combined method of syntactic feature and LSA is based on bag-of-words. Afterwards, pre-processing
creates a matrix, then applies cosine to define similarity. Results showed that syntactic feature improves
accuracy. In this paper, we use AWN to apply the meaning features.

Moreover, a hybrid method employing LSA and rhetorical structure theory for automated Arabic essay
scoring is proposed in [10], where the essay is semantically analyzed using LSA along with assessing
essay writing style cohesiveness. The essay score of this approach was assigned based on the cohesion
of the essay which represents 50% of the score, while 40% of the score is based on the writing style and
the rest is given based on the spelling mistakes.

In [11], the authors suggested a web-based system which relies on using the Vector Space Model (VSM)
to automate essay grading written in Arabic language. The system relies on two main processes; the first
process extracts the features from essays, then applies SVM to find out the similarities between the
essays written by the teachers and the ones written by the students, after converting each essay to vector
space. The system then uses VS to match terms in the document after which cosine similarity is applied
to find the score of student’s answer. In this paper, SVM is used to extract features from answers.
Another automated essay scoring system proposed in [12] also relies on using SVM, as it first extracts
numerical features vector from the text data of essays using support vector machine classifier, then
constructs a predictive model with extracted features and solves the multi-classification problem into
multiple binary classifications to find the score between pairs of classes.

An approach using multiple classifiers, such as SVM, K-NN and Naive Bayes in classifying Arabic
language text documentation and comparing between those classifiers is used in [13]. The researchers
used a dataset from Aljazeera news website and Al-Hayat website according to certain measures (recall,
precision and F1), where the result suggests that the SVM classifier significantly outperforms other
classifiers in high dimensional feature spaces. Accordingly, as the results in [13]-[14] indicate, F-score
employed to extract features was the main reason of the model’s high accuracy, which is why we used
it in our proposed model.

A survey of similarity methods which focuses on challenges facing Arabic texts is employed in [15].
Three types of similarities were surveyed; lexical similarity based on character and statement
similarities, semantic similarity and a hybrid similarity which combines both lexical and semantic
similarities. The approach concluded that the cosine similarity metric produces an efficient performance
when used in many Arabic essay grading systems, compared with other lexical measurements.

Moreover, a system based on the comparison of different text similarity algorithms for Arabic essay
grading, such as string algorithm and corpus algorithm, is presented in [16]. The researchers applied
multiple similarity measures to find an efficient way for essay grading. The N-gram approach is used in
their system, as they relied on N-gram approach simplicity, which produces a reliable outcome when it
comes to noisy data, such as grammatical errors or spelling mistakes, compared with the word-based
approach.
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A short answer system, based on translating student answers written in Arabic language into English
language, is presented in [5] to tackle the challenges of the Arabic text in [6]. Accordingly, some
problems existed during the translation process, such as a word in Arabic not in the same context
structure and semantic is translated. Afterwards, the system applies multiple similarity measures and
combines them to define the score of the tested student’s answer. In this paper, we directly apply the
similarity measure after extracting the feature without translation.

A system to automate essay scoring for online exams in Arabic language, based on evaluating the effects

of stemming techniques, is applied in [17]. Heavy stemming and easy (light) stemming along with
Levenshtein similarity measure are applied to the question in order to check the effectiveness of both
techniques. As light stemming halts the elimination of prefixes and suffixes, without the ability to
recognize the root of the word, heavy stemming is a root-based stemming which relies on eliminating
prefixes and suffixes to get the actual root of a word. After finding the stemming word, the Levenshtein
similarity measure is applied by giving each word a weight, then defining the distance between every
two words to find the score.

3. PROPOSED MODEL

In this section, we present the proposed Arabic automated essay grading model, as illustrated in Figure
1, which is based on F-score, AWN and text similarity; to enhance the accuracy of the grading of essay
exams. We developed a dataset (corpus) which is created to test the model. The proposed model consists
of many phases, such as pre-processing, Arabic WordNet, feature extraction, using F-score and finally,
applying the cosine similarity measure to determine the score of the student’s answer; based on its cosine
similarity degree and the model answers.

Student answer Corpus (Questions & model
answers )
Pre-processing Pre-processing
Arabic WordNet

y

Feature extraction using F-score

v

Cosine similarity
Similarity Degree ‘

Figure 1. Proposed model.

3.1 Pre-processing

As seen in Figure 2, the pre-processing’s first step is tokenization and normalization, which splits
strings of student answer and model answer into smaller pieces and processes the transformation of the
characters and the words into a single form. The second step is stop-word removal, where stop-words
can be defined as words that do not have any significant meaning, or any word which does not have any
importance and meaning in terms of finding the text classification; as these words are removed from the
text. After converting the input Arabic text into a list of tokens, they are inputted to the next stage which
is the stop-word removal, as they will be listed in the dictionary to remove them from the tokens output.
The third stage is the stemming and lemmatizing process , which is a procedure’s function for retrieving
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the word to its basic root, by processing the removal of all of the word prefixes, suffixes and infixes.
Lemmatization is closely related to stemming which extracts the base root of words. It creates an actual
dictionary for words.

Example of the pre-processing step is as follows: An example of a student’s answer:
Jiail I glad ddalis oo Lo Lasd Jasi 3 Claaal) 5 <l 51 5 ) sl (40 e gana
The result after the tokenization process:
" bl " e ghad " el g " MChlaaadl™ M Mlgin M Lad M a5 1 ) gV T i gall M e 1 M gana™
Stop word removal result:
MOadl Ml ghat Mkl e M a5 1 M eI Ml 1 sl sall Mo gana
Different types of stemmers are used for Arabic text; in the proposed model, we used ISRI Arabic

Stemmer to determine the roots of the Arabic words [18]-[19]. For the same example shown above, the
ISRI stemming process is as follows :

II_LM " LJ) non UBLEYS ] "E\Ji" " " u} }n ann

Tokenization and Stop World
> normalization removal
(Filtering)
N
Stemming
i

and lemmatizing |«

Figure 2. Pre-processing stages.

3.2 Arabic WordNet

As mentioned earlier, the WordNet is a lexical database which groups the words into sets of synonyms
called synsets, along with the relations among these synonym sets, as finding a lexical resource offers
broad coverage of the general lexicon of each word in the student’s answer which is extracted from the
previous stage to define all the words that have a similar meaning. We have used the AWN which is a
multi-lingual concept dictionary that maps between word senses in Arabic and those in the Princeton
WordNet that was expanded in 2016 [7]. We used the AWN in this research to find all the words that
are synonymous with the student's answer; to increase the likelihood of the student’s correct answer
which was used after the pre-processing step. For the same example shown above , the result of using
AWN is shown in Table 1.

Table 1. Example of WordNet.

word synonyms
J=s | &, e, &b
by | ahd e 5 aal
Ly, | Nt D)
JN Lis all geal | o 8 caa
.................. RN
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3.3 F-score for Feature Selection

The support vector machine is represented by sparse vectors under the vector space, where each word
in the vocabulary is mapped to one coordinate axis. It is used on data to train a linear classifier which is
characterized by the normal to the hyperplane dividing positive and negative instances [20], [21], [22].
We apply feature selection aiming to pre-define the number of the highest scoring features to be included
in a classifier by using the F-score technique. F-score is a feature selection method in SVM, which
identifies the differences between two classes (positive and negative). The value of F-score for each
feature is computed using Equation (1) [4]:

—_— _ 2 — )
(x;r_xi) +(x — %)
1 oy (L oY, 1 o (o o)
n+—12k=1 Xiw X +n__12k=1 Xei — X

where K is a positive or negative instance, xi , xi +: the average of i feature positive and negative
dataset. k, i: the j™" feature of the i" positive /negative instance. After determining the score of each
feature, we then obtain the threshold value through calculating the average of F-score for all features. If
the value of F-score is bigger than the mean value of all F-scores, the feature is added to the feature
space, whereas if the value of F-score is less than the mean value of all F-scores, the feature is removed
from the feature space. F-score is used to decide or select the feature that affects the score of student’s
answer which determines the positive and negative; according to a related or un-related answer. As
shown in Figure 3, the related answers (positive) are taken, but the others (negative) are ignored.

F() = 1)

I Load the data I

v

Calculation of F-
score for each feature

v

Yes No

F-score =
mean value of
all F-score

feature

[ Accept the ] Ignore the feature

Figure 3. F-score feature selection.

3.4 Cosine Similarity

Cosine similarity is used to measure the cosine of the angle between any two vector spaces. It can be
seen as "a comparison between documents™ on a normalized space, as we are not taking into account
the weight of each word count for each document, but the angle between documents. Cosine similarity
will generate a value which articulates how correlated the two documents are by considering the angle
as an alternative of the magnitude [7,22]. Cosine similarity is computed using Equation (2):

2w q,i. Wi

4. EXPERIMENTAL DESIGN AND RESULTS

To evaluate the proposed model effectively, we carried out in this paper a comparative analysis of the
impact of Arabic WordNet in automated essay grading. The dataset used is created in MYSQL as a CSV
file, as data is collected from a computer, science and social school lectures from Allu’lu’a modern

cosO =

(2)
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school in Madaba-Jordan, containing 120 questions (a sample of the questions used is shown in Table
2) along with 3 classes of model answers for each question and for each question with 30 student sample
answers, a sample of model answers with human score is shown in Figure 4. The dataset was designed
after the Hewlett Foundation Automated student assessment prize. The experiments were divided into
two stages, where the first stage is the use of the proposed model without AWN; the cosine similarity
degree for our proposed model and the human score are shown in Table 3.

Table 2. Sample of questions in the dataset.

Question ID Question Text
1 i Y e
2 £ila slaall (el aaiy 13
3 P Y] Aedd 3 g jar aly 13l
4 Sl ClS jaar a3l
5 e ;iYL Jlady) Glillaie 4 L
6 P IV Add 35 jay ety 1Dla
7 forsall e dihy 4 Lo
8 s AN 2l Sl K3
9 9 i) aladil die 4y ,Sall AL (5 gia o) yia) Jle
10 i Y1 IS5 0 e
11 ey t\)ml\ s e
12 eaiall (8 e
13 Aasill a0
14 S8l o e
15 3l el 3 lall il S <A

Id] score, gquestion_id. Answer, Text.

1, 1007, "L Tl wf Jme de s pdil gl (RSl o glas alo) o lgae Lad das 5 csnl ool e an gas !
2, 7S, M il lnples bl o g camy me Lo m sl pnll e an gan

'3, '25°, 1 ol Lgatan e s sl o2l pe an st

B R s To L SRR P E-L T R g e N T

5L F5L 2 Sen s e s md e Glaall SlEdt

"6, 250, 2 s e cres oS pany il glinall SlE

7L 100", e el Ul ao e e gheall e ot aosdies aal @8 Al S s aste el s
3 "i=da gl afl

'8, 7S, '3 de pliaall | e g fan ma B o U0 st

B R L R T e N E_

'10°, "100°, ' e gal i ote g aars il ang el A€ ol ) e Hl gl aevge | speala gt
B R A e R T

12, 25, T e s arpel

13, '100", "5 El_patl s le e e gl 8 e ol Bl Lgieal A g Sl as pall | st
140, TS, S e gt e el e o gl e g o

150, "25Y, 'S Cama gndls oHl_pardl el

Figure 4. Sample of model answers.

The second stage of the proposed model uses the AWN; the cosine similarity degree for our proposed
model and the human score are shown in Table 4.
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Table 3. Result of the proposed model without WordNet.

Question(id) human score cosine result without
WordNet

1 1 0.94

2 1 0.94

4 0.75 0.67

5 0 0

11 0.75 0.66

12 0.75 0.82

15 0.25 0.21

30 0.25 0.22

36 0.25 0.1

40 1 0.97

Table 4. Score result of the proposed model using WordNet.

Question(id) human score cosine result with WordNet
1 1 0.98
2 1 0.98
4 0.75 0.8
5 0 0

11 0.75 0.67
12 0.75 0.85
15 0.25 0.24
30 0.25 0.3
36 0.25 0.21
40 1 0.98

The result of experiments demonstrates that the accuracy of the proposed model with AWN is close to
human score as illustrated in Figure 5.

Rate

M cosine result without wordnet

M cosine result with word net

1 2 3 4 5 6 7 8 9 10 11

Sample Quetions answers

Figure 5. Rates of cosine similarity with and without AWN.

Moreover, to evaluate the effect of using AWN in the proposed model, a comparison was conducted
between the human score and the score produced by the proposed model for a student’s answer, using
Mean Absolute Error (MAE) value and Pearson Correlation Coefficient. The MAE of the proposed
model with the use of Arabic WordNet is 0.117 less than MAE of the proposed model without using
Arabic WordNet. So, this result indicates that the proposed model will improve in the Arabic Automated
Essay System with AWN, as shown in Figure 6.

Moreover, we used Pearson correlation which is a statistical measure that is used to determine whether
or not there is a correlation between the scores produced by the proposed model and the human score.
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0.121
0.1205
0.12
0.1195
0.119
0.1185
0.118
0.1175
0.117
0.1165
0.116
0.1155 - T T
MAE without AWN MAE with AWN

Figure 6. MAE.

Accordingly, the Pearson correlation result for the proposed model compared to human score is between
0.5 and 1, as it shows a high positive correlation that represents having the best correlation magnitude,
as shown in Figure 7.

0.9904 0.990227853
0.9902
0.99 0.989475216
0.9898
0.9896
0.9894
0.9892
0.989

M Pearson Corelation without AWN  ® Pearson Corelation with AWN

Figure 7. Pearson correlation.

5. CONCLUSION

This paper presented an Automated Arabic essay grading model to achieve better accuracy, while
studying the role of Arabic WordeNet and F-score as efficient tools to extract features from the students’
answers and from the model answers. We used cosine similarity to compute the score for the students.
The focus of this work was to enhance the accuracy of the automated essay system to match human
score by adding Arabic WordNet. The dataset created contains 120 questions with 3 model answers for
each question. In addition, the dataset used in this paper was created according to Hewlett Foundation
ASAP standards from Kaggle datasets. The automated essay grading results showed that the proposed
model coupled with using Arabic WordNet (AWN) produces a better result compared to the case without
using Arabic WordNet according to mean absolute error value and Pearson correlation. Based on the
outcome of this research, there is an outlook for future work on using machine learning and neural
network models to enhance the accuracy of Arabic essay grading along with studying the impact of the
word-embedding technique.
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