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ABSTRACT 

Nowadays, smartphones have captured a significant part of human life and has led to an increasing number of 

users involved with this technology. The rising number of users has encouraged hackers to generate malicious 

applications. Identifying these malwares is critical for preserving the security and privacy of users. The recent 

trend of cyber security shows that threats can be effectively identified using network-based detection techniques 

and machine learning methods. In this paper, several well-known methods of machine learning were investigated 

for smartphone malware detection using network traffic. A wide range of malware families are used in the 

investigations, including Adware, Ransomware, Scareware and SMS Malware. Also, the most used and famous 

supervised and unsupervised machine learning methods are considered. This article benchmarked the methods 

from different points of view, such as the required features count, the recorded traffic volume, the ability of 

malware family identification and the ability of a new malware family detection. The results showed that using 

these methods with appropriate features and traffic volume would achieve the F1-measure of malware detection 

by a percentage of about 90%. However, these methods did not show acceptable results in detecting malicious as 

well as new families of malware. The paper also explained some of the challenges and potential research problems 

in this context which can be used by researchers interested in this field.  
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1. INTRODUCTION 

With the enormous growth of smartphones around the world, the number of malware attacking mobile 

applications has also witnessed an exponential increase. Due to their wide variety and open source 

platform, these phones have become an attractive domain for hackers to penetrate. According to a report 

by F-Secure Corporation in 2017 [1], more than 99 percent of all malware designed for smartphones 

target Android devices. There are over 19 million malware programs developed particularly for Android, 

making Google’s mobile operating system the main target for mobile malware. The reason for this is 

the vast distribution of Android devices, as well as the relatively open system for the distribution of 

apps. Many malware programs use the Internet in order to communicate with the initiator of the attack 

in order to receive new tasks and software updates or to leak collected data. Yet, when such malware 

tries to communicate with its Command and Control (C&C) server, it most likely uses a common and 

known network protocol to pass through firewalls [2]. By studying, capturing and analyzing the flow of 

information between two hosts, network administrators are able to provide a basic behavioral pattern. 

When they are familiar with network behavior, they can catch anomalies, such as significant increases 

in bandwidth usage, distribution of DDOS attacks and other unauthorized occurrences. By analyzing  

network traffic and identifying suspicious domains, network administrators can detect malware 

infections months before the actual malware would be discovered. This could be indicative of the fact 

that malicious attackers need to communicate with their command and control unit of computers, 

creating network traffic that can be identified and analyzed. Having a previous warning of developing 

malware infections can enable faster responses and reduce the impact of attacks. Network traffic 

classification is the first step in analyzing and identifying different types of programs running on a 

network. Through this method, Internet service providers or network operators can manage the overall 

network performance. There are three main approaches to traffic classification: 1) port-based 

approaches, 2) payload-based approaches and 3) machine learning approaches [3]-[4]. The most 

common and promising approach in the field of traffic classification is the use of machine learning 

methods. These methods, which are also able to overcome the constraints of both port-based and 

https://scholar.google.com/citations?view_op=view_org&hl=en&org=10266103383888998985
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payload-based methods, assumed that applications send data with a regular pattern. These patterns can 

be used as a means to identify traffic categories. To find these patterns, flow statistics (such as the 

average packet size, flow lengths and total number of packets) and just the use of the TCP protocol can 

be effective in the classification process [5]. 

Machine learning is a data analysis method that automatically performs analytical modeling. This 

method is a branch of artificial intelligence based on the idea that systems can learn from data, identify 

patterns and make decisions with minimal human intervention. Factors, such as increasing growth in 

data types, powerful and inexpensive computing process and the storage of cost-effective data have led 

to rapid and automatic development of models that are capable of analyzing large and complex data, 

delivering faster and more accurate results and causing a wave of interest and popularity.  

In this paper, with the aim of identifying Android malware, we examine the impact of machine learning 

methods on more accurate detection of the presence of malware in smartphones. For this reason, we 

present a comprehensive evaluation of all aspects that are effective in achieving an acceptable result. In 

this evaluation, it is attempted to take a deep look into various aspects of machine learning methods in 

order to present their strengths and weaknesses. These evaluations are important in providing 

researchers with useful and comprehensive information for conducting research work in this field. It 

matters to other researchers in large scale as well. These evaluations include: 

1.1 Benchmarking in Terms of the Number of Extracted Features and the Selection of 

High-grade Features  

The purpose of this evaluation is to provide a subset of features that, in addition to feature reduction and 

optimality of the problem, can identify normal samples from malicious samples with a very high 

performance. 

1.2 Benchmarking in Terms of Time Duration of Capturing Traffic  

Considering the fact that the shorter time duration of detecting malware samples, the lesser impact of 

infections. This evaluation comparatively analyzes the ability of machine learning methods to detect 

malware in a shorter time duration from recorded traffic. A method that can detect infection more 

accurately in the shortest possible time can actually be considered more practical.  

1.3 Benchmarking in Terms of the Ability to Identify Malware Families  

It is very important that when a malicious program infects the network and the first signals of its presence 

are observed, the type of malware family should be identified. This makes it possible to prevent any 

damage by studying the behavior patterns of each family for preventive measures. 

1.4 Benchmarking in Terms of the Ability to Identify Unknown Malware Types 
 In this evaluation, the performance of machine learning methods is examined in the detection of 

unknown malware types about which no training sample has been given to the system.   

In evaluations, all of the features studied in recent research works have been used. This set of selective 

features provided acceptable results in previous studies. Hence, after the creation of dataset, a model is 

designed which can provide the best prediction for identifying malicious traffic patterns from normal 

traffic patterns. The results of algorithms act as a criterion to measure the performance of machine 

learning algorithms.  

The paper continues as follows: Section 2 reviews the related works on malware detection using network 

traffic. Section 3 describes the general explanation of how to perform the benchmarks. The benchmarks 

are discussed in section 4. Section 5 discusses the limitations and threats to the validity of the results 

and finally, the paper ends in Section 6 with the research conclusions. 

2. LITERATURE REVIEW  

The malware detection method in Android platform is in two broad categories: static analysis and 

dynamic analysis [6]. In static analysis, no application is executed; only the code and other components, 

like manifest files, are analyzed. Therefore, it is a quick and inexpensive approach, whereas in dynamic 

analysis, the applications are executed on actual or virtual environments and normal programs are 
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distinguished from malicious programs using event logs, memory, processor and network usage and 

analysis. The use of dynamic methods to examine network behavior and its evaluation by machine 

learning methods has become a popular approach to identify and categorize the malware family. A lot 

of related work has been focused on this topic, which was discussed in [7]-[9]. In a work by Arora in 

2014 [10], the network traffic features are analyzed and a rule-based classification is created to detect 

Android malware. Then, it provides a list of features that can distinguish between malware traffic and 

normal traffic patterns and a rule-based classification is built on the acquired features. The results of this 

study indicated that this approach is significantly correct and identifies more than 90% of the traffic 

samples. In another work [11], an unsupervised machine learning approach is used  for Internet traffic 

identification and the results are compared with a supervised machine learning approach. The 

unsupervised approach uses a clustering algorithm and the supervised approach uses the Naive Bayes 

classifier. Finally, it is concluded that the unsupervised clustering technique has an accuracy up to 91% 

and performed up to 9% better than the supervised technique. The authors of the previous paper, in 

another study [12], evaluated network traffic with three unsupervised algorithms: K-Means, DBSCAN 

and Auto Class. The experimental results showed that the Auto Class algorithm produces the best overall 

accuracy and with a very small difference, the accuracy of the K-Means algorithm is less than that of 

the Auto Class algorithm, but, similar to the DBSCAN algorithm, it has a high speed in designing the 

model. In another work [14], to overcome the drawbacks of existing methods for traffic 

classification, usage of C5.0 Machine Learning Algorithm (MLA) was proposed. Based on 

traffic statistics, an advanced classifier was constructed which was able to distinguish between 

7 different applications in the test set of 76,632–1,622,710 unknown cases with an average 

accuracy of 99.3%–99.9%. In a paper by Alhawi [15], a machine learning evaluation study for 

consistent detection of windows ransomware network traffic was introduced. Using a dataset 

created from conversation-based network traffic features, a True Positive Rate (TPR) of 97.1% 

was achieved by the Decision Tree (J48) classifier. The training set included 75618 samples 

and a test set consisting of 45526 samples. In this experiment, six classifiers of the Bayesian 

network, random forest, KNN, J48, multilayer perceptron and logistic model tree (LMT) were 

used.  

In an article written by Pendlebury et al. [16], it is shown that the results of malware classification can 

be affected for two reasons: spatial bias caused by distributions of training and testing data that are not 

representative of a real-world deployment and temporal bias caused by incorrect time splits of training 

and testing sets, leading to impossible configurations. Hence, a set of space and time constraints for an 

experiment design that eliminates both sources of bias was proposed. A new metric that summarizes the 

expected robustness of a classifier in a real-world setting was introduced and provided an algorithm for 

its performance. An open source evaluation framework called TESSERACT was used to compare the 

three malware classifiers (decision tree, SVM and deep learning), finally shown that TESSERACT is 

fundamental to accurate evaluation and comparison of different solutions, especially when considering 

mitigation strategies for time decay. The dataset used consisted of 129K applications. In another work 

[17], the network traffic was used as a dynamic feature Android malware detection. A set including 16 

features which can distinguish between normal and malicious traffic was determined. Decision tree 

classifier was built on top of these distinguishing features only and a set of 217 samples was given as 

input to the classifier. The results of this study indicated that this approach identifies more than 90% of 

the traffic samples. In a work by Chen and his colleagues [18], statistical features of mobile traffic are 

utilized to identify malicious traffic flows. After analyzing traffic flow statistics, the data imbalance 

issue is detected that significantly affects the performance of Android malicious flow detection.  Based 

on six network flow features extracted from the flow data set, several classification algorithms; namely, 

Bayes Net, SVM, C4.5, Grading, Ada boost and Naïve Bayes, were implemented and experiments were 

performed on various imbalanced datasets with different imbalance ratio (IR) values. The results show 

that most of the commonly-used classifiers achieve reasonable performance, which confirms that 

machine learning algorithms are effective in identifying malicious mobile traffic. Then, the performance 

of the IDGC model is examined in addressing the data imbalance issue. After testing the IDGC model 

on the same traffic flow dataset, it was shown that the IDGC is significantly more stable than other 

classifiers. By increasing the IR value, the performance of the IDGC classification is maintained for the 

AUC and GM range between 0.8 and 1.0. But, the IDGC classification process is very time-consuming, 

which makes real-time detection impractical. To improve the performance of the IDGC model, the 
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authors proposed a novel S-IDGC model, which optimizes the weight coefficients using an efficient 

simplex method. The evaluation results showed that S-IDGC inherits the stability characteristic of the 

IDGC model while drastically reducing time consumption (with approximately 17 times improvement 

compared with IDGC on time efficiency). Another study [19] demonstrated a behavioral detection 

method for detecting mobile malware that can communicate with blacklisted domains and pass sensitive 

personal / financial information. First, an App-URL table is created that logs all attempts made by all 

applications to communicate with remote servers. Each entry in this log preserves the application id and 

the URL, so that the application is contacted. From this log, with the help of a reliable and 

comprehensive domain blacklist, malicious applications that communicate with malicious domains can 

be detected. In [20], the validation of machine learning malware detection is discussed with in the lab 

and in the wild scenarios. At first, a feature set for building classifiers that yields high performance 

measures in lab evaluation scenarios is tested in comparison with state-of-the-art approaches. To this 

end, several Machine Learning classifiers that rely on a set of features built from applications’ CFGs are 

devised. They used a sizeable dataset of over 50 000 Android applications collected from sources where 

state-of-the-art approaches have selected the data. Finally, the authors showed that, in the lab, the 

proposed approach outperforms existing machine learning-based approaches. However, this high 

performance does not translate in high performance in the wild. The performance gap was observed, F-

measures dropping from over 0.9 in the lab to below 0.1 in the wild. In the work by Chen [21], a 

framework of utilizing model-based semi-supervised (MBSS) classification on the dynamic behavior 

data for Android malware detection is proposed. In this paper, focus was on detecting malicious behavior 

at runtime by using dynamic behavior data for analysis. The main advantage of semi-supervised 

classification is the strong robustness in performance for out-of-sample testing. The model-based semi-

supervised classification uses both labeled and unlabeled data to estimate the parameters, since 

unlabeled data usually carries valuable information on the model fitting procedure. Specifically, MBSS 

is compared with the popular malware detection classifiers, such as support vector machine (SVM), k-

nearest neighbor (KNN) and linear discriminant analysis (LDA). Finally, it is demonstrated that MBSS 

has a competitive performance for in-sample classification and maintains strong robustness when 

applied for out-of-sample testing. Under the ideal classification setting, MBSS has a competitive 

performance with 98% accuracy and very low false positive rate for in-sample classification. 

Some of the work relates to the Intrusion Detection System (IDS), which defines and describes the 

taxonomies of such systems [22]. In another work by Homoliak [23], the taxonomy of intrusion 

detection methods is presented. Machine learning-based intrusion detection systems as well as network 

traffic classification ones are employed. Also, the study described datasets utilized for evaluation of 

Intrusion Detection Systems (IDSs) and finally provided an overview of obfuscation and evasion 

approaches in ADS and IDS, supplemented by several prevention techniques against obfuscations and 

evasions.  

The system's features denoted as Advanced Security Network Metrics (ASNMs) are designed and 

defined and there was a performance improvement of detection by ASNM features and a supervised 

classifier, resulting in two categories of proposed obfuscation techniques. The first category of 

obfuscation techniques is called tunneling obfuscation and the second category is called non-payload-

based obfuscations, which were evaluated and reviewed.  

Considering the importance of traffic analysis and the benefits of machine learning methods to early 

detection of malware, many recent research works have considered these techniques for malware 

detection. However, as far as we know, none of these works have yet reviewed the comprehensive 

aspects of machine learning performance and different goals in malware detection. For example, no 

research work has discussed whether it is possible to identify the type of malware family or not; nor any 

of them has ever investigated the timing of the apps and the balance of the classes as effective parameters 

in the final results. Meanwhile, because the data collection and sampling method is different in each 

work, it has not been possible to compare the results with each other. 

3. METHODOLOGY  

The main purpose of this work is to evaluate the effective factors in identifying malware in smartphones, 

especially Android operating systems. To collect and capture traffic, it is necessary to check the flow of 

information between the points of connection carefully. In other words, these flows are known as a 
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connection when there is a two-way exchange between two nodes. In fact, a flow is defined by a 

sequence of packets with the same values for five attributes; namely, Source IP, Destination IP, Source 

Port, Destination Port and Protocol [24]. More useful information is obtained by checking traffic 

associated with TCP flows. Hence, only TCP-related packets are considered in this work. In this article, 

in order to have a complete and comprehensive look at the pattern of behavior of malwares, it has been 

tried to collect a complete collection of all types of malware families and their behavioral differences 

are carefully evaluated. Malware samples include four different types of families extracted from the 

CICAndMal2017 dataset and UNB website [25]. Malware samples in the CICAndMal2017 dataset are 

classified into four categories: Adware, Ransomware, Scareware and SMS Malware. Our samples come 

from 42 unique malware families. A collection of benign applications from the Google Play Market was 

collected in the period from 2015 to 2017. These apps were collected based on their popularity (i.e., top 

free popular and top free new) for each category available on the market. In order to improve the quality 

of the surveys, four criteria were used: F1-measure (1), Precision (2). Recall (3) and false positive. 

Precision is known as positive predictive value (PPV) and recall is known as sensitivity, hit rate and true 

positive rate (TPR). F1-measure is a balanced mean between precision and recall. TP is the number of 

positive instances classified correctly; FP is the number of negative instances misclassified; FN is the 

number of positive instances misclassified; and TN is the number of negative instances classified 

correctly. 

𝐹1 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
                                                         (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
                                                                   (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
                                                                       (3) 

Since the normal distribution of benign and malware apps in the real world is unbalanced, most machine 

learning algorithms do not work well with the unbalanced dataset. Unbalanced datasets are a special 

case of classification problem, where the class distribution is not uniform among the classes. Typically, 

they are composed of two classes: the majority class and the minority class. This type of sets supposes 

a new challenging problem for data mining, because standard classification algorithms usually consider 

a balanced training set and this supposes a bias towards the majority class. To solve the problem of 

imbalance of data, a stratified sampling method was used. Stratified sampling builds random subsets 

and ensures that the class distribution in the subsets is the same as in the whole dataset. 

The dataset contains 600 samples in the benign class and 400 samples in the malware class. After that, 

stratified 10-fold cross validation was implemented in our experiment and the average recall per class, 

average precision per class, FP and F1-measure were used for measuring performance. 

To collect the feature set, all of the features used in recent works were studied. In many cases, up to 250 

features per flow were extracted. These features are among the most important features of articles [6], 

[13] and [24]. Ideally, it is best to explore all feature combinations to select the one which gives the best 

result; however, in practice, this is problematic. For example, having n features, the number of 

experiments required to conduct training/testing on an algorithm is calculated as follows: 

∑ (
𝑛
𝑘

)

𝑛

𝑘=0

= 2𝑛                                                                              (4) 

Therefore, the possible combinations are 2n, where for n more than 40 the problem becomes 

unmanageable. For this reason, the forward feature selection algorithm was used to select features in 

five subsets. In order to have the best feature set, common features between this algorithm and the 

mentioned articles were chosen. These features are based on five characteristics: behavior-based, byte-

based, packet-based, time-based and flow-based. The full list of features is presented in Table 1. 

4. BENCHMARKING AND COMPARISON RESULTS 

In this section, different classification methods have been comparatively analyzed on the collected 

data in order to evaluate their strengths.  
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Table 1. List of network features. 

Feature Description 

Behavior-based 

F1 The duration of the flow 

Byte-based 

F2 Average number of bytes sent  

F3 Average number of bytes received 

F4 The total number of bytes used for headers sent 

F5 The total number of bytes used for headers received 

F6 Ratio of number of incoming bytes to number of outgoing bytes 

F7 Average number of bytes per second 

Packet-based 

F8 Total number of packets sent 

F9 Total number of packets received 

F10 Total length of  packets sent 

F11 Total length of  packets received 

F12 Average number of packets per second 

F13 Average number of packets sent per second 

F14 Average number of packets received per second 

F15,F16,F17,F18 Min, Mean, Max and standard deviation of the size of packet  

F19,F20,F21,F22 Min, Mean, Max and standard deviation of the size of packet sent 

F23,F24,F25,F26 Min, Mean, Max and standard deviation of the size of packet received 

F27 Average number of packets sent/bulk 

F28 Average number of packets received /bulk 

F29  Subflow packets sent 

F30 Subflow packets received 

F31 Ratio of number of incoming packets to number of outgoing packets 

Time-based 

F32,F33,F34,F35 Min, Mean, Max and standard deviation time between two packets sent in the forward direction 

F36,F37,F38,F39 Min, Mean, Max and standard deviation time between two packets sent in the backward direction 

F40,F41,F42,F43 Min, Mean, Max and standard deviation time when a flow was idle before becoming active 

F44,F45,F46,F47 Min, Mean, Max and standard deviation time when a flow was active before becoming idle 

Flow-based 

F48,F49,F50, F51 Min, Mean, Max and standard deviation of the length of a flow 

F52 Average number of packets per flow 

F53 Average number of packets sent per flow 

F54 Average number of packets received per flow 

F55 Average number of bytes sent per flow 

F56 Average number of bytes received per flow 

F57 The average number of bytes in a subflow in the forward direction 

F58 The average number of bytes in a subflow in the backward direction 

F59 Variance of total number of bytes used in the backward direction 

F60 Variance of total number of bytes used in the forward direction 

F61,F62,F63,F64,F65,F66,F67 Number of packets with FIN,SYN,RST,PSH,ACK,URG,CWE 

F68 The total number of bytes sent in the initial window in the forward direction 

F69 The total number of bytes sent in the initial window in the backward direction 

F70,F71,F72 Ave, Max/Min segment size observed in the forward direction 

F73,F74,F75 Ave ,Max/Min segment size observed in the backward direction 

4.1 Benchmarking Based on the Number of Extracted Features 

Feature selection is a very important component in data science. When data is presented on a very 

large scale, the training time increases resulting in that most models do not have proper and optimum 

output. Also, the larger dimension feature space creates a larger number of parameters that need to 

be estimated. As a result, the number of parameters increases with the possibility of overfitting in the 

model. Appropriate feature selection on one hand leads to a new set of features that are more compact 

and have more distinctive properties and on the other hand, unrelated and repetitive features are 

eliminated, which increases the F1-measure of the evaluation. Depending on the type of feature 

selection algorithm, there are three general approaches to feature selection which include filters, 

wrappers and embedded [26]-[28]. The wrapper method is widely used for classification issues; 

therefore, it was used here in this evaluation for feature selection. Features were examined in five 
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subsets: 

The first set consisted of 75 features and the second, the third, the fourth and the last sets contained 

45, 25, 15 and 9 features, respectively (Table 2). In choosing these sets, packet-based features and 

then flow-based features were given special priority. These feature categories were included in all the 

subsets. In packet-based features [29], all received packets are processed; thus producing low false 

alarms, which makes this method very time-consuming. Flow-based features have an overall lower 

amount of data to be processed; therefore, this method is the logical choice to work with in high-

speed networks. But it has less input information available to detect attacks and suffers from 

producing high false alarms. The main advantage of packet-based approach is that all common kinds 

of known attacks and intrusions can be detected if the data source delivers the entire network packet 

for analysis. On the other hand, performance issues in flow-based method are not a primary concern 

and therefore it is the logical choice for high-speed networks. Thus, the combination of both features 

is the best option, as it can detect a wide range of attacks with lowest error and highest speed. 

To select the optimal feature set, three feature selection approaches from the wrapper method were 

investigated. These approaches were: forward selection, backward elimination and optimized selection. 

For this purpose, in the Rapid Miner tool, these three operators were compared. The survey was carried 

out each time with several classifications. The results of the survey showed that the optimized selection 

operator performed the best in all classifiers. Therefore, each feature set was selected by optimized 

selection. 

Since the dataset contains a variety of heterogeneous features, these features are used in various 

algorithms that require a measure of distance/ similarity. Therefore, the data is normalized before it is 

used. Normalization is important when dealing with features and data with different scales. 

In this evaluation, it has been attempted to use several well-known methods of ML supervised and 

unsupervised machine learning algorithms, in order to examine the performance of each one accurately. 

Supervised learning algorithms made use of a decision tree (with the maximal depth of the decision tree 

being 10 and the minimal leaf size of the tree being 4. Also, the minimal size for split is 4), random 

forest, KNN, Gaussian Naïve Bayes, SVM, MLP (multilayer perceptron) and Linear Regression; 

whereas unsupervised learning algorithms applied K-means and DBSCAN algorithms. The test results 

for the supervised algorithms were as follows: decision tree with high F1-measure of more than 90% 

and with average precision, average recall and FP rate at respectively 90.92%, 90.5% and 0.062%, 

followed by the KNN algorithm with F1-measure of 89.04% and average precision, average recall and 

FP rate at respectively 90.09%, 89% and 0.0955%, had the best performance. The SVM algorithm with 

F1-measure of 74.5% and average precision, average recall and FP rate at respectively 76.92%, 70% 

and 0.117% had the worst performance. Also, the F1-measure of the results for the two unsupervised 

K-means and DBSCAN algorithms was obtained at around more than 50% (Figure 1). According to the 

results of this evaluation (Figure 2), the reduction in data scale led to a change in the behavior of the 

classifiers, so that the reduction of the property gradually increased the F1-measure of all classifiers. 

This upward trend in F1-measure continued up to 25 features, but after a certain value, the increasing 

trend stopped and the values of F1-measure decreased in some classes and remained fixed in some 

others. Two algorithms (KNN and decision tree) are among the most widely used models that will have 

different F1-measure values depending on the input data. In other words, the quality of data, scales 

and classes used in a dataset can affect the performance of each of the categories. In a dataset with a low 

number of inputs, KNN can increase the F1-measure of prediction due to using methods such as linear 

least squares approximation. This change in classifier behavior is clearly visible in the peaking 

phenomenon. According to this phenomenon, as the number of features increases from one point to the 

next, the classification error also increases. This phenomenon per se can indicate using proper value, for 

features (not too little and not too much). In this study, the appropriate number of features was 25, for 

which most methods yielded acceptable results.  

The results of the study showed that unsupervised methods have poor performance for malware 

detection compared to supervised methods. This is not a good result to identify Android malware that is 

usually unknown. Although supervised learning is most often used, it requires that the outputs of the 

algorithm be already known and the data used to train the algorithm be already labeled with the correct 

answer. On the other hand, unsupervised machine learning is closer to what is called real artificial 

intelligence. Given the problem under investigation, which is the identification of malware on 
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smartphones with increasing emergence of malicious samples, labeling all the data is not practically 

possible. Thus, it is better to use a method that can accurately identify unlabeled data, or, in other words, 

identify new ones. Hence, semi-supervised classification that has been on the path of development over 

the past few years is a good choice to identify unlabeled data, or in other words unknown malware, with 

high performance. In these methods, labeled data is trained by supervised methods and unlabeled data 

is grouped using a labeled dataset and labeled with the highest degree of assurance. Finally, all the 

labeled data is trained and evaluated using one of the classifiers.  

 

 

 

 

 

 

 

 

 

Figure 1.  Results of the testing process with four criteria: F1-measure, average recall, average 

precision and FP.  

 

 

 

 

 

 

 

Figure 2. Benchmarking result in terms of the number of extracted features. 

In the subsequent evaluations, we examined all experiments with 25 features as well as only the 

supervised algorithms. 

Table 2. List of feature subsets. 

Subsets Features 

9 features F10, F11, F15, F16, F18, F42, F61, F69, F72 

15 features F10, F11, F13, F14, F15, F16, F18, F31, F42, F61, F69, F70, F71, F72, F74 

25 features F4, F5, F8, F9, F10, F11, F12, F13, F14, F15, F17, F18, F21, F25, F29, F30, 

F31, F42, F52, F61, F69, F70, F71, F72, F74 

45 features F1, F2, F3, F4, F5,  F6, F8, F9, F10, F11, F12, F13, F14, F15, F16, F17, F18, 

F21, F25, F29, F30, F31, F32, F33, F34, F35, F36, F37, F38, F39, F42, F48, 

F49, F50, F51, F52, F53, F54, F55, F61, F69, F70, F71, F72, F74 

75 features F1,……, F75 

4.2 Benchmarking in Terms of Time Duration of Capturing Traffic 

The purpose of this evaluation is to assess the ability of various methods to detect malware in the shortest 

possible time. This issue is important, because in practice, if a system is supposed to detect malware, 

methods should be able to detect infections in a shorter time, as Internet access of phones to a connection 
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point may not be possible for long. An applicable method should be able to detect malware as soon as 

possible by monitoring the traffic. In this benchmark, network traffic recording is marked every 15 

minutes and classifiers are benchmarked using recorded traffic of 15, 30, 45 and 60 minutes, 

respectively. The results are shown in Figure 3. The F1-measure values of all methods increase with 

giving more traffic sampling time. The decision tree has a significant performance. Although KNN and 

decision tree are the best in 60 minutes of recorded traffic data, KNN cannot keep this performance for 

lesser time, while decision tree maintains this performance for 15 minutes of network traffic. The low 

level of F1-measure of other classifiers in the traffic volume of 15 minutes is due to the fact that many 

malwares have been widely generating traffic in more than 15 minutes of network presence. However, 

the decision tree has identified the presence of the first signals in the network.   

This makes the decision tree the best choice in practice which can even detect a malware by recording 

smartphone traffic for a couple of minutes. The lowest F1-measure belongs to the Naïve Bayes method. 

This method had the least F1-measure in traffic for 15 minutes, while its F1-measure has improved 

significantly in traffic for 60 minutes compared to 15 minutes. Considering the need to rapid malware 

detection and the probability that a mobile phone would not be permanently connected to a long-term 

connectivity point, it seems that more research is needed to identify the appropriate features for high F1-

measure detection in time durations as short as possible.   

 

Figure 3. Benchmarking result in terms of the timing of program execution. 

4.3 Benchmarking in Terms of the Ability to Detect Malware Families 

Since malicious software can be categorized into the cybercrime group, it's important to identify types 

of malware families for proper response and defense after the attack. Identifying the behavioral patterns 

of traffic in each family can be very useful as a preventive measure of serious damage to Android 

devices. Therefore, in order to study the performance of machine learning classifications in identifying 

the type of malware family, two types of evaluation were performed. In the first one, the performance 

of each classifier was examined for identifying the type of malware family, while  the second assessment 

evaluates the ability of each classifier to identify a new family of any malware that is separately 

evaluated in the next section. 

In order to achieve better results, the experiment was performed with 25 attributes and a duration of 60 

minutes. These were the best obtained adjustments in previous evaluations.  In the first evaluation, four 

classes of malware families and 100 samples of them were tested. In this experiment, Naïve Bayes 

classification had a better performance with F1-measure of 74.83% compared to other classifiers. 

Decision tree classification had the lowest F1-measure (57.27%), (Figures 4-7). 

Despite the best test conditions, the results were not satisfactory. The amount of data training is one of 

the important reasons for classification performance. In the case of the high number of classes, due to 

the lower number of data to be taught to each class, the classifier has less ability to distinguish between 

each class's patterns, which reduces the F1-measure of class identification. Other reasons include the 

type of input feature. Some of the features are noisy and they are not used in separating classes or some 

features cause incorrect recognition. The charts of F1-measure, average recall, average precision and FP 

values for each family are separately given in Figures 4-7. The high FP value indicates that the error 

rate of classification in identifying families from each other is significantly high. This can be confirmed 

for the F1-measure of this evaluation, based on the poor performance of classification in identifying 
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families from one another. In this test, the features used to separate samples from each malware family 

have a lower ability of detaching malicious samples from benign samples. 

  

 

 

 

 

 

 

 

 

 
 

 

 

 

Figure 4. Benchmarking result in terms of the ability to identify Adware families. 

 

 

 

 

 

 

 

Figure 5. Benchmarking result in terms of the ability to identify Ransomware families.  

 
Figure 6. Benchmarking result in terms of the ability to identify Scareware families. 

4.4 Benchmarking in Terms of the Ability to Identify Unknown Malware Types  

In this evaluation, each new sample of families was separately examined. In this way, from each 

category of malware, a limited number of families were assigned to the test data and the rest of the 

families were used as the training data to the algorithm given. The purpose of this study is to measure 

the performance of machine learning classifications when new types of families are produced. These 



226 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 05, No. 03, December 2019. 

 
samples are initially unknown and each sample may have a different pattern. Therefore, the extraction 

of undiscovered patterns from unknowns and the association of these patterns with known samples can 

be easily accomplished by new methods such as machine learning. The results of the study showed that 

the F1-measure values obtained ranged from 21 to 80 percent, according to Figure 8. The SVM classifier 

achieved an F1-measure of over 80% and has been able to identify new samples of the Ransomware 

family. Also, the Naive Bayes classifier with the same F1-measure has been able to identify the family 

of SMS Malwares. However, the Random forest classifier with an average F1-measure of 66.49% had 

the best performance in identifying the four families and unexpectedly the KNN classifier with an 

average F1-measure of 54.92% in identifying the four families had the lowest level of detection F1-

measure. Generally, classifier performance was better in identifying new samples in the Ransomware 

and SMS Malware families than in the families of Adware and Scareware. Since new families of  

  

 
 Figure 7. Benchmarking result in terms of the ability to identify SMS Malware families. 

 

 

 

 

 

 

 

 

 

Figure 8. Benchmarking result in terms of the ability to identify new samples from each family. 

Ransomware appear almost daily and traditional signature-based detection methods cannot be used to 

detect them, it is possible to combine deep system monitoring with machine learning, resulting in a 

system that can detect new families of Ransomware in real time by searching for certain behavioral 

patterns. Despite the fact that multiple families of Ransomware use different approaches to obfuscation, 

encryption and demand for ransom, the majority of them display similar behavioral patterns that can be 

detected. It can be argued that the traffic patterns of each family of malware are almost identical and 

that algorithms currently do not have the ability to identify each group of malware families. This low 

performance means the inability of the current algorithms to detect Android malware. 
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5. LIMITATIONS AND THREATS TO VALIDITY  

The validity of benchmarking results may be threatened from several points which are mentioned and 

discussed below: 

 Despite the title of the paper that is to benchmark Android malware detection machine learning 

algorithms, the studied methods are only able to detect those malwares which need to send packets 

over the network. These methods cannot be applicable if a malware does not send any packets on 

the network. 

 The dataset studied in this paper has four categories of malware families; namely, Adware, 

Ransomware, Scareware and SMS Malware families. The authors do not claim that these results are 

valid for all malware families. Other case studies on malware detection may yield other results. 

 The results represented in this paper are dedicated to CICAndMal2017 dataset which is a recently 

published one. The results for another dataset may be slightly different from those achieved in our 

study. For example, the current dataset includes the most popular applications. Obviously, any other 

sampling of applications, such as rarely used ones, requires a dedicated research. 

 Although the dataset used in this paper is fresh, it is clear that changes in malware behavior in the 

future may lead to changes in the results. 

 These results are in a situation where malwares are not aware of the existence of a malware detection 

system through network traffic. 

 Malwares may bypass a detection mechanism by hiding or obfuscating their communications or by 

deceiving the machine learning algorithm through creating “adversarial examples” if they are aware 

of the existence of such a system. 

6. CONCLUSIONS 

One of the advantages of malware detection by analyzing network traffic is that through network traffic 

behavior, malicious samples can be identified before causing serious damage. In this paper, machine 

learning methods have been investigated in several aspects. These evaluations include the number of 

features needed to learn, the type of machine learning, the recorded traffic volume, the ability to identify 

the type of malware family and the ability to identify a new type of malware family. The investigated 

methods; namely, decision tree, Random forest, KNN, Linear Regression, SVM, MLP and Gaussian 

Naïve Bayes, were investigated in terms of sensitivity to the number of features examined. The results 

were as follows: 

 The number of features should not be greater or less than a certain amount. Choosing the proper 

number of features and optimizing the size of the data lead to acceptable results. 

 Almost all methods of increasing the time or increasing the volume of traffic recorded improved 

F1-measure. Only the decision tree algorithm was able to detect the presence of malware in a 

small volume of traffic with highly accurate prediction.  

  In benchmarking the type of malware family, the performance of the algorithms was very low, 

considering the best conditions for the previous evaluations. Machine learning algorithms had 

a low ability to identify the behavior patterns of each family of malware. 

 In terms of the last aspect benchmark to examine the performance of classification in identifying 

new or unknown samples. The results were also very low and not acceptable. It seems that 

further research is needed to identify the proper features for faster detection of malwares and 

their type at shorter time points.  

 In all of the benchmarks, the type of data, the number and volume of data, as well as the number 

of noise features and the use of their proper number, have a great influence on the performance 

of all algorithms. 

One of the main constraints of machine learning is the lack of prediction of points that are considered 

as noise. If a new data is received that belongs to the noise part, it can’t be classified using these methods. 
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Therefore, deep learning approaches at a deeper level than machine learning, inspired by the 

performance of the human brain and complex calculations on a large volume of data, solve issues 

thoroughly, having far better outcomes than machine learning approaches.  
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 ملخص البحث:

م سببذ  حببيم هوقببيا  بب   هى ببير    بب   ببي   وبب  هوبب  ه  بب  هط أصببت ا هواته ببذ هو تحبب    اببأ ابباًهم أحيحببحي

أعببب ه  سااه ببب م سبببذ هوفيبببا  سحذ ذبببل هحبببا  هر  ببب   هوا قحببب .  و ببب   ببب   ه   بببي  أعببب ه  هوفيبببا  سحذ 

هو  هصبببق  هتوواببب   ححذ عاببب  ي ابببيً   تح بببيلأ  ببب ذاي يو بببيت هى ذ يفيبببا  سل هواته بببذ هو تحببب .  سبببي 

سبببذ  ببب  ذبببل ألا     ببب  هي ا ه بببيلأ هوابببل  ا ببب ش وابببي هوفيبببا  ستلا  هووابببذ عقابببي أسببب   يحببب  سبببذ 

  تببحذ هي  ي بببيلأ هو   مببب  وبسببذ هويبببحت ه ل أ ببب   أ هو فبببيل عاببب  أسببذ هوفيبببا  سحذ    تصبببحاا .أابب

 فوبببذ     ببب   اببب  هواا  ببب هلأ ي بببتام ذ يوببب  ييحبببا  هر   قحبببيلأ تابببذ    وبببا عاببب  هوابببتو   عببب   سبببذ 

 ط ت   ا  هلآو . 

هووابببذ عبببذ  ذبببل  ببب   هوتا ببب    ببب  هحا  بببيً عببب   سبببذ طببب ت   اببب  هلآوببب  هوف   ذببب  احببب همسذ أابببأ 

هي ا ه بببيلأ هوابببل  ا ببب ش وابببي هواته بببذ هو تحببب  ييحبببا  هر   تببب  هوفببب  ا عاببب  هوابببتو .  هحبببا  سا 

"؛ Ransomware"؛ ا يببببب    ببببب  "Adwareعببببب م عبببببي فلأ ه اببببب هت ذبببببل هيحا  بببببيً  أ   ببببب  "

. سببببذ اابببب  أ بببب ذ  ابببب ذ "(SMS Malware"؛ يا ير يا سببببيوت   "Scarewareحببببوح     "

م  هىتمبببب   ببببا م؛ هوف ه تبببب    حبببب  هوف ه تبببب .   يا ببببا هحببببا  هر طبببب ت   ابببب  هلآوبببب   هى حبببب  هحببببا  هسي

ببفيلأ هوف اتيبب      تبب  هوفبب  ا هوفيبب ا    هو اهحبب  يببحذ  بب   هو بب ت سببذ عبب م اته بب   سمببأ عبب   هويرك

  هو  ام عا  تاذ عي ا  هي ا هت   هو  ام عا  تاذ عي ا  ه ا هت ا   م.

لأ هوفقيحبببت     تببب  هوفبببب  ا  هلأ هو  ببب  هوفقيحبببب   يحقبببا هوقابببي س ألا هحببببا  هر  ببب   هو ببب ت ييويببببفي

%.  حببب  ألا  ببب   هو ببب ت وببب     بببف  ابببي س 90سبببذ  ببب    ألا    بببف  يبببت  تابببذ ه ا ه بببيلأ   ببب   سبببذ 

س تتوببب  سبببذ  حبببلا تابببذ عبببي فلأ هي ابببب هت أ  عبببي فلأ هي اببب هت هو   ببب م  حببب  هوف   ذببب .  سببببذ 

   فوبببذ واتبببي محذ ألا ااببب  ه ببب ذ   ببب  ا هو اهحببب  ي بببت هوا ببب  يلأ   اابببا هوببب  سيبببي أ س افاببب

مً عا   اي س هو اهح  هو يوح .   اقي وت ي سيا تفم يقي
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