275

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 05, No. 03, December 2019.

A PROPOSED MODEL OF SELECTING FEATURES FOR
CLASSIFYING ARABIC TEXT

Ahmed M. D. E. Hassanein! and Mohamed Nour?

(Received: 25-Jul.-2019, Revised: 15-Oct.-2019, Accepted: 2-Nov.-2019)

ABSTRACT

Classification of Arabic text plays an important role for several applications. Text classification aims at
assigning predefined classes to text documents. Unstructured Arabic text can be easily processed by humans,
while it is harder to be interpreted and understood by machines. So, before classifying Arabic text or documents,
some pre-processing operations should be done.

This work presents a proposed model for selecting features from the adopted Arabic text; i.e., documents. In this
work, the words ‘text” and ‘documents’ are used interchangeably. The adopted documents are taken from Al-
Khaleej-2004 corpus. The corpus contains thousands of documents which talk about news in different domains,
such as economics, as well as international, local and sport news. Some preprocessing operations are carried
out to extract the highly weighted terms that best describe the content of the documents. The proposed model
contains many steps to define the most relevant features. After defining the initial number of features, based on
the weighted words, the steps of the model begin. The first step is based on calculating the correlation between
each feature and class one. Depending on a threshold value, the most highly correlated features are chosen. This
reduces the number of chosen features. The number of features is again reduced by calculating the intra-
correlation between the resultant features. This is done in the second step. The third step selects the best features
from among those which resulted from the second step by adopting some logical operations. The logical
operations, specifically logical AND or logical OR, are applied to fuse the values of features depending on their
structure, nature and semantics. The obtained features are then reduced in number. The fourth step is based on
adopting the idea of document clustering; i.e., the obtained features from step three are placed in one cluster.
Then, iterative operations are used to group features into two clusters. Each cluster can be further partitioned
into two clusters ...and so on. That partitioning is repeated till the clusters' contents are not changed. The
contents of each cluster are fused together using the cosine rule. This reduces the overall number of features.

This work adopts four types of classifiers; namely, Naive Bayes (NB), Decision Tree, CART and KNN. A
comparative study is carried out among the behaviors of the adopted classifiers on the selected number of
features. The comparative study considers some measurable criteria; namely, precision, recall, F-measure and
accuracy. This work is implemented using WEKA and MatLab software packages. From the obtained results, the
best performance is achieved by using CART classifier, while the worst one is obtained by using KNN classifier.
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1. INTRODUCTION AND RELATED WORK

The majority of text classification research is directed to text written in English, while little research
works have been carried out on Arabic text. There are hundreds of millions of people in twenty-two
countries in Asia and Africa who speak Arabic as their native language. There are more than one
billion Muslims who use Arabic during their prayer and reading the Holy Quran. So, more research is
needed for classifying Arabic text to satisfy the requirements of Arabic text users. Text categorization
or text classification plays an important role for a lot of applications. It is concerned with assigning
labels to a set of documents, where such labels are known a priori. Examples of such applications
include, but are not limited to: classification of news, email messages and web routing. Text
classification can also be used in email routing, spam filtering, automated indexing of scientific
articles, searching for information on the WWW, among others [1]-[2]. Many research efforts are
exerted to classify Arabic text with high accuracy. Examples of such efforts include, but are not
limited to the following research studies. Laila Khreisat [3] presented a research work an classifying
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Arabic text documents. The author uses the N-gram frequency statistics employing dissimilarity
measures; namely, Manhattan distance and Dice's measure of similarity [3]. A comparison is made to
evaluate performance using the two adopted measures. The N-gram document classification using
Dice’s measure outperforms that using the Manhattan measure [3]. Majed Ismail Hussien et al. [4]
presented some text classification algorithms; namely, sequential minimal optimization (SMO), Naive
Bayes (NB) and J48. The algorithms are implemented using WEKA package and operated on Arabic
text. A comparative study among the adopted algorithms is carried out focusing on classification
accuracy, error rate and classification time as important measurable criteria [4]. A huge number of
features lead to a bad performance in terms of both accuracy and time. During the implementation
work, the SMO classifier achieved the best accuracy and lowest error rate, followed by J48, then the
NB classifier [4]. The SMO algorithm proved to be the fastest one, followed by NB and then J48
classifier; i.e., the J48 classifier takes the highest amount of time [4]. Fadi Thabtah et al. [5] conducted
the Naive Bayesian algorithm based on chi-square feature selection method for categorizing Arabic
data. The authors presented several experimental results compared against different Arabic text
categorization datasets [5]. The study concluded that feature selection often increases classification
accuracy by avoiding rare or non-significant features. Riyad Al-Shalabi et al. [6] evaluated the use of
K-Nearest Neighbor (KNN) to classify Arabic text. The authors used a corpus which consists of more
than six-hundreds of documents that belong to six categories. They implemented a method to extract
keywords based on document frequency threshold (DF) methods [6]. The work achieved about 95%
micro-average precision and recall scores [6]. KNN is good with small number of training patterns,
provided that there is a sufficient number of examples for each category [6]. The selection of the
feature space, the training dataset and the value of K can affect the classification accuracy. Jafar
Ababneh et al. [7] stated that many text categorization approaches from data mining and machine
learning exist. Examples of such approaches are: decision trees, support vector machine, neural
networks, statistical methods, among others. The authors presented and compared the results obtained
against Arabic text collections using KNN algorithm. Three different experiments are conducted on
Arabic datasets. The experimental results operated on Saudi datasets revealed that cosine similarity
outperforms both Disc and Jaccard coefficients. Anshul Goyal and Rajni Mehta [8] mentioned that
classification is important with broad applications. It classifies each item in a set of data into one of
predefined set of classes. The authors compared between the performance of Naive Bayes (NB) and
J48 classification algorithms [8]. NB is based on probability, while J48 is based on decision tree. The
comparison took place using the context of a financial institute dataset to maximize true positive rate
and minimize false positive rate rather than achieving higher accuracy. The authors used classification
accuracy and cost analysis as measurable criteria [8]. The results showed that the efficiency and
accuracy of J48 were better than those of the NB method [8]. Adel Hamdan Mohamed et al. [9]
presented a method for Arabic text categorization using support vector machine, Naive Bayes and
neural networks. The authors mentioned that several research efforts were presented for classifying
English text, while unfortunately few efforts were conducted on Arabic text classification. The authors
analyzed and applied the classification methods mentioned above to classify Arabic data. A
comparative study was carried out using a fixed number of documents for all categories of documents
in training and testing. The results showed that the support vector machine is very promising [9]. Here,
we aim to apply a different approach than those applied in previous works done, where the results of
each step are analyzed and evaluated. According to the results of a previous step, a next step is
proposed and applied.

Document Preprocessing Terms’ L

Dataset | Operations | Weights i
L Documents »| Document »| Performance

Representation Categorization Evaluation

Figure 1. The main framework of text classification.

The main framework and building blocks for text or document classification are shown in Figure 1.
The classification process involves several steps among which are: having a dataset and applying pre-
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processing operations, term weight computation, document representation and categorization and
performance evaluation [10]-[15].

The dataset step is concerned with collecting the different documents that are to be classified. The pre-
processing operations involve handling many themes, such as text tokenization, stop words’ removal
and word stemming. Document representation is important to reduce the complexity of documents and
make them easy for handling. A document can be represented in a vector form using the vector space
model; i.e., a document can be represented by a vector of words [12]. To perform document
classification, documents are split into a training set and a testing set. The training set is used to build
a model and make the system learn how to recognize different patterns of categories. The testing set is
used to evaluate the system [6], [16]. Regarding the evaluation of the classification process, some
measurable criteria are used. These criteria can be accuracy, precision, recall and F-measure [5]. In
this paper, the same steps which are mentioned in Figure 1 are applied. The organization of this work
is as follows: Section two presents an overview of the classification approaches which are used here.
Section three conducts the Arabic dataset collection and the handling of some pre-processing
operations. Section four introduces the proposed method for selecting the most important features for
classifying the Arabic text. This step involves many themes of feature selection, such as correlation,
intra-correlation, logical operations, clustering and fusion. Section five concludes the whole work and
proposes possible future work.

2. OVERVIEW OF CLASSIFICATION APPROACHES AND PERFORMANCE
EVALUATION

In this paper, four classifiers are adopted and investigated when classifying the dataset. The classifiers

are the Naive Bayes (abbreviated NB), Decision Tree, CART and KNN, respectively. Moreover, for

the evaluation of the classification results, the measurable criteria used are accuracy, precision, recall
and F-measure.

2.1 The Naive Bayes Classifier

NB classifier works well with natural language processing (NLP) classifications. It is a supervised
probabilistic algorithm that makes use of the probability theory and Bayes theorem to predict the class
of a text.

NB classifier requires class conditional independence. This means that the effect of an attribute on a
given class is independent of those of other attributes. If it is assumed that the training dataset
D ={d;,d>.....d,} contains n instances, each has a set of features and is represented as
dj ={Xj1. Xj2.....Xin}. The dataset D contains a set of classes C ={cj,Co......c;;}. Each training
instance d € D has a particular class label c;. The NB classifier predicts that an instance d belongs
to a class c if and only if P(cj|d)>Plcj|d) for 1<j<m,j=i. The class ¢j is the maximum
posteriori hypothesis and it is the one for which P(ci |d) is maximized. The equation used is as
follows [17]:
P(d|ci)x P(ci)
P(cj|d)= 1
(cild) p(d) (1)
where, P(cj|d) is the probability of document d to belong to class c. From the equation, P(d) is
constant for all classes, while P(d | cj)x P(c;) needs to be maximized. The class prior probabilities are
C
calculated by P(ci)z‘;’—D‘, where ‘ci D‘ is the number of training instances belonging to the class
n i)
¢j in D and n is the number of the documents in the whole set.

2.2 The Decision Tree Classifier

The decision tree classifier is another type of supervised learning algorithms which is used
in classification problems. For this algorithm, data is split into two or more homogeneous sets (or sub-
populations) according to a certain splitter or differentiator in input variables. Splitting is done using
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several mathematical formulae. Entropy is one formula in which if p stands for success rate and ¢
stands for failure rate, then reduction in Entropy is carried out by minimizing the formula [18]:

Entropy =—plog 2(p)-qlog 2(q). )

A second formula is the variance which is applied by reducing the equation [18]:
-\2
Variance = M 3
n

where, x stands for the mean of the values, x is the actual value and n is the number of values.
A third formula is Chi-square which is applied by maximizing the equation [18]:

_ 2
Chisquare = (Actual — Expected ) 0
Expected
where, Actual stands for the real class of a certain instance and Expected stands for an expected
class of a certain instance.

2.3 Classification and Regression Tree (CART) Classifier

CART stands for classification and regression tree which is one type of decision tree classifiers. It uses
Gini method to create binary splits in a dataset. It is calculated for sub-nodes by using the sum of
squares of probability for success and failure. If p stands for success rate and g stands for failure

rate, the Gini formula is [19]: (pz + qz).

CART is important, as it deals with data using predicted and input features. CART can perform
calculations and classification using both numerical and categorical parameters.

Gini index measures how well a given attribute classifies training samples into targeted classes. CART
involves binary splitting of attributes, as it provides a hierarchy of univariate binary decision. The
steps of CART are briefly mentioned as follows [19]: the first step is to know how the splitting
attribute is selected. The second step involves setting the stopping rules and their application criteria.
The third and last step is to decide on how nodes are assigned to classes.

2.4 The K-Nearest Neighbour (KNN) Classifier

The K-Nearest Neighbor belongs to the supervised learning algorithms. In this algorithm, we have a
set of instances X , each having a group of features. Each instance belongs to one of a group of classes
Y . The problem is to classify a new instance ° X’ to one of the classes. The KNN algorithm can use
several measures to define to which class or category a new instance belongs. Examples of such
measures are Euclidean distance, cosine similarity, inner product similarity, among others. For the
vectors of attributes (e.g. A and B), the Euclidean distance d(A, B) is calculated using the following

equation [20]-[22]:

0(AB)=(ag by +(ap ~b ) +....{an —b ) . ©)

The k instances having the smallest distances to the new instances are grouped to choose the majority
vote on the classes to which they belong. The class with the highest vote is the class of the new
instance.

Some researchers use the cosine similarity in the KNN algorithm. The cosine similarity is a measure
of similarity between the two vectors of n dimensions. That measure finds the cosine angle between
the two vectors using the following formula [23]-[24]:

similarity = cos(9)= % (6)

Other researchers use the inner product similarity which is known as the dot product or scalar product.
It can be computed using the following formula [23]-[24]:

similarity = AB (7
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2.5 Measurable Criteria for Evaluating Performance

The performance of the proposed approach in terms of feature selection and the adopted classifiers are
evaluated. To facilitate such evaluation, some measurable criteria are taken into consideration.
Accuracy is one of the important themes in evaluating performance. Accuracy is defined as the ratio
between the number of correctly identified documents and the total number of documents. Accuracy
can be briefly expressed in terms of precision (Prec), Recall (Rec) and F-measure (FM ), which are
considered quantitative metrics. Precision ( Prec) can be defined as follows [25]-[27]:

TP

Prec=——— 8
(TP + FP) ®)
Recall (Rec) can be defined as follows [28]-[29]:
c=— 1P __ ©)
(TP+FN)
F-measure (FM ) can be defined as follows [30]-[31]:
EM — 2* (precision*recall) (10)

(precision+ recall)

where, TP is the number of documents which are correctly assigned to a certain category, FN is the
number of documents which are not falsely assigned to a certain category, FP is the number of
documents which are falsely assigned to a certain category and TN is the number of documents which
are not correctly assigned to a certain category.

To determine the reliability of the proposed approach as well as that of the adopted classifiers, Arabic
documents were taken as a test-bed. The researchers of this work selected a part of the documents in
the corpus, not all of them. Very big-sized documents and very small-sized documents were avoided
as explained in the next section.

3. DATA SET COLLECTION AND PRE-PROCESSING OPERATIONS

We used Al-Khaleej-2004 corpus which contains more than 5000 Arabic documents. The corpus was
taken from the website “https://sourceforge.net/projects/arabiccorps/”. The documents talk about daily
news and are divided into four categories; namely, economy, international, local and Sport news. The
average number of words and the average number of characters per word for each of the categories are
calculated as shown in Table 1. The international category has the highest average number of words
per document, but the lowest average number of characters per word. The economy category has the
highest average number of characters per word. The lowest average number of words per document is
the one calculated for the sport category. From the corpus, documents which have shooting humbers
compared to the averages are rejected for our study. These documents were considered inaccurate
representatives of the dataset to be selected. Including documents in the used dataset which have
shooting numbers is avoided to overcome the problem of any error in the calculation of the average.
The average is used in the calculation of the term weight, which is an important term in finding the
other measurable criteria, such as precision and recall percentages. Equal numbers of documents from
each category are chosen, so that the average numbers calculated for the whole corpora -as shown in
Table 1- are still maintained for the selected ones.

Table 1. The average number of words per document and the average number of characters per word.
Words/File Characters/Word

Econ 461.92 6.17
Inter 561.89 5.96
Local 404.01 6.15

Sport 386.35 6.09
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Figure 2. (a) # words/file in the dataset. Figure 2. (b) #characters/word in the dataset.

The results in Table 1 are plotted in Figure 2 in order to clarify the differences. In this research work,
WEKA and Matlab software packages are used for the calculations. WEKA is a collection of machine
learning codes that can be used for data mining tasks. It contains codes for data pre-processing,
classification, regression, clustering, association rules and visualization. Matlab is a commercial
software package with a specialized machine learning toolbox. The creation of our features is
dependent on the term or word weight. Term weight computation can be performed using many
methods among which are Information gain, Relative document frequency, Chi-square, Robertson 4%
formula and Robertson 1% formula [11]. A term weight is assigned to each word or feature according
to its frequency in each document. If the term frequency is high and appears in few documents, that
term or feature is considered important to distinguish the document contents. In this paper, the term
weighting is expressed as [11]:

w; j =tf (i, j)xidf (i, )=t i, j)xlog(de(j)j (11)

where, w; j is the weight of the term j in document i, tf (i, j) is the occurrence of term j in

document i and idf (i, j) is the inverse document frequency. df (j) is the number of documents which
contain feature j and n is the number of all documents in the dataset.

Next, we want to represent each document dj, where i is the document number, in an array of a

number of wordswy,, where n is the number of words. The problem now is to investigate the
minimum number of words or features per document which are sufficient to describe each document.
The Naive Bayes (NB) classifier is initially used to test the success of classification using a different
number of words to describe each document. We start by choosing a single word with the highest
frequency to represent each document, so dj =(W1), and then increase the number of words per
document. We aim to find out how the increase in the number of words per document will affect the
classification accuracy.

Table 2. Precision, recall and f-measure for the four categories when using different numbers of words
per document. Classification was carried out using the NB classifier.

Prec Rec F-M Prec Rec F-M Prec Rec F-M

z € Econ | 71% 16% 26% z € Econ | 78% 78% 780 z € Econ | 790 67% 72%
5 € Inter |57% 29% 38% | 5 € Inter | 96% 84% 89% | 5 € Inter | 77% 96% 86%
Z Elocal | 35% 79% 48% | = & Local | 74% 78% 76% | = € Local | 72% 61% 66%
< Sport | 46% 35% 40% < Sport | 92% 94% 93% = Sport | 88% 97% 92%
Avg. | 53% 41% 38% Avg. | 84% 84% 84% Avg. | 79% 79% 79%

As shown in Table 2, when the number of words used to describe a document increases from two to
four words per document, the average of the four categories for the three parameters; namely,
precision, recall and f-measure increases by almost 100%. However, when the number of words
increases from four to six words per document, the average for the three parameters decreases by
almost 5%. So, the number of words which is selected to best describe each document is four words
per document. The results are plotted in Figure 3 for all the calculations performed. Table 2 shows
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only three examples of the performed calculations. We can find that when we use 4 words per
document, the accuracy of the classification is the best.

In Table 3, the confusion matrix for the four categories is shown. Positive true rates of classification
are the highest for the four categories.

Table 3. The confusion matrix for the # of Features/Words-Naive Bayes
economy, international, local and sport news e el Ao
categories when using four words per Lo
document. 20% | P —m
i 60% /'-/
Econ Inter Local Sport g o ?;
20% 7
Econ | 319 1% 6% 1% o
Inter | 1% 22% 3% 0% oo , f:v ) oo E
Local | 6% 0% 28% 2%
Sport | 1% 0% 1%  33%

Figure 3. Measures for # words/document.

As we increase the number of words representing each document, the accuracy of the classification
algorithm increases. As shown in Figure 3, we reach a point where increasing the number of words per
document confuses the classification algorithm due to the repetition of words representing each
document; i.e., the array of words representing each document is not any more unique for each
document. Accordingly, the matrix which was fed to the WEKA software is created as follows:

1. For each document per category, the four terms with the highest term frequencies are selected
to describe the content of the document.

2. For each category, we group the four words from each document for all the documents in the
category and redundancy is removed.

3. For the four categories, all words that are repeated in the different categories were removed.

4. We have a matrix of 534 columns (words, attributes or features). The matrix fed to the WEKA
is binary. If a word exists in a document, a one is placed in front of it; if not, a zero is placed.

4. PROPOSAL OF A FEATURE SELECTION METHOD

To our knowledge, 534 features are considered too large data to use in the classification problem. The
time required to classify a document is large which will negatively affect the speed of calculations.
Our proposal below involves many steps to reduce the number of features.

4.1 Correlation among Individual Features and Class Labels

The correlation between each of the features and the class column is calculated. Features which have
the lowest correlations with the class are removed. Features are removed, so that the total number of
features remaining to identify each document with its class decreases in increments of 25 features.
Saying that two features have a high or low correlation with a certain class is a relative decision. A
correlation value of 0.9 may be defined as high in one calculation and low in another calculation. This
depends on other correlation values which we are comparing especially with the minimum and
maximum values. That is why we don’t specify a threshold value to define features which are highly
correlated or weakly correlated with a class. But, we chose to discard the 25 features with the lowest
correlation values in every run as the threshold varies. We use the option of ten-fold calculations and
the results are shown in Table 4. Figure 4 shows all calculations done, while Table 4 shows selected
examples of the calculations.

In Table 4, the percentages of the precision, recall and f-measure decrease by almost 5% compared to
those shown in Table 2. Precision, recall and f-measure percentages are stable as the number of
attributes is decreased until reaching the knee point at 175 features. As one can see in Figure 4, we
reduce the number of features from 500 to 25 and see the effect of this reduction on the accuracy of
the results. When using less than 175 features in our classification, the percentages of recall and f-
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measure fall down. 175 features are the most efficient number to classify the documents to their
corresponding classes with the highest possible accuracy. In our dataset, there exist features which are
important in defining whether an instance belongs to a certain category or not. Removing features with
the lowest correlations in groups of 25 features leads to the remaining of the features with have the
highest correlations with the classes and which are detrimental in determining whether a document
belongs to a certain class or not. Those remaining features are 175 ones. The confusion matrix when
classifying documents using 175 attributes is shown in Table 5. It is shown that the highest error
comes from classifying the documents under the local category. Next, we investigate why the local
category is giving us the highest percentage of errors affecting all of our results later.

Table 4. Precision, recall and f-measure for the four categories when decreasing the number of
attributes. The classification was done using the NB classifier.

Prec Rec F-M Prec Rec F-M Prec Rec F-M

S Foon | 78% 79% 79% | 5 Econ | 78% 79% 79% £ Econ | 930 43% 59%
S Inter [94% 78% 85% | T Inter | 94% 78% 85% | = Inter | 96% 72% 82%
< Local | 61% 74% 67% | < Local | 61% 74% 67% | < Local | 48% 91% 63%
S Sport | 93% 86% 89% | ™5 Sport | 93% 86% 89% | & Sport | 94% 82% 88%
Avg. | 81% 79% 80% Avg. | 81% 79% 80% Avg. | 83% T72% T73%

Table 5. The confusion matrix for the
economy, international, local and sport news
categories when using 175 attributes.

Classification Using Naive Bayes

—4—Precision —fli—Recall F-Measure

<la
Econ Inter Local Sport g s
-4
Econ | 70905 19  20% 0% >
- 0 0/ 0/ o/ 0 ‘ ‘ ‘ !
Inter 2% 78% 19% 1% 600 500 400 300 200 100 0
Local | 16% 4% 74% 6% #of Features
Sport | 3% 0% 11%  86%

Figure 4. Measures using Naive Bayes.

The aggregation of the four categories separately on a two-dimensional graph is examined. Two-
dimensional reduction techniques are applied; namely, classical multidimensional scaling (CMDS)
and a plot of the results for each two categories is shown in Figure 5. CMDS is a multivariate data
analysis to explore the dissimilarity between the four classes which we have. From Figure 5, the
aggregation of the points representing each category together against the three other categories is
shown.

02 T2
01

Figure 5. (a)-(f) A two-dimensional reduction in the dataset obtained for each two categories per
graph. (a) Economy versus international, (b) Economy vs. local, (¢) International vs. local, (d)
International vs. sport, (e) Local vs. sport and (f) Economy vs. sport.
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In Figure 5 (a), (d) and (f), the accumulation of the data points representing each of the economy,
international and sport categories together is obvious. The separation of the data points of each of the
three categories from the data points of the other two is clear as well. However, in Figure 5 (b), (c) and
(e), the data points of the local category are randomly scattered through the data points of the other
three categories, which makes the error in the identification of the documents belonging to the local
category high. The differentiation and accordingly the classification of the documents under the local
category from the other three categories have high percentage errors. This comes in accordance to
what is shown in Table 4, which shows that the error is highest when classifying documents under the
local category.

4.2 Operating the Adopted Classifiers on the Chosen Dataset

Different classifiers are adopted and operated on the dataset to see which kinds of classifiers can give
better success rates of classification. Three classifiers; namely, decision tree, CART and KNN, are
used, in addition to the Naive Bayes (NB) classifier which has been used before.

Table 6. Precision, recall and f-measure using four different classifiers: NB, decision tree, CART and
KNN classifiers.

Prec Rec F-M Prec Rec F-M Prec Rec F-M
5 Econ | 78% 79% 79% | < Econ | 81% 45% 58% x Econ | 81% 74% T77%
m% Inter | 949% 78% 85% ;% Z Inter | 93% 59% 72% E‘:-; Inter | 89% 81% 85%
Zc_‘G Local | 61% 74% 67% | Q — Local | 42% 87% 57% Si@ Local | 63% 81% 71%
© Sport | 93% 86% 89% o Sport | 93% 66% 77% C Sport | 94% 84% 89%
Avg. | 81% 79% 80% Avg. | 77% 65% 66% Avg. | 82% 80% 81%

Prec Rec F-M

5 Econ | 76% 68% 72%

% “g Inter | 84% 66% 74%

¥ & Local | 48% 77% 59%

© Sport | 96% 64% 77%

Avg. | 76% 69% 70%

As shown in Table 6, the CART classifier shows the best results with 1% increase in precision, recall
and f-measure compared to the NB classifier. For the CART and NB classifiers, the results of the three
parameters for classifying documents under local category are first or second lowest, which is
consistent with what was mentioned in Subsection 4.1. For the KNN and decision tree classifiers,
precision and f-measure results for the local category are the lowest among all categories used. But,
for the recall parameter, the Local category shows the highest percentage, which is inconsistent with
all previous results. The calculation of the Recall parameter is inversely proportional with the false
negative classification results. The recall parameter can be used in describing the success of our
classification method, keeping in mind that false negative classification affects the results more than
other measurable criteria. A comparison of the results is shown in Figure 6. The confusion matrix for
the CART classifier is shown in Table 7.

Table 7. The confusion matrix using the CART

g . Four Classifiers Comparison
classifier for the adopted categories.

M Precision M Recall F-Measure

Econ Inter Local Sport 100%

’ ’ ’ P 80%
Econ | 74% 4% 21% 1% o
Inter | 3% 81% 15% 1% 40%
Local | 12% 4% 81% 3%
Sport 10//0 20/{) 1 30/9 840/0 Naive Bayes Decision Tree CART KNN

Classifier Name

Average %

Figure 6. Average performance for the 4
classifiers used.
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The classification of the documents under the local category shows better results than those for the NB
classifier shown in Table 5. The error rate is lower and the success rate is higher. The CART classifier
shows the best accuracy in the classification of our dataset among all classifiers used.

4.3 Intra-Correlation among Features

In this subsection, the total number of features is reduced for the whole dataset. The intra-correlation
coefficients are calculated for all features. For each feature, features showing correlation values higher
than a certain threshold are connected to it. Features with the highest number of connections are
removed and the CART classifier is applied to see whether better classification results can be achieved
or not. The threshold used here is chosen randomly to be 0.5. The number of connections is the
measure to remove a feature or not. When a feature in question has a high number of connections, this
means that there exist many other features which hold similar information to serve the accuracy of the
classification method. We believe that removing this feature would not affect the accuracy of the
classification results.

Table 8. Precision, recall and f-measure when reducing the number of features using correlation.
Classification was done using the CART classifier.

Prec Rec F-M Prec Rec F-M Prec Rec F-M

¢ Econ | 81% 74% 77% | & Econ|[82% 73% 77% | & Econ |78% 78% 78%
< Z Inter | 88% 81% 84% | = Inter | 90% 78% 84% |, = Inter | 94% 78% 85%
— E Local | 62% 78% 69% |— E Local | 59% 79% 68% | E Local | 60% 74% 66%

< Sport | 93% 84% 88% | < Sport|96% 87% 91% | < Sport | 92% 85% 89%

Avg. | 81% 79% 80% Avg. | 82% 79% 80% Avg. | 80% 76% 77%

We aim to minimize the number of features to have percentages for the three parameters better than
those shown in Table 7 or at least keep the percentages the same. As shown in Table 8, precision,
recall and f-measure have the best results after removing features with the highest number of
connections. As shown in Figure 7, the number of features is optimum before a drop down in the
precision percentages is viewed (the knee point). The values for recall are stable until the knee point
and after that, they fall down. Precision and f-measure values (81.7% and 79.9%, respectively) are the
highest when the number of features is 142. Using a number of features higher than or lower than 142
decreases the accuracy of the classification method. Here, 142 is the minimum number of features
which have intra-correlation values low enough so that none can substitute the existence of the others.
The confusion matrix for the results of classification when using 142 features is shown in Table 9.

Table 9. The confus_lon matrix after removing Correlation Using CART
the 17 connects using the CART classifier.
== Precision == Recall F-Measure
ECO].'I llltgl‘ Local Sport ) P

Econ | 73% 2% 25% 0% §lom e

Inter | 2% 78% 19% 1%

Local | 13% 5%  79% 3% 2

SpO]'t 0% 1% 12% 87% 195 175 155 135 115 95 75

#of Features

Figure 7. Measures using CART.

From Tables 7 and 9, we can see that after minimizing the number of features from 175 to 142, the
accuracy achieved for the four categories is almost the same for the results of the classification
percentages.

4.4 Bottom-Up Feature Fusion

Next, we apply the logical AND and OR operations to fuse the values of features together. The new
features have no specific meaning, but they will reduce the total number of features. Each new feature
will be the output of fusing the values of the two features into one.
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Table 10. Precision, recall and f-measure when reducing the number of features using OR-binary
operation. Classification is done using CART classifier.

Prec Rec F-M Prec Rec F-M Prec Rec F-M

¢ Econ | 84% 78% 81% ¢ Econ | 78% 74% 76% ¢ Econ | 69% 66% 67%
&E Inter | 94% 79% 86% mg Inter | 93% 87% 90% |, = Inter | 88% 78% 83%
— £ Local | 66% 81% 73% ~ £ Local | 66% 77% 71% o~ £ Local | 65% 71% 68%
< Sport | 93% 92% 93% < Sport | 92% 87% 89% < Sport | 82% 86% 84%
Avg. | 84% 83% 83% Avg. | 82% 81% 82% Avg. | 76% T75% 76%
Inter-correlations are calculated between each two features. For the features with the highest

correlation, we combine their values using logical OR. The number of features is decreased in
increments of 25 features. The results of the classification are shown respectively in Table 10 and
Figure 8. The best results are seen when reducing the number of features from 175 to become 125

features. The confusion matrix when using 125 features is shown in Table 11.

Table 11. Confusion matrix after reducing
number of features to 125 using logical OR.

Econ Inter Local Sport A A S
Econ | 78% 1% 20% 1% ~
Inter | 2% 79% 17% 2% L.
Local | 12% 3% 81% 4%
Sport | 0% 1% 7%  92% 200 150 100 50 0

Bottom Up Fusion (OR)-CART

== Precision =fli=Recall F-Measure

#of Features

Figure 8. Measures using logical OR.

In Table 11, the results are better than those shown in Table 7. The percentage values of correct
classifications for the local category are better. Next, the features are combined using the logical AND
operation.

For the features with the highest correlation, we combine their values using logical AND. The number
of features is decreased in increments of 25 features. The results of the classification are shown in
Table 12 and Figure 9. The results are deteriorating as the number of features decreases. The
confusion matrix when using 125 features is shown in Table 13.

Table 12. Precision, recall and f-measure when reducing the number of features using AND-binary
operation. Classification is done using CART classifier.

Prec Rec F-M Prec Rec F-M Prec Rec F-M

¢ Econ [59% 40% 48% | ¢ Econ |100% 5% 10% | ¢ Econ |24% 100% 39%
w0 = Inter | 72% 35% 47% |, = Inter | 50% 2% 4% |, = Inter | 0% 0% 0%
< E Local | 62% 34% 44% |~ E Local | 83% 5% 9% | E Local | 0% 0% 0%
< Sport [ 38% 86% 53% | <\ Sport | 27% 100% 42% | < Sport| 0% 0% 0%
Avg. |57% 49% 48% Avg. | 65% 29% 17% Avg. | 6% 24% 10%

Table 13. Confusion matrix after reducing the
number of features to 125 using logical AND.

Bottom Up Fusion (AND)-CART

—&—Precision —fli—Recall F-Measure

_ . NP o\
Econ Inter Local Sport P %H"*hévu%
Econ | 40% 4% 11% 45% i N .
Inter | 4% 35% 6% 559, o No
Local 16% 7% 34% 43%, 200 150 100 50 0
Sport | 7% 2% 5%  86%

Figure 9. Measures using logical AND.
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The results shown in Table 13 are the worst. The OR operation is the best method to combine different
features together. Since our feature matrix is a binary one, when applying the OR logical operator on
any 2 features, the output is a feature containing the information in both original features so that no
information is lost. However; when applying the AND logical operator on the same 2 features, the
output is a feature which only contains the shared areas so that the unshared data will be lost. That is
why the classification results obtained when using the OR operator are much better than those
obtained when using the AND operator.

4.5 Top-Down Feature Fusion

Next, features are combined together through unsupervised clustering. We start with all features in one
cluster and then iterative methods are used to group features into two clusters. Each of the two clusters
is further divided into two clusters ...and so on. The results are shown in Table 14 and Figure 10.

K-means clustering is considered a partitioning algorithm. It can be used in several data mining tasks.
It is considered a good algorithm to group a set of documents D into K groups or clusters. K-means
clustering algorithm uses the maximum cosine similarity as a score for assigning a document to the
more similar cluster centroid. The K-means algorithm is considered a proper algorithm to choose
initial clusters’ centroids. The document collection dataset D can be represented as
D =(dq,dy........ dp), which can be grouped into k sets of coherent clusters. Moreover, each

document d; can be represented as a vector of weighted terms dj ={wj;, Wj2........Wjt}, where t is the
number of all text features in D . For more details, the reader can refer to reference [11] and [21].

Table 14. Precision,recall and f-measure when reducing the number of features. Classification is done
using the CART classifier.

Prec Rec F-M Prec Rec F-M Prec Rec F-M

¢ Econ | 74% 65% 69% | ¢ Econ|83% 80% 81% | ¢ Econ |82% 80% 81%
o = Inter | 80% 78% 79% |g Z Inter | 90% 81% 85% | = Inter | 92% 80% 85%
“E Local [ 59% 71% 65% |~ E Local | 67% 80% 73% |~ E Local | 63% 76% 69%
< Sport | 92% 86% 89% | < Sport | 94% 87% 90% | < Sport | 92% 86% 89%
Avg. | 76% 75% 75% Avg. | 83% 82% 82% Avg. | 82% 81% 81%

It is shown from Table 14 and Figure 10 that when features are distributed into 100 clusters, the
classification gives the best results. The confusion matrix for classification using 100 clusters is shown
in Table 15.

Table 15. The confusion matrix after

) Top Down Fusion (K Means) - CART
reducing the number of features to 100.

=4&—Precision =fli=Recall F-Measure

84%

Econ Inter Local Sport - — T,
Econ | 80% 3% 17% 0% %&
Inter | 2% 81% 15% 2% g
Local | 12% 4%  80% 4% ij g
Sport 200 200 ()00 8700 0 20 40 60 80 100 120 140 160

#of Clusters

Figure 10. Measures for top-down feature
fusion.

100 clusters are the best minimum number of features to classify the text under consideration.
Distributing instances on clusters is grouping instances with shared values in one cluster so that at this
point, fusing features under each cluster together is beneficial. But, when going further on increasing
the number of clusters more than this point, the division of instances on clusters is not any more
accurate and common grounds shared by instances are overstretched to the extent that two clusters
may have almost similar features, which increases the classification error.
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5. COMPARING PROPOSED METHOD WITH OTHERS

In this section, we compare the achieved results in this paper with the results of other feature reduction
methods in two ways. The first is to use a standard feature reduction method found in WEKA and
compare the accuracy of its classification results with those achieved in Table 15. The second is to
compare our results with those of a previous work which used one of the state-of-the-art feature
reduction techniques on the same dataset used here.

The “CfsSubsetEval” is one of the standard methods available in WEKA for feature reduction [26]. It
is chosen randomly and applied to our dataset to compare the results with what we achieved in this
paper. The chosen method evaluates the weight of each attribute based on its predictive ability for the
class while minimizing redundancy in the final set of attributes selected. 38 attributes were selected by
the “CfsSubsetEval” method [26] as the best subset of attributes that can give the highest accuracy in
the classification problem. Then, the KNN classifier was applied as one of the standard available
methods in WEKA for classification [26]. The results are shown in Figure 11.

Comparison 1

B Proposed M Existing

100%

Recall

Econ Inter Local Sport

Class Name

Figure 11. Comparing the achieved results with an existing standard work.

The proposed method achieved higher accuracy in the classification problem addressed, as shown in
Figure 11. The proposed method produced 100 features which were needed to produce the results
shown in the same figure. The accuracy of the proposed method is higher than that of the existing
method for the three categories econ, inter and sport. For the local category, the proposed method still
maintains a high accuracy, but slightly less than that of the existing method. As mentioned before in
Section 4.1, the points representing the features of the local category are scattered through the other
three categories and so, the accuracy of the identification of the documents under the local category
has a higher percentage error.

In [32], one of the state-of-the-art methods of classification is used which is Multi-category Support
Vector Machine (MSVM). The paper applies the method to the same dataset used here Al-Khaleej-
2004. The accuracy of the results is almost equal to what we achieved with a difference of 1% more or
less for the categories economy, international and sport news, as shown in Figure 12.

Comparison 2

m Proposed M Previous

100%

Recall

Econ Inter Local Sport

Class Name

Figure 12. Comparing the achieved results with a previous work [32].

When comparing the recall values of the proposed work and the previous work for the four categories,
it was noticed that the proposed work had the same, slightly better and much better values for the cate-
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gories (econ and inter), sport and local, respectively, as shown in the figure. The properties of the
features of the local category are discussed in Section 4.1 and we expected to have a larger error in the
classification of its documents than in other categories. The proposed system succeeded in identifying
the documents under the local category with almost a similar percentage error to that of the other three
categories. The proposed system is resilient to problems which might exist in the used dataset than the
MSVM method which was used in the previous work.

6. CONCLUDING REMARKS AND FUTURE WORK

In this research work, the authors investigate and discuss the problem of Arabic text classification.
Arabic documents are pre-processed by rejecting the stop words. Any document is tokenized into a set
of words which are stemmed and weighted. The chosen weighted words are represented in a vector
space or a feature vector. Four classifiers are operated on the chosen documents’ feature vectors. The
CART classifier is the best compared to the other adopted classifiers. The proposed feature selection
approach improves accuracy, because it reduced the number of selected features. Precision, recall and
f-measure are improved during the implementation of the steps of the proposed approach. The
correlation between the individual features and the class labels, as well as the intra-correlation among
the features played an important role in improving the classifier performance. Moreover, the fusion
operations; either top-down or bottom-up, improve the performance of the classification process. This
is clear from the values of precision, recall and f-measure, respectively. Such operations focus on
selecting the most appropriate and significant features and ignoring the others. Finally, it is easy to say
that the proposed feature approach can be applied on other datasets, because it is domain-independent.

Precision, recall and f-measure percentages are not as high as we would prefer to achieve. The study
discussed here is based on word stemming in which the stem of all words is found and then term
weighting is performed. Finding the stem of each word lacks a deeper view into the semantic
relationship between the words used in each document. Including synonyms and antonyms of a word
in the term weighting of the word would change the features of each document. Our proposed future
work will focus on the semantics of Arabic words and how to include this deeper view into the
selection of the features. New features may appear and already existing features may disappear, which
can increase the accuracy of the classification method used.
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