
1 
Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 06, No. 01, March 2020. 

 

 
1. M. Alweshah, E. Ramadan, M. H. Ryalat and A. I. Hammouri are with Department of Computer Science, Prince Abdullah Bin Ghazi 

Faculty of Communication and Information Technology,Al-Balqa Applied University, Salt, Jordan. Emails: weshah@bau.edu.jo, 
enas.ramadan35@gmail.com, ryalat@bau.edu.jo and aziz@bau.edu.jo  

2. M. Almi’ani is with Computer Information Systems Department, Al-Hussein Bin Talal University, Ma'an, Jordan. Email: 
malmiani@my.bridgeport.edu 

WATER EVAPORATION ALGORITHM WITH 

PROBABILISTIC NEURAL NETWORK FOR SOLVING 

CLASSIFICATION PROBLEMS 

Mohammed Alweshah1, Enas Ramadan1, Mohammad Hashem Ryalat1, Muder 

Almi'ani2 and Abdelaziz I. Hammouri1 

(Received: 23-Aug.-2019, Revised: 18-Oct.-2019, Accepted: 3-Nov.-2019) 

ABSTRACT 

Classification is a crucial step in data mining as it facilitates decision-making in many areas of human activity, 

such as scientific endeavors, marketing campaigns, biomedical research and industrial applications. The 

probabilistic neural network (PNN) is widely utilized to solve classification and pattern recognition problems and 

is considered an effective method for solving such problems. In this paper, we propose an improved PNN model 

that employs the water evaporation algorithm (WEA) in order to solve classification problems more efficiently. 

The proposed method is able to obtain classification accuracies that are close to each other across all 11 

benchmark tested datasets from the UCI machine-learning repository, which demonstrates the validity of this 

method (with respect to classification accuracy). The results show that the WEA is better than the firefly algorithm 

(FA) and biogeography-based optimization (BBO) in terms of both classification accuracy and convergence speed. 

KEYWORDS:  
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1. INTRODUCTION 

Data mining is the science of extracting valuable information from huge databases in many fields, such 

as business, academic research and medical activities, by using automatic search processes that employ 

statistical and computational techniques. It involves the discovery of meaningful patterns and automatic 

analysis and quantities’ exploration of large datasets in order to identify hidden relationships in data [2]. 

Data mining is used in prediction, in which some of the variables are used to predict other variables 

(classification) or in description, in which patterns are identified that can be understood easily by the 

user (clustering) [3]. 

Classification is a supervised learning task. The classification process separates data into independent 

classes, the aim of which is to obtain an accurate prediction of the objective class [4]. Data classification 

helps in producing a required output that could be used in the future [5]. It is very important, as it 

facilitates decision-making in many domains, such as science, marketing, biomedicine and business [6, 

7]. In the field of data mining, many of the techniques that are used for classification problems depend 

on artificial intelligence. These techniques include the support vector machine (SVM) [8], naïve Bayes 

(NB) [9], the neural network (NN) [10]-[11], radial basis function (RBF) [12], logistic regression (LR) 

[13] among many others [14]-[16]. 

The NN is based on the biological nervous system [4]. The NN was first introduced by Rosenblatt in 

the late 1950s [17]. The use of the NN method is not a goal in itself; it should instead be seen as an 

effective tool and a guaranteed means of arriving at the correct prediction of the future values of a 

phenomenon or a set of variables in any area of application [18]. There are many types of artificial neural 

network (ANN), including the NN, multilayer perceptron (MLP), feed-forward neural network (FFNN), 

extreme learning machine (ELM) and the probabilistic neural network (PNN) [19]-[20] . 
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The PNN is a powerful data mining tool and an algorithm that can be used for a vast number of complex 

relationships (inputs/outputs). The PNN is a spatial form of NN into which a Bayesian statistical decision 

rule is incorporated. There are four layers in the PNN: (i) an input layer, (ii) a pattern layer, (iii) a 

summation layer and (iv) an output layer. 

The reason for combining metaheuristic algorithms with NNs to create classification tools such as the 

PNN is to enhance efficiency and effectiveness and enable the solving of difficult problems more quickly 

and accurately [21]. There are two main kinds of metaheuristics: single-based and population-based. 

Single-based metaheuristics include local search (LS), simulated annealing (SA) [22] and tabu search 

(TS) [23]. Population-based metaheuristics include differential evolution (DE) [24], the particle swarm 

optimization (PSO) algorithm [25], artificial bee colony (ABC) algorithm [26], genetic algorithm (GA) 

[27], firefly algorithm (FA) [28], NSGA-II [29]-[30] and many others [31]. 

However, based on a review of the literature, there appears to be a lack of research related to 

hybridization approaches, especially with respect to whether they could increase the ability to effectively 

explore and exploit the search space during the search process in tuning the weights of the parameters 

until the (near) optimal NN weights are obtained [32]. Generally, the weights are initialized to random 

probability values and then during the search process, the NN weights are updated and will eventually 

converge to a local optimum solution. Therefore, metaheuristics has been employed to obtain an 

optimized NN weight that can be fed to the classifier to obtain better classification accuracy [21]. 

In addition, researchers have introduced population-based approaches to optimized NN weight 

problems. The main idea behind the population-based is that the algorithms iteratively improve a number 

of solutions [21]. However, these approaches have some limitations, such as that they are more 

concerned with exploration rather than exploitation and have a low convergence speed. Motivated by a 

new metaheuristic technique, water evaporation algorithm (WEA), which is flexible in nature as a 

population-based technique, has been widely used to solve optimization problems[1]. The WEA has 

good exploration and exploitation mechanisms, facilitating the finding of near optimal solutions [21].  

In this paper, WEA is used to optimize the weights of the PNN in order to improve the performance of 

the classification system and enable the system to produce the best possible results based on the weights 

obtained from the PNN. In addition, the WEA is used to achieve a good balance between exploration and 

exploitation during the search process and thereby improve convergence speed. The proposed method is 

tested on 11 benchmark classification problems from the UCI machine-learning repository in order to 

assess its performance. 

The remainder of this paper is organized as follows. First, some background on PNN algorithm and WEA 

is given in section 2. Next, the details of the proposed method are provided in section 3. Then, the 

experiments and results are presented in section 4. Finally, the conclusion, together with some 

suggestions for possible directions for future enhancements, are presented in section 5. 

2. BACKGROUND  

2.1 Probabilistic Neural Network (PNN)  

The PNN, which was introduced by Specht [19], is considered one of the most efficient and effective 

classification techniques. The PPN relies on an algorithm called kernel discriminant analysis [19], [33]-

[35]. The training of a PNN does not require the use of heuristic techniques to search for a local 

minimum [36]. The PNN is arranged in the form of a four-layer feed-forward network structure that 

consists of an input layer, pattern layer, summation layer and output layer, as shown in Figure 1. 

The PNN has the following advantages over other methods: (i) the training process is fast; (ii) it is more 

accurate than the MLP-PNN; (iii) it is relatively insensitive to outliers; and (iv) it can generate accurate 

predicted target probability scores. However, it has two disadvantages: (i) slow execution and (ii) a large 

memory requirement [19]. The four layers of the PNN network are described below: 

 The input layer, where each neuron has a predictive variable and feeds values for each of the 

neurons in the pattern layer.  

 The pattern layer, which has one unit for each training sample that formulates a product of the 
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input vector x with the weight vector wi, denoted as zi = x.wt

i and then performs the following 

nonlinear process [37]: 

                                                                exp [(
(− wi – x).(wi –𝑥)T

( 2α2)
)]                                                               (1) 

 The summation layer, which aggregates the contribution for each class of inputs and 

generates a network output as a vector of probabilities [37]: 

∑  𝑖 [(
(– wi – x).(wi –𝑥)T

( 2α2)
)]                                                                   (2) 

  

Figure 1. Structure of probabilistic neural network. 

 The output layer, which produces binary classes corresponding to the decision classes Ωr and 

Ωs, r ≠ s, r , s = 1, 2 ,…. ….,q based on a classification criterion:  

∑ [(
(– wi –  x). (wi – 𝑥)T

( 2α2)
)] > ∑ [(

(– wj –  x). (wj – 𝑥)
T

( 2α2)
)]                         

𝑗𝑖

(3) 

These nodes have only one weight, C, the prior membership probabilities and the number of 

training samples in each class, C, given by the cost parameter:  

𝐶 = − 
hsls

hrlr
.
𝑛𝑟

𝑛𝑠
                                                                           (4) 

where, hs is the preceding prospect, in which the new sample goes to group n and cn is the 

misclassification cost [19]. 

2.2 Water Evaporation Algorithm (WEA) 

The WEA is inspired by the natural environment. The basic idea of the WEA is based on simulating the 

evaporation of a small amount of water molecules located on a solid surface with areas of varied 

wettability [38]. Solid surfaces are classified according to their behavior toward water into two 

categories: 

1. Hydrophobic (water hating): Such surfaces have low wettability (see Figure 2(b)). 

2. Hydrophilic (water loving): Such surfaces have high wettability (see Figure 2(c)). 
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When water molecules fall on a surface that loves water, such as cotton, water molecules expand on the 

surface and the evaporation rate is low. However, when water molecules fall on a surface that hates 

water, such as plastic, water molecules accumulate on the surface in a ball shape and the evaporation 

rate is high [38]. 

In the context of this research, a surface with varied wettability can be considered as the search space 

and water molecules are the solutions within the search space. When surface wettability changes from 

hydrophilic to hydrophobic, the form of the water molecules changes from a monolayer to a sessile 

droplet. This is reflected in the layout of the algorithm [38]. The change in the evaporation rate of the 

water molecules is reflected in the algorithm, where it updates the solutions and this is well matched 

with the ability of the local and global search algorithm [1]. 

Figure 2. (a) View of initial system; (b) Snapshot of water on a substrate with low wettability; (c) 

Snapshot of water on a substrate with high wettability [1]. 

- Locating the initial parameters of the WEA 

The number of water molecules (nWM), tmax, MEPmin, MEPmax, DEPmin and DEPmax and within the search 

space, the initial locations of all water molecules are created randomly, where tmax is maximum number 

of algorithm iterations, DEPmin and DEPmax are the minimum and maximum values of the droplet 

evaporation probability, respectively and MEPmin and MEPmax are the minimum and maximum values 

of the monolayer evaporation probability, respectively. 

- Generating the water evaporation matrix  

There are two approaches that are used to resolve the classification problem: exploration and 

exploitation. 

 The exploration process 

In the exploration process, if the number of iterations is less than or equal to tmax/2, then a 

corresponding substrate energy vector is created in order to generate the monolayer evaporation 

probability matrix by the following equation [38]: 

𝐸𝑠𝑢𝑏(𝑖)𝑡 =
(Emax – Emin )∗(Fiti

t –Min(Fit)) 

(𝑀𝑎𝑥(𝐹𝑖𝑡)−𝑀𝑖𝑛(𝐹𝑖𝑡))
+ 𝐸𝑚𝑖𝑛                                              (5) 

The water molecules are evaporated globally in accordance with the minimum evaporation probability. 

The MEP (t) matrix is created by the following equation [38]: 

MEP (t) ={
1, 𝑖𝑓 𝑟𝑎𝑛𝑑𝑖𝑗 <   exp (𝐸𝑠𝑢𝑏(𝑖)𝑡  )

0, 𝑖𝑓  𝑟𝑎𝑛𝑑𝑖𝑗 ≥  exp (𝐸𝑠𝑢𝑏(𝑖)𝑡)
                                                   (6)    

- Generating a random permutation-based step-size matrix  

The creation of the S matrix is based on a random permutation by the following equation: 

 

(b) (c) 

(a) 
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S = rand ∙  (WM(t)[permute1 (i)(j)] −  WM (t)[permute2 (i)(j)])                             (7)       

 - Generating evaporated water molecules and updating the matrix of water molecules 

A set of evaporated water molecules WM (t + 1) is created by adding the output of the step-size matrix 

and the evaporation probability matrix to the current set of molecules by the following equation:  

WM (t+1) = WM (t) + S× MEP                                                  (8) 

 The exploitation process 

In the exploitation process, if the number of iterations is greater than tmax/2, then a contact angle vector 

is generated in order to produce the droplet evaporation probability (DEP) matrix by the following 

equation: 

𝜃(𝑖)𝑡  = 
(𝜃𝑚𝑎𝑥−𝜃𝑚𝑖𝑛)∗( 𝐹𝑖𝑡𝑖

𝑡− 𝑀𝑖𝑛(𝐹𝑖𝑡))

(𝑀𝑎𝑥(𝐹𝑖𝑡)−𝑀𝑖𝑛(𝐹𝑖𝑡))
 + 𝜃𝑚𝑖𝑛                         (9) 

Evaporation is based on the droplet evaporation probability. The DEP(t) matrix is created by the 

following equation: 

𝐷𝐸𝑃𝑖𝑗
𝑡 = {

1, 𝑖𝑓 𝑟𝑎𝑛𝑑𝑖𝑗 < 𝐽(𝜃𝑖
𝑡)

0, 𝑖𝑓𝑟𝑎𝑛𝑑𝑖𝑗  ≥ 𝐽(𝜃𝑖
𝑡)

                                                    (10) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Water Evaporation Algorithm (WEA). 

Start 
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- Generating a random permutation-based step-size matrix  

The creation of the S matrix is based on a random permutation by the following equation:  

S= rand ∙  (WM (t) [permute1 (i) (j)] −  WM (t) [permute2 (i) (j)])                 (11) 

- Generating evaporated water molecules and updating the matrix of water molecules 

A set of evaporated water molecules WM (t + 1) is created by adding the output of the step size matrix 

and the evaporation probability matrix to the current set of molecules by the following equation [38]: 

WM (t+1) =  WM (t) + S ×  DEP                                                       (12) 

- Checking whether the termination criterion is met 

If the current iteration value is greater than the upper limit of the iterations, then the algorithm 

terminates. Otherwise, it moves to Step 2 [38].  

3. PROPOSED METHOD: WEA WITH PNN 

In this research, for the first time the PNN is hybridized with the WEA in an attempt to find a way to 

solve classification problems more efficiently. Hereinafter, the name WEA-PNN will be used to denote 

the hybridization of the WEA and the PNN. 

Figure 4 shows how the initial weights are generated randomly by the PNN classifier. As determined by 

the PNN classifier, the values of the input data are multiplied by the corresponding weights w(ij). 

As seen from Figure 4, the procedure starts from initial weights that are randomly generated by the 

original PNN classification model. The values from the input data are then multiplied by the appropriate 

weights 𝑤(𝑖𝑗), as determined by the PNN algorithm shown in Figure 5 and transmitted to the pattern 

layer as in Equation 3. Latter are converted through a transfer function [19] into summation and output 

layers as in Equation 4. The output layer typically contains only one class, since only one output is 

usually requested. During the training phase, the goal is to determine the most accurate weights to be 

assigned to the connector line. Furthermore, during the training, the output is computed repeatedly and 

the result is compared to the preferred output generated by the training/testing datasets.  

 

 

 

 

 

 

 

 

 

 
 

 

Figure 4. Representation of initial weights. 

The second part of the proposed approach is the (FA) which has been used as an improvement algorithm. 

The firefly algorithm is one of the efficient methods of solving complex problems. Figure 5 illustrates 

the steps involved in applying the WEA with the PNN. It consists of two parts: the first part is the PNN 
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which uses the training data and also classifies the tested data. After that, the WEA is used to adjust the 

PNN weights. Then, the accuracy of the classified data procedure is repeated until the termination 

criterion is met.  

The classification quality of the proposed technique is measured by calculating the accuracy 

value as in Equation 13, where accuracy is calculated based on the number of true positive (TP), 

true negative (TN), false positive (FP) and false negative (FN) results.  

Accuracy =  
TP+TN

TP+TN+FP+FN 
                                                               (13) 

Figure 5. Flowchart of WEA-PNN technique. 

If both the predicted label and the object’s actual label are positive, the class is classified as TP. If both 

Figure 5: Flowchart of WEA-PNN technique 
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the predicted label and the object’s actual label are negative, it is classified as TN. On the other hand,  

the class is classified as FP when the predicted class is positive but the actual label is negative. It is 

classified as FN when the predicted class is negative but the actual label is positive. These four counts 

are presented in Table 1 for the binary classification [39]: 

Table 1. Cross-matrix classification. 

 Predicted class 

 

Actual class 

 Positive Negative 

Positive True positive (TP) False negative (FN) 

Negative False positive (FP) True negative (TN) 

Three other performance measurements were also calculated to assess the performance of the proposed 

WEA-PNN: sensitivity (Equation 14), specificity (Equation 15) and G-mean (Equation 16). The error 

rate was also obtained (Equation 17). 

Sensitivity =  
TP

TP+FN 
                                                                     (14) 

Specificity =  
TN

TN+FP 
                                                            (15) 

G − mean = √(Sensitivity ×  Specificity)                                             (16) 

Error Rate = 1 −  
TP+TN

TP+TN+FP+FN 
                                                        (17) 

4. EXPERIMENTS AND RESULTS 

Experiments were conducted to test the proposed technique by using Matlab R2010a on an Intel ® Xeon 

®CPU ES-1630 v3 @3.70 GHz computer with 16 GB RAM and a Windows 10 operating system. The 

input parameters that were used for all the experiments and datasets are shown in Table 2. 

Table 2. Input parameter setting.  

Parameter Value 

TMax  100 

ThetaMax  50 

ThetaMin   20 

MepMin   0.03 

MepMax   0.6 

Number of iterations 200 

Population size (# of water molecules) 50 

After 30 autonomous runs for each of the 11 datasets that can be freely downloaded from 

http://csc.lsu.edu/~huypham/HBA_CBA/datasets.html , the solutions were provided in terms of best 

accuracy. When the accuracy is 100% and the error is zero, we get the best results. In this situation, the 

number of FPs and FNs would be 0 and the number of TPs and TNs would be the total number of 

observed positive classes and the total number of observed negative classes.   

Table 3 presents the results of the WEA-PNN when applied to the 11 selected datasets together with the 

results for the basic PNN and the results that were reported in the literature for the FA [36] and 

biogeography-based optimization (BBO) [15] with PNN in terms of accuracy, sensitivity, specificity, 

error rate (%) and ratio G-mean.  
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Table 3. Classification accuracy, sensitivity, specificity, error rate and ratio G-mean for PNN and 

for FA, BBO and WEA with PNN. 

Ratio 

G-mean 

Specificity Sensitivity Accuracy FN TN FP TP Model Dataset 

60.06 

72.95 

66.79 

85.24 

76.27 

79.02 

79.84 

85.71 

47.30 

67.35 

55.88 

84.78 

65.104 

76.040 

71.350 

83.854 

39 

16 

30 

7 

90 

113 

99 

122 

28 

30 

25 

24 

35 

33 

38 

39 

PNN 

FA-PNN 

BBO –PNN 

WEA-PNN 

PID 

49.86 

83.20 

78.42 

82.69 

33.33 

83.33 

73.33 

80.00 

74.58 

83.08 

83.87 

85.48 

64.93 

83.12 

81.82 

84.42 

15 

11 

10 

9 

6 

10 

11 

12 

12 

2 

4 

3 

44 

54 

52 

53 

PNN 

FA-PNN 

BBO –PNN 

WEA-PNN 

HSS 

67.82 

96.08 

78.42 

96.08 

50.00 

100.00 

73.33 

100.00 

92.00 

92.31 

83.87 

92.31 

88.88 

92.59 

81.82 

92.59 

2 

2 

10 

2 

1 

1 

11 

1 

1 

0 

4 

0 

23 

24 

52 

24 

PNN 

FA-PNN 

BBO –PNN 

WEA-PNN 

AP 

64.44 

83.19 

76.71 

82.46 

80.00 

96.00 

81.48 

88.00 

51.9 

72.09 

72.22 

77.27 

69.44 

80.88 

79.17 

84.72 

13 

12 

5 

5 

36 

24 

44 

44 

9 

1 

10 

6 

14 

31 

13 

17 

PNN 

FA-PNN 

BBO–PNN 

WEA-PNN 

BC 

58.08 

83.19 

84.30 

85.09 

69.40 

96.00 

100.0 

84.48 

48.60 

72.09 

71.11 

85.71 

60.46 

79.07 

72.09 

84.88 

19 

12 

13 

4 

34 

24 

23 

49 

15 

1 

0 

9 

18 

31 

32 

24 

PNN 

FA-PNN 

BBO–PNN 

WEA-PNN 

LD 

74.44 

83.19 

84.33 

86.27 

82.10 

96.00 

100.00 

100.00 

67.50 

72.09 

71.11 

74.42 

73.53 

80.88 

80.90 

83.82 

13 

12 

13 

11 

23 

24 

23 

25 

5 

1 

0 

0 

27 

31 

32 

32 

PNN 

FA-PNN 

BBO–PNN 

WEA-PNN 

Heart 

 

60.82 

74.79 

66.23 

79.87 

45.90 

69.77 

52.38 

75.00 

80.60 

80.19 

83.73 

85.05 

68.80 

78.40 

73.20 

82.80 

32 

41 

27 

29 

39 

30 

44 

42 

46 

13 

40 

14 

133 

166 

139 

165 

PNN 

FA-PNN 

BBO–PNN 

WEA-PNN 

GCD 

93.09 

88.06 

96.36 

96.36 

100.00 

85.71 

100.00 

100.00 

86.67 

90.48 

92.86 

92.86 

87.75 

89.80 

93.88 

93.88 

6 

4 

3 

3 

4 

6 

7 

7 

0 

1 

0 

0 

39 

38 

39 

93 

PNN 

FA-PNN 

BBO–PNN 

WEA-PNN 

Parkinsons 

68.51 

91.88 

56.92 

84.88 

55.56 

90.91 

35.71 

75.00 

84.48 

92.86 

90.74 

96.08 

80.59 

92.54 

86.57 

91.04 

9 

4 

5 

2 

5 

10 

5 

12 

4 

1 

9 

4 

49 

52 

49 

49 

PNN 

FA-PNN 

BBO–PNN 

WEA-PNN 

SPECTF 

82.80 

92.06 

88.09 

95.15 

85.70 

91.26 

90.72 

96.91 

80.00 

92.86 

85.53 

93.42 

83.24 

91.91 

88.53 

95.38 

15 

5 

11 

5 

84 

94 

88 

94 

14 

9 

9 

3 

60 

65 

65 

71 

PNN 

FA-PNN 

BBO –PNN 

WEA-PNN 

ACA 

85.63 

100.00 

100.00 

100.00 

86.99 

100.00 

100.00 

100.00 

84.29 

100.00 

100.00 

100.00 

86.11 

100.00 

100.00 

100.00 

11 

0 

0 

0 

127 

138 

138 

138 

19 

0 

0 

0 

59 

78 

78 

78 

PNN 

FA-PNN 

BBO–PNN 

WEA-PNN 

Fourclass 

 

 

 

 

It can be seen from the table that WEA-PNN outperformed the other methods in terms of accuracy and 

had superiority in 10 out of the 11 datasets. The best results are presented in bold. The standard 

deviations and accuracy means of the proposed technique are presented in Table 4. For example, in the 
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PIMA Indian diabetes (PID) dataset, the original PNN has achieved 65.1% accuracy rate, while the 

proposed WEA-PNN obtained 83.85% accuracy rate. 

In other words, it has good exploitation capability and can find better solutions as many candidates are 

gathered near optimal solution. The proposed WEA shows better performance (with respect to accuracy, 

sensitivity, specificity and error rate) than the original PNN algorithm on almost all datasets. 

The P-value is the estimated probability of rejecting the null hypothesis (H0, no difference between two 

groups) when that hypothesis is true. The alternative hypothesis (H1) is the opposite of the null 

hypothesis. The significance level (α) in t-test is used to refer to a pre-chosen probability. If the 

calculated P-value is less than the chosen significance level, this provides reasonable evidence to support 

the alternative hypothesis and reject the null hypothesis. The choice of α or significance level to reject 

the null hypothesis is arbitrary. Most of researchers refer to statistical significance when P-value < 0.05; 

more details about t-test can be found in the book “Introduction to Probability and Statistics” [40] . 

The performance of the WEA was further verified by determining whether it was statistically different 

from the FA. This was done by using a t-test with a significance interval of 95% (α = 0.05) for 

classification accuracy. Table 4 presents the accuracy statistics for the WEA and the FA. From the table, 

it can be seen that the performance of the WEA is much better than that of the FA, because all the P-

values are less than 0.01. 

Table 4. The statistics and P-values of the t-test for the accuracy of the WEA and FA. 

Figure 6 illustrates the simulation outcomes of the convergence characteristics of the FA-PNN and the 

WEA-PNN when they were applied to the 11 datasets. Each algorithm was run for 200 iterations. The 

P-value Std. error mean Std. deviation Mean Dataset 

 

 0.11570 0.63377 83.1028 WEA PID 

0.23472 1.28560 73.4895 FA 

 0.11482 0.62887 83.3766 WEA HSS 

 0.18681 1.02322 81.8179 FA 

 0.00000 0.00000 92.5926 WEA AP 

0.00002 0.00012 92.5926 FA 

 0.29141 1.59613 82.9167 WEA BC 

0.31831 1.74347 77.3935 FA 

 0.40720 2.23006 83.3333 WEA LD 

0.27310 1.49604 75.5810 FA 

 0.33022 1.80867 82.2549 WEA Heart 

0.40857 2.23781 78.6819 FA 

 0.00000 0.00000 82.8000 WEA GCD 

0.28854 1.58040 75.1600 FA 

 0.31450 1.72282 92.5170 WEA Parkinson's 

 0.00000 0.00000 89.7950 FA 

 0.25035 1.37125 88.2668 WEA SPECTF 

 
0.33372 1.82787 88.8057 FA 

 0.13788 0.75519 94.5087 WEA ACA 

0.19350 1.05983 89.8840 FA 

 0.00000 0.00000 100.000 WEA Fourclass 

0.00000 0.00000 100.000 FA 0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 
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experimental results indicate that the WEA has a faster convergence than the FA. Moreover, for the AP 

dataset, the WEA produced a comparable convergence trend to that of the FA. Interestingly, the WEA 

accomplished 100% accuracy in all iterations when applied to the Fourclass dataset. 

Figure 7 shows box plots that illustrate the distribution of the resolution quality obtained by the WEA 

and the FA for the 11 datasets. 

In brief, the simulation results confirm and indicate that hybrid method WEA is one of the suitable 

methods for classification problems, since it shows a good performance, where it is not ranked last for 

all the tested datasets (with respect to the classification accuracy). 
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Figure 6. Convergence characteristics of WEA and FA. 

  

Figure 7. Box plots for FA and WEA. 

5. CONCLUSION 

The overall purpose of this work was to investigate the performance of the WEA in solving classification 

problems. This paper presented the outcomes of applying the proposed approach (WEA-PNN) to 11 

benchmark datasets from the UCI machine-learning repository. The performance of the WEA-PNN was 

assessed in terms of classification accuracy and convergence speed. The outcomes were also analyzed 

by using the t-test to assess the accuracy obtained for all the datasets. Then, the outcomes of WEA-PNN 

were compared with those of other methods in the literature. The results indicated that the suggested 

technique was able to obtain the best convergence speed and higher accuracy (i.e., having superiority in 

10 out of 11 datasets) than the compared methods. This shows that the WEA-PNN is capable of 

generating better outcomes than those produced by other techniques in the literature. 

A stable and fast convergence can lead to better solutions. It can be done for example by using a 

“randomized” greedy heuristic to obtain different initial solutions (in the initial population) rather than 

a random initialization that may lose its diversity which later will generate a premature convergence and 

stagnation of the population. This is subject to the further enhanced work. 
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 ملخص البحث:

يعُدددددتص يف خددددداسم  فدددددين البددددد؛  نددددده  عدددددتيق يف سل دددددل     صددددد  ي ددددد   ي  دددددل  يف ددددد ي  نددددده   دددددل   

عددددددتصن  ددددددق يفا ددددددله ي   ددددددل هم   دددددد  يف  دددددديب يفع ؛سدددددد م  ا؛دددددد   يف  دددددديي م  يف  دددددد  يفف دددددده 

يف دددددد ص  يفعخدددددد س  ي ا ؛لفسدددددد  ع دددددد   فددددددل  يف سدددددديط  يف ف س ددددددل  يفخددددددالعس    ي دددددد  لب  ددددددق 

 يبدددد  ندددده ادددد    ددددص   يف خدددداسم   ؛سسدددد  ي  ؛ددددله  ن دددده  عددددتص ه ي دددد  نعلفدددد  ف دددد    دددد   دددد   

 يف؛ ص   

ددددددال  ف دددددد ص  عخدددددد س  يا ؛لفسدددددد    دددددد  ت   يي   سدددددد   ندددددده  دددددد   يفي ودددددد م    دددددد ع  ؛ي اددددددل     د

؛سددددد  يفف ي ددددد  ( ف ددددد    دددددص   يف خددددداسم ع ددددد    دددددي     ددددد  نلع سددددد      WEA   ددددد  يف؛دددددل   

يف؛   اددددد  ه ددددددت   ل ع ددددد     سدددددد    ددددد ييل     ل هدددددد   ددددددق يفتوددددد  عاددددددت  ف س  دددددل ع دددددد   اددددددت  

ع دددد ن   ؛يعدددد  هسل ددددل    اعسدددد   ددددق   دددد  ؤ  ع دددده يمفدددد م ي  دددد  يفدددد ط ي  ددددت   لع  ددددل  ددددق 

 اس  بو  يف خاسم  

 م(FA   ددددددسق يفا ددددددلية  ؤ  يي   سدددددد     دددددد  يف؛ددددددل   ل دددددد   ن دددددد   ددددددق  يي   سدددددد  يفس  يعدددددد   

(  دددددق اسددددد  بوددددد  يف خددددداسم  بددددد ع  BBO    ددددد  يف لي؛ددددد  ع ددددد  يف ) ينسدددددل يف سييددددد     دددددق ي

 يف  ل ب 
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