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ABSTRACT

In this paper, the design, analysis and prototyping of a microstrip-fed, low profile, compact ultra-
wideband (UWB) monopole antenna with two band notches are presented. The antenna is then used in
two multiple-input multiple-output (MIMO) configurations. The antennas are mounted on a low cost FR-4
substrate of a dielectric constant of 4.4. The original shape of the single antenna element is circular with
a radius of 11.5 mm, then a sector is removed from the patch (making it a Pacman-shaped antenna) to
improve the impedance bandwidth. The proposed antennas provide an impedance bandwidth between
2.9-15 GHz with better than 10 dB return loss and isolation of more than 16 dB and 19 dB for the first
and the second MIMO configurations, respectively. Additionally, the antennas can reject the interferences
from Worldwide Interoperability for Microwave Access (WiMAX) (3.5 GHz center frequency) and
Wireless Local Area Network (WLAN) (5.5 GHz center frequency).

KEYWORDS
Ultra-wideband (UWB) antennas, Circular monopole antenna, Multiple-Input Multiple-Output (MIMO).

1. INTRODUCTION

Modern mobile systems require high speed and reliable transmission of data without an
increment in bandwidth or transmitted power. Multiple-input multiple-output (MIMO)
communication is the way to achieve the aforementioned goals through using multiple antennas,
which are suitable for modern standard communications, such as WiFi, WIMAX, 4G, High
Speed Packet Access (HSPA+) and UWB. MIMO is based on the use of multiple transmitting
and receiving antennas to achieve spatial diversity or spatial multiplexing. Nowadays, UWB
MIMO antennas are widely used due to the advantages of providing reliable and high data rate
transmission.

Many studies have been conducted on the design and analysis of UWB MIMO antennas. In [1], a
planar monopole UWB MIMO antenna that consists of two identical monopoles and a Y-shaped
decoupling network fixed on the ground plane was investigated. The Y-shaped decoupling
network provides an isolation of more than 20 dB and a correlation of less than 0.01. In [2], a
compact UWB MIMO antenna with better than 15 dB isolation was proposed. The antenna
elements were circular disc monopole antennas with a common ground. The isolation was
improved through using an inverted-Y stub inserted on the ground. MIMO antennas can be
designed to have two polarizations to achieve diversity. In [3], a single radiator was shared
between two antenna elements, while diversity was achieved through having two different
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polarizations. A stub in the ground and a T-shaped slot were etched from the radiator to enhance
isolation. In [4], a dual polarization MIMO antenna was proposed through using two monopole
antenna elements perpendicular to each other. Rejection of the WLAN band was achieved
through etching an H-shaped slot and a resonant L-shaped strip.

In [5], two identical antenna elements were used to form an UWB MIMO antenna with 17 dB
isolation. The single element consisted of seven circles surrounding a central circle. In [6], a
UWB diversity slot antenna was investigated. The structure of the antenna consisted of two
modified coplanar waveguides (CPWSs) feeding staircase-shaped radiating elements for
orthogonal radiation patterns, where a rectangular stub was placed between the two feeding
CPWs to ensure high isolations. By etching two split-ring resonator (SRR) slots on the radiators,
the band-notched property was achieved. In [7], an ultra-wideband MIMO antenna, which
consisted of two elliptical-shaped monopoles, was proposed. Two stubs and a slot were
introduced to reduce the mutual coupling between the two elements. Results showed that the
antenna works in the band 3.1-10.6 GHz and has an isolation of more than 20 dB. In [8], a
compact MIMO antenna that covers the WLAN (2.4 GHz) and UWB range was presented. The
proposed antenna consisted of two open L-shaped slot antenna elements and a narrow slot on the
ground plane. The isolation was larger than 20 dB in the WLAN band and 18 dB in the UWB
range. Finally, [9] proposed a MIMO antenna in which each element consisted of a planar-
monopole antenna printed on one side of the substrate, where the elements were placed
perpendicular to each other. To enhance isolation and increase impedance bandwidth, two long
protruding ground stubs were added to the ground plane. The antenna achieved an isolation
larger than 15 dB and a correlation of less than 0.2 in the UWB range.

2. SINGLE UWB ANTENNA

Figure 1 illustrates the structure of the single UWB antenna. The antenna is mounted on a
compact size FR-4 substrate of dimensions 25 x 38 mm?, a dielectric constant of 4.4, a loss
tangent of 0.02 and a thickness of 1.6 mm. The original patch has a circular shape, since it has
the largest bandwidth among the other regular shapes and has good radiation characteristics
[10]. The radius was approximated to be A/4 at the lower frequency edge of the UWB range
[11]. A partial ground plane is used with a notch cut near the feeding line to improve the
impedance bandwidth. It has been found that the distance between the feeding point and the
ground plane (p = Lfeeaing — Wyna) has an effect on the antenna performance. Its value was
chosen to be 0.2 mm. Then, a sector was removed from the circular patch (making it a Pacman-
shaped antenna) to improve the impedance bandwidth. Finally, a U-shaped slot and a straight
slot were etched in the patch to reject the interference from WiMAX and WLAN [12],
respectively. The total lengths of the slots were approximated to be A/2 at the notched
frequencies [13]-[15]. Several simulations were performed using HFSS version 14 [16] to get
the optimized parameters listed in Table 1. The simulated and the measured VSWR of the
proposed UWB antenna are illustrated in Figure 2.

Wgrid

Lfeeding

gnd

Figure 1. The structure of the proposed UWB antenna.



Table 1. The optimized parameters of the proposed UWB antenna.
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Parameter | Value | Parameter | Value
L 38 mm W 25 mm
Lfeeding 12 mm ereding 3mm
Lgna 25 mm Wyna 11.8 mm
R 11.5mm A 0.8 mm
L, 5 mm W, 0.2 mm
L, 15.8 mm W, 0.7 mm
Ls 6 mm W, 0.3 mm
Ly 14 mm 0 80°
S 3.8 mm d 3.1 mm
20
18
16
14
n;: 12
g 10 — Simulation
1 — Measurement
\
i m I
2 ,\’\ \ \&‘,4
WA\
2 3 45 6 7 8 9 10 11 12 13 14 15

Frequency (GHz)

Figure 2. The simulated and measured VSWR of the proposed UWB antenna.

It can be observed that measurement agrees well with simulation, except in the range 11-13
GHz, which could be due to experimental tolerances, fabrication tolerances and the effect of the
connector. The antenna works in the frequency band 2.9-15 GHz with the VSWR being less
than 2, except around the notched frequencies. As desired, the antenna has filter characteristics
around 3.5 GHz (the center frequency of WiMAX) and 5.5 GHz (the center frequency of
WLAN). A small shift in the measured notched frequencies can be noticed, because the
simulation environment is different from the real environment, as well as the fact that the
substrate relative permittivity decreases as the frequency increases [17].

3. UWB MIMO ANTENNAS

In this section, utilizing the designed Pacman-shaped UWB antenna, two MIMO configurations
are proposed. The first configuration is shown in Figure 3, in which the antenna elements are
placed side by side a distance D from each other with separate ground planes and mounted on
the same substrate. The two antenna elements are symmetric and have the same optimized
parameters obtained for the single Pacman-shaped UWB antenna. The other configuration is
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shown in Figure 4, in which the antenna elements are orthogonally placed on the same substrate
and have separate ground planes. The centers of the circles are placed a vertical distance V and
a horizontal distance h from each other, while having the same optimized parameters obtained
for the single Pacman-shaped UWB antenna. After running several simulations and performing
a parametric study, the optimum distances between the antenna elements are chosen as follows:
D =23 mm, h =24 mm and V = 2 mm downward (i.e., the center of the right antenna is lower
than the center of the left antenna).

73 mm

38 mm

Port #1 Port #2

Figure 3. The structure of the proposed MIMO configuration #1.

38 mm

Port #1

60 mm
Figure 4. The structure of the proposed MIMO configuration #2.

The optimized distances were used to build the two configurations, then measurements were
performed in the laboratory using Agilent VNA. Figure 5 shows a picture of the fabricated
MIMO antennas.

Figure 6 illustrates the voltage standing wave ratio (VSWR) of the first MIMO configuration. It
can be noticed that measurements agree well with simulation, except in the band 11-13 GHz,
which could be due to the connectors and fabrication tolerance. Also, a shift in the notched
frequencies occurs due to the reasons mentioned before. It is difficult to get a symmetric
structure (i.e., S,, = S;11) in practice due to prototyping tolerances and connectors, which is
clear from Figure 6 (i.e., the measured VSWR values of the two ports are somewhat different
from each other). Figure 7 illustrates the VSWR of the second MIMO configuration.
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Figure 5. Pictures of the fabricated MIMO configurations.

A good agreement exists between simulation and measurement when port 1 is excited, but a
small difference between measurement and simulation appears in the band 11-15 GHz when
port 2 is excited, which could be due to prototyping tolerances. Also, a shift in the notched

frequencies appears as in the first configuration. It is clear that both antenna elements of the two
configurations work in the UWB range.

10

— Simulation
—— Measurement Port 1
----- Measurement Port 2

VSWR

1
T
1
1
1
1
1
1
H PEITEN
i Z >
1 P ~~
1 - %
[ BT S
\W 3

Se=~a
\ 4 P N

\ // g NS
.\ 4 /- \.
\\ 1N S

7 8 9 10 11 12 13 14 15
Frequency (GHz)
Figure 6. The simulated and measured VSWR of configuration #1.

One of the most important parameters while studying MIMO antennas is the isolation between
the input ports. Figure 8 illustrates the isolation of the first and second MIMO configurations
(i.e., §,; or S;,, since the networks are reciprocal ones). A good agreement exists between
simulation and measurement with the isolation having measured values of more than 16 dB and

19 dB for the first and the second configuration, respectively. So, the orthogonal placement of
the antenna elements achieves better isolation with smaller antenna size.



6
"A Compact Printed UWB Pacman-Shaped MIMO Antenna with Two Frequency Rejection Bands", Shaimaa Naser and Nihad Dib.

10

F F F F F
— Simulation port 1
----- Simulationport2  n
— Measurement port 1
----- Measurement port 2

©

T

8 \
7
i
x 6 i
= , i f
U') I' I R
> 5 (’ ::
4 \‘3 i
1
,' || -~
3 ’:l?“ \ "/ \\\ 7N,
\"‘\ < S . E"L’/\ ¢’
1h s e S \?ﬁ;$e;> T\ VA \T\
1 2 5 6 7 8 9 10 11 12 13 14 15

Frequency (GHz)

Figure 7. The simulated and measured VSWR of configuration #2.
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Figure 8. S;, (in dB) of the proposed MIMO configurations.
(a) Configuration #1, (b) Configuration #2.

The E-plane and the H-plane patterns of the first configuration are illustrated in Figure 9. The
radiation patterns of the first antenna element in Figure 9 (a) are obtained by exciting port 1 and
terminating port 2 with a matched load. It is clear that the xz-plane is the H-plane and the yz-
plane is the E-plane. As the frequency increases, the radiation pattern becomes distorted. The
radiation patterns of the second antenna element in Figure 9 (b) are obtained by exciting the
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second port and terminating the first port with a matched load. Due to symmetry, both antenna
elements have the same radiation patterns, except that the H-plane of the second element has a
180° shift. This is due to the way that the two antenna elements are placed beside each other.
So, this configuration provides only spatial diversity.

The E-plane and the H-plane patterns of the second proposed UWB MIMO antenna are
illustrated in Figure 10. The radiation patterns of the first antenna element in Figure 10 (a) are
obtained by exciting port 1 and terminating port 2 with a matched load. It is difficult to obtain a
pure omni-directional pattern, due to coupling between the antenna elements. It can be noticed
that the xz-plane is the H-plane and the yz-plane is the E-plane. The radiation patterns of the
second antenna element in Figure 10 (b) are obtained by exciting the second port and
terminating the first port with a matched load. Here, the xz-plane is the E-plane and the yz-
plane is the H-plane, which is the opposite of the first element, and this is due to the orthogonal
placement of the antennas in the second configuration. Since the two elements have different
patterns and opposite E-plane and H-plane, this configuration provides pattern and polarization
diversity in addition to spatial diversity.

Now, the realized peak gain for each antenna element of both configurations is considered. In
Figure 11 (a), the realized peak gain of the first element of configuration #1 is computed by
exciting port 1 and terminating the other port with a matched load. The peak gain of the second
element is almost the same due to symmetry. So, the result for port 1 is only shown. It can be
noticed that the gain increases up to nearly 7 dBi in the whole band, but drops to nearly -8 dBi
at the center frequency of WiMAX and to -3 dBi at the center frequency of the WLAN. In
Figure 11 (b), the realized peak gain of both antennas in configuration #2 is computed by the
same way. The gains of the two elements are slightly different due to asymmetry and they
increase up to 7 dBi in the whole band, but drop to -5.5 dBi at the center frequency of WiMAX
and to -3.8 dBi at the center frequency of the WLAN.

The current distribution is used to further study the operation of the UWB MIMO antennas. In
Figure 12, the current distribution of the first configuration is obtained by exciting port 2 and
terminating port 1 with a matched load. In Figure 13, the current distributions of both elements
of the second configuration are computed by exciting the desired port and terminating the other
with a matched load. It is clear from Figures 12 and 13, that the current is mainly concentrated
at the edges of the circular patch and the feeding line of the excited element, except at 5.5 GHz,
where the current is mainly concentrated at the WLAN notch and at 3.5 GHz, where the current
is mainly concentrated at the U-shaped slot (WiMAX slot), and the current couples from port 1
to port 2 and vice versa.

Group delay has an important role in the dispersion characteristics of each antenna element. Due
to symmetry in the first configuration, the simulated group delay of both elements is almost the
same. So, only the result using S, of the first antenna element is shown in Figure 14 (a), while
in measurement one cannot guarantee symmetry; so, the group delay for both elements is shown
in the same figure. In Figure 14 (b), the simulated and measured group delays of both elements
of the second configuration are obtained using S;; and S,,. Both figures show almost a constant
group delay, indicating that the dispersion is very small.
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xz-plane

— — —yz-plane

Figure 9. The simulated E-plane and H-plane radiation patterns (in dB) at 4, 6 and 9 GHz for the
first MIMO configuration.
(a) Port 1 excited, (b) Port 2 excited.
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xz-plane

— — —yz-plane

Figure 10. The simulated E-plane and H-plane radiation patterns (in dB) at 4, 6 and 9 GHz for
the second MIMO configuration.
(a) Port 1 excited, (b) Port 2 excited.
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Figure 11. The realized peak gain for both MIMO configurations.
(a) Configuration #1, (b) Configuration #2.
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Figure 12. The current distribution of configuration #1 (port 2 excited) at 3.5, 5.5 and 9 GHz.
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Figure 13. The current distribution of configuration #2 at 3.5, 5.5 and 9 GHz.
(a) Port 1 excited, (b) Port 2 excited.
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Another important parameter for MIMO antennas is the envelope correlation coefficient (ECC),
which determines how much the communication channels are isolated. In other words, it
describes how much the radiation patterns affect each other. For antennas having efficiency
larger than 50%, the ECC can be computed from the scattering parameters [18]-[20]. The
efficiency for both configurations is shown in Figure 15. Due to symmetry in the first
configuration, the efficiency for both antenna elements is almost the same, so the results when
port 1 is excited are shown in Figure 15 (a). In Figure 15 (b), the results for both antenna
elements are shown. It is obvious that both configurations have efficiencies larger than 50% in
the whole UWB range, except at the notched bands.

A value of 0.5 or less is adequate for low correlation between the antenna elements. The
envelope correlation coefficients of the first and the second MIMO configurations were
computed using the scattering parameters and are illustrated in Figure 16. The ECC of the first
configuration in Figure 16 (a) is less than 0.05 in the whole band, which indicates a low
correlation between the two elements' radiation patterns. So, the diversity gain will be high.
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Figure 15. The antenna efficiency for both MIMO configurations.
(a) Configuration #1, (b) Configuration #2.
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Figure 16. The ECC for both MIMO configurations.
(a) Configuration #1, (b) Configuration #2.
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On the other hand, in Figure 16 (b), the second configuration has an ECC of less than 0.009 in
the whole band, which indicates an even lower correlation between the two elements' radiation
patterns. So, the diversity gain will be even higher. The ECC for the second configuration is
smaller than that for the first one, and this is due to the orthogonal placement of the antennas.

Finally, the total active reflection coefficient (TARC) is considered. TARC is used to describe
effectively the bandwidth and the efficiency of MIMO antennas. It accounts for coupling and
random signal combinations between ports, as well as the effect of a feeding phase to the
antenna port. For a desired port excitation, TARC is defined as the square root of the available
power generated by all excitations minus radiated power, divided by the available power [18]-
[21]. For lossless MIMO antenna, TARC can be computed from the scattering parameters of the
antenna. The amplitude of all ports was kept at unity, while the excitation phases were varied
with respect to port 1. For various phase differences between the ports' excitations, TARC
curves were obtained to see the effect of the phase variation of the two ports on the antenna
performance [22]. The TARC curves of the first and the second MIMO configurations are
illustrated in Figure 17. It is clear that the bandwidth of the antenna and the notched frequency
bands are slightly affected by the phase difference between the two input ports. A good property
can be noticed, which is that the center frequency of the notched band is fixed when the phase
difference is varied.

Figure 17. TARC for both MIMO configurations.
(a) Configuration #1, (b) Configuration #2.

Table 2 lists a comparison between the proposed MIMO antennas and some other designs that
have appeared in the literature. It is obvious that the proposed MIMO antennas have the largest
bandwidth among the others with comparable isolation and ECC. In addition, the proposed
antennas provide band rejection characteristics at the WLAN and WiMAX.
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Table 2. Comparison between the proposed designs and previous designs.

Ref. Size Type Bandwidth Isolation ECC
(mm?) (GHz) (dB)
[1] 27 x 47 | Monopole 3.1-10.6 > 17 <0.01
[2] 40 x 68 | Monopole 3.1-10.6 > 15 <0.01
[3] 40 x 40 | Monopole 3.1-10.6 > 10 <0.02
[4] 27 x 37 | Monopole 2.35-10.82 > 18 <0.05
[5] 38x91 | Monopole 2.8-8 > 17 < 0.006
[6] 48 x 48 Slot 2.5-12 > 15 < 0.005
[7] 45 x 62 | Monopole 3.1-10.6 > 20 -
[8] 40 x 40 Slot 3.1-10.6 > 18 < 0.005
[9] 26 x 40 | Monopole 3.1-10.6 > 15 <0.2
Configuration #1 | 38 x 73 | Monopole 2.9-15 > 16 <0.05
Configuration #2 | 38 x 60 | Monopole 2.9-15 >19 < 0.009

4. CONCLUSION

In this paper, the design and analysis of compact UWB MIMO antennas with two rejection bands
were carried out. Two MIMO configurations were presented. In the first configuration, the two
elements were placed beside each other, while in the second configuration, the two antenna
elements were placed orthogonal to each other. Both elements work in the range 2.9-15 GHz
with better than 10 dB return loss and an isolation of more than 16 dB and 19 for the first and the
second MIMO configuration, respectively.
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ABSTRACT

Protecting private data exchanged over the Internet and controlling access to this data have become a
growing privacy and confidentiality concern. Digital image steganography helps conceal private data
within a cover image to obtain a new image, practically indistinguishable from the original, in such a
way that unauthorized individuals cannot detect the presence of the concealed data in the new cover.
Capacity size of the cover image and imperceptibility are therefore considered critical requirements to
assess the performance of steganography algorithms. This paper presents a highly efficient
steganography algorithm that is capable of hiding a large size of miscellaneous data (text files, binary
images, coloured images or a combination of these data types) in a single cover image using Haar
Wavelet transform. Details of the proposed embedding and extraction algorithms for different data types
are presented and discussed. The performance of the proposed steganography method is assessed in
terms of the capacity of the cover image, imperceptibility and robustness. The obtained experimental
results and observations demonstrated that the developed algorithms are highly efficient in terms of the
capacity size of the cover image while maintaining a relatively low mean square error (MSE), high peak
signal-to-noise ratio (PSNR) and a reasonable robustness against various attacks.

KEYWORDS

Data hiding, Haar Wavelet transform, Information security, LSB, MSE, Pseudo random number, PSNR,
Robustness, Steganography.

1. INTRODUCTION

With the worldwide growth of Internet users, security and confidentiality have become a prime
importance to protect personal and sensitive data from unauthorized access. Numerous data
hiding methods have been reported in the literature to increase the level of information security.
Of these, cryptography [1]-[4], steganography [5]-[7] and watermarking [8]-[10] are the most
common methods in practice today. Searching Google for cryptography, steganography and
watermarking has recently returned 3.9, 0.519 and 0.743 million results, respectively. This
provides evidence for the growing importance of information hiding. Unlike cryptography in
which the sender converts plaintext to cipher-text (or vice versa) by using an
encryption/decryption key, steganography and watermarking are about embedding data within
another object known as a cover by tweaking its properties. Steganography and watermarking
however differ in their goals, implementations, applications, size of embedded data and
robustness requirements.

The term steganography was extracted from a Greek word, meaning covered writing, where
‘stegano’ means ‘cover’, while ‘graphos’ is known as ‘writing’ in English. Its main goal is to
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hide a message m in a cover data c, to obtain new data c', practically indistinguishable from c,
by people, in such away that unauthorized individuals cannot detect the presence of min c'. In
contrast, the main goal of watermarking is to hide a message m in a cover data c, to obtain new
data c', practically visible or invisible, in such a way that unauthorized individuals cannot
remove or replace m in ¢’. Thus, steganography methods usually do not need to provide strong
security against removal or modification of the hidden message, while watermarking methods
need to be robust enough against attempts to remove or modify the hidden message [8]-[10].
Furthermore, steganography is typically used to conceal a message in one-to-one
communications, while watermarking is used whenever the cover-data is available to many
parties who are aware of the presence of the hidden data [4].

Popular applications of watermarking are copyright protection and ownership verifications of
digital data by embedding copyright statements (visible or invisible), monitoring data
transmission in order to control royalty payments or simply tracking the distribution to localize
the data for marketing [4]. Image steganography applications on the other hand follow one
general principle of hiding a large-size secret data in a single cover image that is exchanged
between the communicating parties. The capacity size of the cover image (c¢) and
imperceptibility of the stego image (c¢’) are therefore considered the main critical requirements
for steganography.

Peak signal-to-noise ratio (PSNR) and the mean square error (MSE) have been widely used
metrics to evaluate the imperceptibility of stego images. In [11], the authors suggested that one
secret image in the spatial domain can be concealed within the cover image using the least
significant bit (LSB) technique. Random pixels of the cover image will be selected in order to
modify their LSB with the most significant bits (MSB) of the secret image or private text; hence
the stego image is formed. However, this method provides low PSNR, low MSE as well as low
level of the overall security. Another model proposed that an image could be hidden into
another image using pixel-value differencing [12]. The PSNR and MSE values were equal to
41.79 dB and 2.07, respectively. Moreover, It has been suggested that discrete cosine transform
(DCT) combined with LSB method can be used for enhanced steganography technique [13].
The idea of this method is to convert the images into the frequency domain by applying DCT,
and then the secret data will be hidden in the LSB of the DCT coefficients. However, in this
method, PSNR value was about 38 dB.

In an effort to develop the system, a steganography algorithm based on the Wavelet transform
has also been introduced. In this method, both secret and cover images will be converted from
the spatial domain into frequency domain using Wavelet transform. Then, the secret image will
be concealed within the cover image using LSB method. The inverse of the Wavelet transform
is applied in order to obtain the cover image in the spatial domain. Efficient PSNR and MSE
were achieved [5], [7], [14]-[15]. Another method was also developed where both cover and
secret images will be decomposed into their three-colour layers R, G and B [16]. Using discrete
wavelet transform (DWT), each layer is divided into four levels. After that, alpha combination
method is applied to conceal each layer of the secret image. The PSNR value of this method
was 29 dB.

Steganography system performance can be improved by applying both DWT and DCT [17].
The cover image can be sub-divided into four sub-bands using DWT and the DCT is applied to
the HH sub-band. Secret image is dispersed into HH using session key and sequences pseudo
random. Outcome PSNR of this method is 27.39 dB. Moreover, it was suggested that Wavelet
transform and genetic algorithm can be used to achieve high capacity image steganography [18].
It was argued that the genetic algorithm based mapping could be used to embed the secret
information into the coefficients of the DWT in 4x4 blocks cover image. A high value of PSNR
was achieved, along with the capacity; both are equal to 45.2 dB and 50%, respectively.
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High capacity data hiding using LSB steganography and encryption is a new field of
steganography. This technique using LSB and encryption aimed to have high capacity as well as
an acceptable level of the overall security [19]. Furthermore, a new model was developed,
where a robust and highly secure steganography algorithm using dual Wavelet and blending
mode was applied [20]. Further research was carried out on steganography techniques in order
to increase the capacity as well as the PSNR using DWT and Arnold Transform [21]. The
capacity and the PSNR were equal to 75% and about 50 dB, respectively. Another
steganography technigue was also proposed in [22], using DWT and Huffman coding. The
achieved PSNR and capacity from this technique were 54.93 dB and 64.5%, respectively. In
conclusion, the performance of steganography techniques has been a trade-off among capacity,
security, robustness and distortion.

In [23], the authors reported a steganography technique based on the discrete wavelet transform.
This technique was capable of hiding a secret message and a small-size image into a large-size
image. Another steganography method was also reported in [15] that was capable of hiding one
secret image within another single image. However, most of the previously reported
steganography techniques support hiding size images or text messages or a combination of both.

Wavelet transform-based steganography techniques are usually criticized because of the
inherent complexity and cost of the incorporated algorithms, in such a way that the trade-off
between complexity and performance is not justified. In this paper, we present a more efficient
steganography technique that extends a previously reported work by the authors in [5] based on
Haar wavelet transform. The proposed technique allows hiding any combination of secret
images (black and white (B&W) or coloured) and large secret text files can be concealed within
a single cover image. All these types of private data can be concealed in a single stego image of
a size of 512x512x3 pixels. In addition, the stego image is formed to be always equal to the
cover image.

The remaining of this paper is organized as follows. Background information on the wavelet
transform, least significant bit (LSB) and pseudo random number techniques that are adopted in
the proposed steganography are presented in Section 2. Details of the proposed embedding and
extraction algorithms are given in Section 3. Data hiding scenarios for different combinations of
data types are discussed in Section 4. Performance metrics that are used to evaluate the
proposed steganography are presented in Section 5. The obtained evaluation results are
presented and discussed in Section 6. Finally, the work is concluded in Section 7.

2. BACKGROUND

This section provides theoretical background on wavelet transform, least significant bit (LSB)
and pseudo random number techniques.

2.1 Haar DWT

One of the most developed transforms that can be used to transform a signal from the spatial to
the frequency domain and vice versa is the Wavelet transform. The Wavelet transform, and
other related transforms, can be considered a second generation of transforms. Wavelets are
defined as oscillations of short waves that decay rapidly over time [24]. Moreover, they have an
enormous number of applications that can be implemented in various fields such as signal
processing, data compressing, fingerprint verification, smoothing, image de-noising and speech
recognition. It has been reported that the Wavelet transform can be applied to the steganography
technique in order to increase the capacity as well as the robustness [25]. One of the Wavelet
transform families known as “Haar” has been implemented in this work. It converts an image
from spatial domain to frequency domain by applying horizontal and vertical operations,
respectively.
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The Haar DWT is used in the proposed steganography technique. It is the simplest transform in
wavelet mathematics, because it uses square pulses to approximate the original function. It is
used to convert the cover image into four sub-bands that are approximation, vertical, horizontal
and diagonal coefficients, which represent low-low, high-low, low-high and high-high
frequencies, respectively. Approximation coefficients will not be used to conceal secret
information, since human eyes are very sensitive to small changes in the low-low frequency.
However, the rest of the coefficients contain high frequencies, thus secret data will be corrected
and concealed within these bands by the use of both least significant bit and pseudo random
number techniques. Once the embedding process is completed, the inverse Haar DWT is applied
in order to form the stego image. The vertical and horizontal operations are shown in Figure 1
and described briefly as follows [11].

2.1.1 Horizontal Operation

In this operation, an image will be divided into two bands that are low and high frequencies.
Pixels are scanned from left to right in the horizontal direction. Addition and subtraction
operations are performed on the neighboring pixels. The results of addition are on the left side
that represents the low frequency band. However, subtraction, which represents the high
frequency band, is held on the right side, as illustrated in Figure 1 (a).

2.1.2 Vertical Operation

Low and high frequencies obtained from the horizontal operation are further sub-divided into
low-low, low-high, high-low and high-high frequencies. All pixels will be scanned over for the
addition and subtraction operations, but in the vertical direction. The addition of the neighboring
pixels will be held in the top, while the subtraction result will be located in the bottom, as
illustrated in Figure 1 (b).

alelc|o ame || aB | co E a E+F Q+H
LL HL
F H -
» L H E+F G+H
L H LH HH
(a) Horizontal operation (b) Vertical operation

Figure 1. Horizontal and vertical operations.

2.2 LSB Technique

Least significant bit (LSB) is one of the common techniques being used for embedding data. It
operates by replacing the least significant bit on one byte by another bit of a secret data. Images
are made up of a large number of dots known as pixels and each pixel contains three bytes
represented as RGB. Relying on the abundance of each colour, these three bytes will design the
various colours of each pixel in the image that will result in changing the whole image colour.
For example, the decimal RGB values for the black colour are (0, 0, 0), respectively. In contrast,
the decimal RGB values for the white colour are (255, 255, 255). Table 1 shows that as the
number of bytes changes, the colour of the pixel will be changed, which will result in changing
the colour of the whole image. Furthermore, the range of colour for one byte will be from 0 to
255: that are from black to white.
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Table 1. Resultant pixel colour relying on the abundance of each RGB.

Red Layer (R) | Green Layer (G) | Blue Layer (B) Resultant Colour
Binary 00000000 00000000 00000000 Black
Decimal 0 0 0 Black
Binary 11111111 11111111 11111111 White
Decimal 255 255 255 White
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Changing the least significant bit-plane of one byte will not cause a visible effect on the overall
colour of the pixels. The embedding process of the least significant bit technique will therefore
replace the least significant bit of the cover medium with the secret data bits. Table 2 shows the
effect on the overall colour of the pixel by altering the least significant bit of the cover image. It
can be seen that the overall colour of the pixel will remain constant, even if the LSB has been
changed. Therefore, hiding the bits of the secret data into the least significant bit of the cover
image will not catch the attention of the eavesdroppers.

Table 2. Effect on the final colour of the pixel by changing LSB.

Red Layer (R) | Green Layer (G) | Blue Layer (B) Resultant Colour
Binary 10100101 00101010 00101010 Brown
Decimal 165 42 42 Brown
Binary 10100100 00101011 00101011 Brown
Decimal 164 43 43 Brown

2.3 Pseudo Random-Number Technique

In this technique, the secret image is embedded and extracted by a conventional way. The secret
image is initially converted into binary representation and resized according to the cover image
size in order to be concealed. When the coefficients of the secret image equal 0, a pseudo-
random number will be added to the coefficients of the cover image. However, when the secret
image equals 1, the cover image will be kept as it is. Nevertheless, at the decoder side, a
correlation theory will be implemented in which the original cover image is compared to the
stego image. If the coefficients of the stego image equal the coefficients of the original cover
image, the value of the secret image will be 1; otherwise, it will be 0. The embedding (or
encoding) and extracting (or decoding) process can be explained by the following examples.

Example 1: Embedding process

) 01 , 10 13 ) 11 13
Secret image = Cover image = Stego-image =
01 11 14 12 14
Example 2: Extracting process
11 13 10 13

compares to Cover image =

Stego image=
& & 12 11 14

. 01
Secret image =
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3. STEGANOGRAPHY ALGORITHMS

The algorithms presented in this section were designed and developed using MATLAB™
environment. Details of the embedding and extraction algorithms of the proposed stenography
are described as follows.

3.1 Embedding Algorithm

Figure 2 shows a block diagram for the proposed embedding process of hiding multiple types of
information. Steps of the encoding process can be summarized as follows.

Step 1: Select and read cover image, three secret B&W images, one secret colour image and one
secret text file.

Inputs: Cover image, three B&W secret images, one coloured secret image and one secret text
file.

Process: The user will be asked to choose the cover image, three B&W secret images, one
secret colour image and one secret text file in order to be read.

Outputs: Cover image, three B&W secret images, one coloured secret image and one secret text
file are read.

End

Step 2: Separate cover image into three planes R, G and B.
Input: Cover image.

Process: Firstly, cover image will be resized to 512x512. After that, planes of the cover image
will be separated into three layers that are red, blue and green. These layers will be used to hide
various secret data.

Outputs: Separated cover image planes.

End

Step 3: Corrections of R, G and B planes of the cover image.
Inputs: Separated cover image planes.

Process: Firstly, Wavelet transform will be applied to the red-plane where the coefficient sizes
excluding approximation will be determined. Secondly, green-plane will be converted into
binary vector. Finally, B-plane will be reshaped, and then each pixel will be reduced by one bit.
Outputs: Separated cover image planes corrected.

End

Step 4: Correction of the secret data.
Inputs: Three B&W images, one secret colour image and one secret text file

Process: Firstly, B&W images will be resized according to horizontal, vertical and diagonal
coefficients of the R-plane of the cover image. Secondly, secret colour image will be resized to
145 %150, then reshaped into binary vector. Finally, secret text file will be converted into binary
vector. After that, the length of this binary vector will be equalized according to the length of
the B-plane of the cover image.

Outputs: Secret data corrected.
End

Step 5: Hide three B&W secret images into red layer.

Inputs: Red layer of the cover image.

Process: Three B&W secret images will be concealed within the red layer of the cover image
using the techniques discussed in Section 2.

Output: Stego-red layer.

End
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cover-image
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planes R,G, and B Hide 3 B&W images into R-plane =—¢ secret colour image
L Secret data corrected

Correction of R,
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Hide one secret colour image into )
<

G-plane

Hide one large secret text into )
B-plane q

Concatenate

i stego-R, stego-G,
( End )4— Stego-image |=— and stego-B

1

Figure 2. Encoding process of hiding multiple types of information [5].

Step 6: Hide one secret colour image into the blue layer.

Input: Blue layer.

Process: One secret colour image will be concealed within the blue layer.
Output: Stego-blue layer.

End

Step 7: Hide large secret text file into the green layer.
Input: Green layer.

Process: Following the same process that has been applied in step 5, the secret text file can be
hidden within the green layer of the cover image.

Output: Stego-green layer.
End

Step 8: Concatenating three stego-layers together in order to create the stego image.

Inputs: Stego-red, Stego-blue and Stego-green layers.

Process: Stego-layers that are carrying various data will be concatenated in order to produce the
stego image.

Outputs: Stego image.

End

3.2 Extraction Algorithm

Figure 3 shows a block diagram for the proposed extraction process of hiding multiple types of
information. Steps of this process can be summarized as follows.

Step 1: Select and read stego and cover images.
Inputs: Stego and cover images.
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Process: The user will be asked to select stego and cover images in order to be read.
Outputs: Stego image and cover image are read.
End

Step 2: Separation of the layers of stego and cover images.

Inputs: Stego-image and cover image.

Process: Stego and cover image layers will be separated into three layers that are R, G and B.
Outputs: Separated layers of the stego and cover images.

End

Step 3: Correction of the layers of stego and cover images.
Inputs: Separated layers of the stego and cover images.

Process: Firstly, Haar Wavelet transform will be applied to the R-layer of the stego and cover
images in order to figure out the horizontal, vertical and diagonal coefficients. Secondly, the
blue layer of the stego image will be converted into binary vector. Finally, Both green layers of
the stego and cover images will be reshaped to 1D.

Outputs: Layers of the stego and cover images are corrected.

End

Step 4: Retrieving process of three B&W secret images.

Inputs: Horizontal, vertical and diagonal coefficients of the R-planes.

Process: Compare the horizontal coefficient of the stego image with the equivalent coefficient
of the cover image. Using the pseudo random number technique, the secret binary image

concealed within this coefficient can be retrieved. Similar process will be applied to the rest of
the coefficients in order to extract other secret images.

Outputs: Three B&W secret images.
End

Step 5: Extraction process of one secret colour image.

Inputs: The blue layer of the stego image in binary vector.

Process: Secret colour image can be extracted by the use of least significant bits (LSB)
technique. Binary vector can be obtained by taking two bits every 6 bits of the blue layer of the
stego image in binary vector. Then, this binary vector will be divided into three equivalent
binary vectors. Finally, these three binary vectors will be converted into 2D and concatenated in
order to figure out the secret colour image in 2D format.

Outputs: One secret colour image.
End

Step 6: Extraction process of large secret text file.
Inputs: Reshaped green layers of the stego and cover images.

Process: Implementing pseudo random number techniques, the reshaped stego and cover image
pixels will be compared in order to figure out a binary vector. This binary vector will be
converted into a string of characteristics and saved as ‘secret text file.txt’.

Output: Large secret text file.
End
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Figure 3. Decoding process of hiding multiple types of information [5].

4. DATA HIDING SCENARIOS

Scenarios of hiding different combinations of data types in a single cover image are presented
and discussed in this section. These include hiding colour images, B&W images and larger text
files or combinations of these data types in a single cover image.

4.1 Multiple B&W Images

In this scenario, the user can hide multiple B&W images as shown in Figure 4. The B&W
images illustrated in Figure 4 (a) are embedded in a single cover image (Sailboat.tif), see Figure
4 (b). The obtained stego image is shown in Figure 4 (c). As illustrated, the stego image is
indistinguishable from the original cover by the naked eye. Furthermore, the size of the sego
image is identical to that of the original cover.

(a) Example of secret binary images
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(b) Cover-image (c) Stego image

Figure 4. Hiding multiple B&W images in a single cover image (Sailboat.tif).

4.2 Multiple Coloured Images

In this scenario, the user can hide multiple coloured images as shown in Figure 5. The three
coloured images of Figure 5 (a) are embedded in a single coloured image (Goldhill.omp), see
Figure 5 (b). In this case, two layers are used to hide the two images; each layer carries one
secret colour image. As shown in Figure 5 (c), the resultant stego image is again
indistinguishable from the original cover.

(b) Cover image c) Stego image

Figure 5. Hiding multiple coloured images in a single cover image (Goldhill.omp).

4.3 Multiple Text Files

In this scenario, layers of the cover image are used to hide large text files. Figure 6 shows an
example of hiding three copies of Shakespeare’s Tempest (Figure 6 (a)) in a single cover image
(board.tif) shown in Figure 6 (b). Each layer of the cover image carries one secret file. As
illustrated, the appearance and size of the stego image of Figure 6 (c) are indistinguishable from
those of the original image. It should be noted here that the size of each Tempest’s file
comprises 107520 characters; hence more than 322000 characters can be concealed in a single
cover image of a size of 512x512x3 pixels.
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(b) Cover image (c) Stego image

Figure 6. Hiding multiple text files in a single cover image (board.tif).

4.4 Miscellaneous Data Types

Figure 7 shows an example of hiding miscellaneous data types (i.e., B&W and coloured images
and a large text file) in a single cover image (Lena.bmp). Figures 7 (d) and (e) depict the

original cover and stego images, respectively. In this example, the size of the stego image is
identical to that of the cover image, as illustrated.

|

L
M

[SEdINAL

(b) Secret coloured image (c) Large text file
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(d) Cover image (e) Stego image

Figure 7. Hiding miscellaneous data in a single cover image (Lena.bmp).

5. PERFORMANCE EVALUATION

There are a various metrics that can be used in order to evaluate the performance of various
steganography methods. In this paper, a number of performance evaluation metrics are used to
evaluate the capacity (payload size) and imperceptibility of the cover image, as well as the
robustness against various attacks. Measuring the PSNR and MSE assesses the imperceptibility,
while measuring the correlation factor between the original and extracted secret images, after
attacking the stego image by various noise attacks, assesses the robustness.

5.1 Capacity (Payload Size)

There is no specific definition for the capacity of the cover image. However, there are a various
number of capacity expressions that can be used relying on different steganography approaches.
In this paper, the capacity (C) has been defined as the amount of the cover image used for the
embedding purpose [22].

C(%) — Pixels used for erfll?edding purpose
J@n
where J(i,j) represents the total rows and columns of the cover image (i.e., total number of the
cover image pixels).

x 100% (1)

5.2 PSNR

Power signal-to-noise ratio is a measure of the difference between the original cover image and
the stego image. It can be mathematically expressed as:

PSNR = 10 X log;o () @)

where n is the maximum pixel value for 8 bits.

5.3 MSE

Mean square error can be defined as the average square error between the cover image and the
stego image. The mathematical expression for the MSE is given by:

MSE = oI UG — ) G )P ©

where J (i,j) represents the cover image dimensions and J'(i,j) represents the dimensions of the
stego image.
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6. RESULTS AND DISCUSSION

This section presents and discusses the results obtained from various experiments that were
carried out to evaluate the imperceptibility of the stego image against different payload sizes for
hiding various combinations of data types. It also presents some results on the robustness of the
proposed algorithm against various kinds of attack.

6.1 Imperceptibility/Capacity Evaluation for Hiding Multiple B&W Images

Table 3 shows the performance evaluation when 3 B&W secret images are concealed within a
single cover image. Various cover images with different formats such as .bmp and .tif have been
used to demonstrate the efficiency of this algorithm. Moreover, there will be a small variation in
the PSNR and the MSE, since the capacity is almost constant.

Table 3. Performance of hiding 3 logical images using various cover images.

Cover Image | PSNR (dB) | MSE | Capacity (%)
Lena.bmp 55.83 0.169 75
Goldhill.bmp 55.82 0.170 75
Sailboat.tif 55.78 0.171 75
Board.tif 55.96 0.164 75

6.2 Imperceptibility/Capacity Evaluation for Hiding Multiple Coloured Images

Table 4 shows the PSNR, MSE and capacity when hiding three coloured images. This algorithm
has high capacity; hence the value of the PSNR will be decreased, while that of the MSE will be
increased. Therefore, as the capacity increases, the PSNR and the MSE will be affected. Various
image formats have been implemented and provided almost the same results as demonstrated.

Table 4. Performance of hiding 3 secret coloured images using various cover images.

Cover image | PSNR (dB) | MSE | Capacity (%0)
Lena.bmp 43.70 0.925 99.56
Goldhill.omp 43.90 0.882 99.56
Sailboat.tif 43.90 0.882 99.56
Board.tif 43.90 0.882 99.56

6.3 Imperceptibility/Capacity Evaluation for Hiding Multiple Text Files

Table 5 shows how the PSNR and the MSE are changing when the capacity increases. As the
text entered by the user increases, the PSNR will be decreased, while the MSE will be
increased. For example, when the number of bits is equal to 840; that is equal to 120 text letters,
the PSNR and the MSE are equal to 80.74 dB and 0.00055, respectively. However, when the
number of the embedded bits is equal to 752640, which is equivalent to 107520 text letters,
PSNR and MSE are equal to 51.30 dB and 0.8233, respectively. Figures 8 and 9 illustrate
clearly the relation between the capacity and PSNR, as well as the relation of the capacity and
MSE, respectively.

From Figure 8, it can be seen that the PSNR drops with the increase of the payload (size of
message to be hidden with respect to the total cover medium size). In fact, this is typical, but
increasing the payload from about 100 Kbit to about 700 Kbit will result in a drop of the PSNR
of about 10 dB; a drop that is basically not huge. This illustrates the effectiveness of the
proposed algorithm. Same conclusion can be drawn from Figure 9, where the MSE increases
(from about 0.05% to approximately 0.45%) when the payload goes up by the same amount
mentioned above.
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Table 5. Performance of hiding various sizes of secret text.

Cover Image |PSNR (dB) |MSE (%) | Embedded Text
Size (Kbits)

Sailboat.tif 80.74 0.00055 0.840

Sailboat.tif 77.73 0.00109 1.680

Sailboat.tif 74.71 0.00219 3.360

Sailboat.tif 71.68 0.00442 6.720

Sailboat.tif 68.66 0.00885 13.440

Sailboat.tif 65.65 0.01769 26.880

Sailboat.tif 62.64 0.03539 53.760

Sailboat.tif 59.63 0.07079 107.520

Sailboat.tif 56.83 0.13495 215.040

Sailboat. tif 53.82 0.26992 430.080

Sailboat.tif 51.30 0.48233 752.640
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Figure 8. PSNR against payload size for hiding private text.
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Figure 9. MSE against capacity for hiding private text.

6.4 Imperceptibility/Capacity Evaluation for Hiding Miscellaneous Data Types

Table 6 shows the values of the PSNR and the MSE when hiding multiple types of private data.
It can be seen that as the capacity increases, MSE and PSNR will be affected. Figures 10 and 11
show how the capacity affects the PSNR and the MSE, respectively.
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Table 6. Performance of hiding multiple private data.

Cover Image | PSNR (dB) |MSE (%) | Embedded Data
Size (Kbits)

Sailboat.tif 48.180 0.32950 719.448
Sailboat.tif 48.178 0.32973 720.288
Sailboat.tif 48.173 0.33001 721.968
Sailboat.tif 48.163 0.33084 728.328
Sailboat.tif 48.144 0.33232 732.008
Sailboat.tif 48.106 0.33527 745.488
Sailboat.tif 48.010 0.34117 772.368
Sailboat.tif 47.881 0.35297 826.128
Sailboat.tif 47.625 0.37435 933.648
Sailboat.tif 47.524 0.38320 973.968
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The proposed steganography techniques provide not only high capacity, but also high PSNR
and low MSE. The size of the concealed secret text file (i.e., Shakespeare’s Tempest) equals
about 752640 bits which is equivalent to 107520 letters. Moreover, sizes of the stego image
formed in all the proposed techniques were equal to the size of the cover image, which is
512x512x3 pixels. Capacity values are found to be high except for that of hiding B&W images,
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since the approximation coefficients that represent the low-low frequencies of the Wavelet
transform have not been used for the hiding process. However, as the capacity increases, PSNR
decreases and MSE increases. Table 7 summarizes the obtained performance parameters for the
developed algorithm.

Table 7. Performance summary.

Hidden Data PSNR (dB) |MSE (%) | Capacity (%)
Multiple data 47.52 0.383 89.42

3 B&W images 55.78 0.171 75

3 Colour images 43.93 0.877 99.56
Text file 51.43 0.467 95.70

Embedding three binary secret images within a single cover image by the use of Wavelet
transform has been proposed and successfully implemented. The PSNR, MSE and capacity
achieved in this technique were found to be equal to 55.78 dB, 0.171 and 75%, respectively.
Moreover, another technique has also been proposed, where the user will have the ability to hide
a single secret colour image within one cover image. PSNR, MSE and capacity are equal to
43.93 dB, 0.877 and 99.56%, respectively. Another technique to hide large secret text files was
also proposed. The capacity in this technique can vary depending on the size of the secret text
file. However, the results of hiding large pdf files have been presented. Furthermore, a method
to conceal three binary images, one secret colour image and one large text file has been
suggested in this paper. Figures 10 and 11 illustrate the effect of the payload size on the PSNR
and the MSE, respectively.

6.5 Robustness Evaluation for Hiding Miscellaneous Data Types

Robustness of the proposed steganography algorithm is tested through embedding
miscellaneous secret data (i.e., three B&W images, a coloured image and a text file) in a cover
(Lina image). The obtained stego image shown in Figure 12 is then exposed to Gaussian with
white noise, Poisson noise, and salt and pepper noise. The attacked stego images and the
miscellaneous secret data retrieved from each of the attacked images are summarized in Table 8.

Figure 12. Original stego image.

The obtained results clearly demonstrate that the robustness of the developed steganography
algorithm varies depending on the type of the embedded data and the type of attack. For
example, it is shown that unlike B&W images, colour images and texts are not affected by the
attacks used in this study. Furthermore, B&W images are only slightly distorted by the Gaussian
with white noise and Poisson noise attacks, but are found fragile against salt and pepper noise
attacks. The correlation between the original and the extracted secret images is measured and
presented in Table 9. It should be mentioned here that the correlation factor measurement that is
applied to evaluate robustness of the secret images is not applicable to secret text files.
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Table 8. Summary of robustness tests against various attacks

Gaussian with
white noise

Poisson noise

Salt and pepper noise

Attacked
stego
image
Retrieved
secret
image
Retrieved
secret
coloured
image
Retl’leved Wiliam Shakespeare (1564 - 1616) Wiliam Shakespeare (1564 - 1616) William Shakespeare (1564 - 1616)
was born at Stratford-upon-Awvon in was born at Stratford-upon-Awvon in was born at Stratford-upon-Awvon in
secret a house in Henley Street, This is a house in Henley Street, This is a house in Henley Street. This is
preserved intact. preserved intact. preserved intact.
B&W tEXt Wiliam Shakespeare (1564 - 1616) William Shakespeare (1564 - 1616) Wiliam Shakespeare (1564 - 1616)
was born at Stratford-upon-Avon in was born at Stratford-upon-&wvon in was born at Stratford-upon-Awvon in
a house in Henley Street. This is a house in Henley Street. This is a house in Henley Street. This is
preserved intact. preserved intact. preserved intact.
Wiliam Shakespeare (1564 - 1616) Wiliam Shakespeare (1564 - 1616) William Shakespeare (1564 - 1616)
was born at Stratford-upon-Awvon in was born at Stratford-upon-Awvon in was born at Stratford-upon-Awvon in
a house in Henley Street. This is a house in Henley Street. This is a house in Henley Street. This is
preserved intact. preserved intact. preserved intact.
William Shakespeare (1564 - 1616) William Shakespeare (1564 - 1616) William Shakespeare (1564 - 1616)
..... haen ak Chentfned nan fien in raimn s ak Chentfned i man b in rimn s ak Chentfned i man A in

The nature of salt and pepper noise is to affect the B&W pixels; hence the binary images are
highly affected by this kind of noise. In addition, the adopted pseudo random numbers that are
dependent on the B&W pixels also affect concealing B&W images. Partial or total distortion is
therefore expected on the canceled B&W images when exposed to salt and pepper noise due to
the fact that pixels of such images have binary values that are easily corrupted with a probability
value of 50%. However, the effect of this noise can be reduced by the use of median or
morphological filters. Nevertheless, as discussed earlier in the introduction, robustness in
steganography is less important than in watermarking, since the attacker is mainly concerned
with the discovery of hidden data rather than with removing or modifying them.
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Table 9. Correlation factor measurement for various types of attacks.

Gaussian with Poisson noise | Salt and pepper

white noise noise
Colour image 1 1 1
B&W image (blobs.png) 1 1 0.20
B&W image
(Circles.png) 1 1 0.25
B&W image
(Binary_circles.png) 1 0.997 0.06
B&W text N/A to secret texts

7. CONCLUSION

In this paper, a high-capacity image steganography algorithm based on Haar wavelet transform
that is capable of hiding various data types (i.e., B&W and coloured images, as well as text
files) has been presented. All these types of private data are concealed in stego images of a
unified size of 512x512x3 pixels. The stego image is formed to be always equal to the cover
image. Experimental evaluation has proven that the proposed steganography is highly efficient
in terms of capacity size of the cover image while maintaining a relatively low MSE and high
PSNR and is reasonably robust against external attacks. The provided results have confirmed
this conclusion.

The developed algorithms can also be further improved by the use of Huffman coding in order
to have more area for hiding extra data; hence increasing the capacity. Moreover, robustness,
which can be defined as how long the stego carrier can withstand before an eavesdropper can
extract the concealed data, is another area for future improvement. For example, the binary
vector of the secret image can be divided into a number of small blocks where each block can
then be concealed randomly within the cover image. Thus, even if eavesdroppers discover the
stego image, they will not have the ability to assemble the hidden blocks of the secret image.
Cryptography can also be added to improve security through allocating unused pixels for
cryptography bits. These potential improvements among others are currently part of the on-
going research of the authors. Also, measures for image quality assessment like structural
similarity index (SSI) or structural similarity index mean (SSIM) can be used to assess the
quality of data embedding.

Finally, steganography is an open area for further research, as many algorithms can still be
proposed and practically implemented. However, it is worth mentioning that security,
robustness and payload (capacity) will always conflict with each other. A fourth factor that can
be added here is the performance or algorithm execution time that can add more challenge in
this research area.
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ABSTRACT

The multicore processor architectures have been gaining increasing popularity in the recent years.
However, many available applications cannot take full advantage of these architectures. Therefore, many
researchers have developed several characterization techniques to help programmers understand the
behavior of these applications on multicore platforms and to tune them for better efficiency. This paper
proposes an on-the-fly, configuration-independent characterization approach for characterizing the
inherent characteristics of multicore applications. This approach is fast, because it does not depend on
the details of any specific machine configuration and does not require repeating the characterization for
every target configuration. It just keeps track of memory accesses and the cores that perform these
accesses through piping memory traces, on-the-fly, to the analysis tool. We applied this approach to
characterize eight applications drawn from SPLASH-2 and PARSEC benchmark suites. This paper
presents the inherent characteristics of these applications, including memory access instructions,
communication characteristics patterns, sharing degree, invalidation degree, communication slack and
communication locality. The results show that two of the studied applications have high parallelization
overhead, which are Cholesky and Fluidanimate. The results also indicate that the studied applications of
SPLASH-2 have higher communication rates than the studied applications of PARSEC and these rates
generally increase as the number of used threads increases. Most of the sharing and invalidation occurs
in small degrees. However, two of SPLASH-2 applications have significant fraction of communication
with high sharing degrees involving four or more threads. Most of the applications have some uniform
communication component and the initial thread is generally involved in more communication compared
to the other threads.

KEYWORDS

Multi-core processor, On-the-fly analysis, Shared memory applications, Communication patterns,
Performance evaluation.

1. INTRODUCTION

The multicore architecture is the current and the foreseeable future approach that processor
manufacturers use to build high-performance and low-power processors [1]-[2]. Most of the
current processors are multicore processors; i.e., there are multiple processors on the processor
chip. This approach is also the preferred approach in mobile devices [3]. Moreover, the number
of cores on one chip increases with time [4]. To take advantage of the increasing number of
cores, many parallel programming approaches were developed. One of these approaches is
multithreading. Using parallel-multithreaded approach, various numbers of threads of one
application can be concurrently executed on multiple cores and shared memory, thus facilitating
implementing the algorithms that solve data-intensive problems such as searching and sorting
[5]-[6]. Also, there are many applications that are developed to run on multicore systems,
including some popular benchmarks. Nevertheless, there are many aspects that need to be
tackled to improve multicore performance. Characterizing the benchmarks that represent
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multicore applications on multicore systems is important to tune such applications for better
performance and to design better multicore systems.

This paper proposes an on-the-fly configuration independent characterization approach for
characterizing the inherent characteristics of multicore applications. This approach is carried out
to characterize eight representative applications drawn from the popular SPLASH-2 and
PARSEC application benchmarks. The proposed approach characterizes the inherent
characteristics that are independent from any particular multicore configuration. The inherent
characteristics are divided into two parts. The first part is the characteristics of the memory
access instructions, which include the numbers of memory accesses and the percentages of
memory accesses by type of access and access data size. This characterization is useful to find
the amount of parallelization overhead. The second part is the communication characteristics,
which include communication patterns, sharing degree, invalidation degree, communication
slack and communication locality. It is important to characterize the communication
characteristics of the multicore applications, as high communication overhead is often
responsible of bad parallelization efficiency [7].

The rest of this paper is organized as follows: Section 2 presents a short survey of some related
work. Section 3 summarizes our methodology in characterizing multicore applications and the
experimental setup used. Section 4 presents the characterization results. Finally, Section 5
presents some conclusions and future work.

2. RELATED WORK

Several studies have proposed different techniques to characterize parallel applications. These
techniques are summarized in the following four categories.

2.1 Hardware-Assisted Characterization

Many characterization studies have used hardware performance counters, which are special
registers on the processor that count hardware events to characterize various aspects of running
applications.

Dongarra et al. used these counters to characterize data cache and translation lookaside buffer
(TLB) behaviors of their microbenchmarks [8]. Bhadauria et al. characterized PARSEC on
multiple aspects, including cache performance, sensitivity to DRAM speed and bandwidth,
multithread scalability and micro-architecture design choices on a variety of real multicore
systems [9]. Ferdman et al. used these counters to study the micro-architectural behavior of
their CloudSuite benchmarks [10]. They concluded that existing processor micro-architectures
are inefficient for running their benchmarks. Jia et al. also used these counters to characterize
eleven data analysis workloads of a data center to determine their micro-architectural
characteristics on systems equipped with modern superscalar, out-of-order processors [11].
They also developed a benchmark suite called DCBench to mimic typical data center
workloads.

2.2 Message-Passing Characterization

Instrumented message-passing libraries are often used to characterize parallel applications
running on multi-computer systems.

Cohen and Mahafzah proposed a utility to characterize NAS benchmarks, which are a group of
programs developed by NASA Ames to help evaluate the performance of parallel
supercomputers. Their results provide a deep look at how NAS benchmarks work on parallel
computers [12]. Alam et al. characterized the scaling behavior of a set of micro-benchmarks,
kernels and scientific workloads on HPC systems [13]. They used AMD Opteron multicore
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processors and concluded that the Opteron cache coherence protocol is insufficient to exploit
the full bandwidth capability of the memory interface. Chai et al. characterized micro-
benchmarks and application-level benchmarks on an Intel dual-core cluster [14]. They
suggested that the communication middleware and applications should be multicore to optimize
intra-node and inter-node communication.

2.3 Configuration Dependent Analysis

Configuration dependent characterization techniques characterize applications depending on
simulating the application execution on a specific system configuration. This approach is widely
used in characterizing applications.

Abandah developed a configuration dependent analysis tool (CDAT) to characterize shared
memory behavior, including cache misses and sharing that depend on system configuration
parameters such as cache block size [15]. CDAT is a multiprocessor system simulator that has
memory, cache, bus and interconnection models. By using a configuration file, users can specify
the system configuration, including the coherence protocol, size and speed of the system
components, as well as processors and memory banks interconnections. Jaleel et al. used a
dynamic binary instrumentation tool as an alternative to the trace-driven and execute-driven
approaches [16]. They proposed a memory system simulator to characterize memory
performance of x86 workloads on multicore systems. Contreras and Martonosi characterized a
subset of PARSEC benchmark applications that were compiled with Intel TBB on AMD dual-
core processors in order to determine the sources of overhead within the TBB [17]. Bienia et al.
characterized PARSEC applications and found that they have various types of multithreaded
behaviors. Bhattacharjee and Martonosi characterized TLB behavior of the PARSEC [18]. Dey
et al. also characterized PARSEC and measured the effect of shared resource contention on
performance [19]. They classified resource contention into intra-application contention, which is
the contention among threads from the same application, and inter-application contention,
which is the contention among threads from different applications. Natarajan and Chaudhuri
characterized a set of multithreaded applications selected from PARSEC, SPEC OMP and
SPLASH-2 to understand last-level cache (LLC) behavior of multithreaded applications [20].
They proposed a generic design that introduces sharing-awareness in LLC replacement policies.
They showed that their design could significantly improve the performance of LLC replacement
policies.

2.4 Configuration Independent Analysis

The configuration independent characterization technique is a unique technique for
characterizing the inherent application characteristics that do not change when changing the
system configuration.

Abandah and Davidson developed a configuration independent analysis tool (CIAT) to
characterize the configuration independent characteristics, such as memory access instructions,
concurrency, communication patterns and sharing behavior of shared-memory applications that
run on multiprocessor systems [21]. CIAT analyzes the memory traces of shared-memory
applications to find these characteristics. It is faster than detailed simulators, as it only keeps
track of accesses to each memory location and does not include detailed models of a specific
system's components and protocols [15]. Moreover, its characterization is general; it gives the
inherent characteristics of the application that do not depend on a machine configuration. Thus,
CIAT gives us a more general understanding of the application behavior.

This work ported CIAT, which was originally developed for RISC multiprocessor systems, to
commodity multicore systems. The ported tool was used to characterize the inherent
characteristics of representative multicore applications.
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Figure 1. Methodology used to characterize multi-core applications.

3. CHARACTERIZATION METHODOLOGY

This section summarizes the methodology used in this study for monitoring and characterizing
multicore applications and describes the tools developed to characterize these applications.

This methodology involves generating detailed memory traces and sending these traces on-the-
fly, as the application is being executed, to the analysis tool, as shown in Figure 1. The Pin
shared-memory application instrumentation tool (PSMAIT) is used to instrument the multicore
application and pipe traces to the ported CIAT that analyzes these traces.

The following sub-sections present more details about the developed tools and the applications
being characterized.

3.1 Instrumentation Tool (PSMAIT)

PSMAIT is a tool based on Pin [22], a dynamic binary instrumentation tool for Linux and
Windows. Pin is a just in time (JIT)-based dynamic instrumentation tool. It uses dynamic
compilation techniques to instrument applications while they are running. Pin instruments single
and multithreaded applications and supports Intel 1A-32 and x86-64 instruction-set architectures
[23]. It has a rich set of API's that can be used to instrument applications without the need to
master the underlying instruction set.

PSMAIT is a tool written in C++. It consists of a set of instrumentation and analysis routines as
shown in Figure 2. The instrumentation routines determine where instrumentation is inserted
and the analysis routines determine what to do when instrumentation is activated. PSMAIT is
designed to collect traces of multithreaded parallel applications and to send these traces directly,
on-the-fly, to CIAT. PSMAIT is a run-time binary instrumentation tool, which means that it
does not need the source code of the parallel application. It instruments both the parallel
application's user code and all the user-level libraries that are called during the application
execution.

Figure 2 shows the implementation overview of PSMAIT. PSMAIT uses Pin instrumentation
routine to capture memory accesses that are performed by user code and user-level libraries
only; it does not measure operating system events. Subsequently, it uses MemRead or
MemWrite analysis routine, depending on memory access type, to send a simple trace record
to CIAT for every memory access. This trace record contains the type of the access (load or
store, integer or floating point), its size and the starting virtual address of the memory location
accessed. PSMAIT sends these memory access records to CIAT on-the-fly by using pipes and
waits for receiving confirmation feedback from CIAT. On-the-fly analysis enables analyzing
large problems fast without needing huge storage medium.
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Figure 2. PSMAIT implementation overview.

Additionally, PSMAIT uses Pin instrumentation routine to capture the synchronization calls
such as thread spawn and join, mutex lock and unlock, barrier and conditional wait and uses
SynCall analysis routine to pipe their trace records to CIAT. Through these records and the
response feedback from CIAT, the two tools control the parallel application execution and avoid
any non-deterministic behavior of the instrumented application due to the instrumentation
overhead.

3.2 Analysis Tool (CIAT)

Our analysis tool is ported from CIAT that was developed for the RISC multiprocessor systems
by Abandah [15]. CIAT characterizes the inherent application characteristics, such as memory
access instructions, communication patterns and sharing behavior of parallel applications that
are independent from one multicore configuration to another. A multicore configuration
includes the hierarchy of cores, the interconnection topology, the coherence protocol, the cache
configuration, as well as the sizes and speeds of the multicore system components. CIAT does
not characterize the application characteristics that depend on configuration parameters, such as
cache misses and false sharing. However, CIAT's characterization of the communication
characteristics gives a basic understanding of applications execution and helps explain the
dependent characteristics such as cache misses; e.g. high number of RAW accesses means that
load misses are higher than store misses.

CIAT uses many variables to count the various events by tracking the memory load and store
operations. It accepts traces from PSMAIT, which generates n trace pipes for the n executing
threads. CIAT supports various execution phases; it assumes that the traces come from a parallel
application either in a serial or in a parallel phase. In a serial phase, there is only one thread
active, while the other threads are idle. In a parallel phase, more than one thread can be active.
CIAT uses the special records of the thread spawn and thread join calls to identify switches
between serial and parallel phases. At the end of each phase, CIAT generates statistics and saves
them in a report file. At the end of the last phase, CIAT reports the aggregate statistics in the
report file.

CIAT assumes that n cores in multicore processor can execute n instructions at the same time
and each instruction takes a fixed time. Therefore, a pseudo clock in instruction units is used to
keep track of the execution time. However, CIAT currently only sees the memory accesses and
advances the clock by one for each thread whenever it receives a memory access record. This is
an approximation of the instruction stream. CIAT interleaves the analysis of multiple thread
traces on the processors according to the thread spawn and join calls and follows the constraints
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of the lock, conditional wait and barrier synchronization calls. More details about CIAT are
found in Ref. [24].

3.3 Case Study Applications

We have chosen a set of parallel applications that are representative of multicore applications
and are widely used in recent multicore research. This set consists of eight applications from
two benchmark suits. The first four of these applications are from SPLASH-2 suite [25], which
are Radix, FFT, LU and Cholesky. The second four are from PARSEC suite [26], which are
Canneal, Blackscholes, Fluidanimate and Swaptions. These eight particular applications are
selected, because they represent a wide range of applications and are often used in multicore
research. More details about these selected applications are found in Ref. [24].

To study the impact of the application problem size on the communication behavior, we use two
problem sizes of each application: Size | and Size Il, where the problem solved in Size | is
smaller than that of Size Il. Table 1 shows these problem sizes and the abbreviations that are
used for naming these applications.

We have conducted many analysis experiments of these studied applications with various
numbers of threads for the two problem sizes. To validate our results, we repeated these
experiments on two machines that have different types of multicore processors. The first
machine has dual-core Core i5 2520M processor (3-MB Cache, 3.20 GHz) and the second has
quad-core Core i5 2400 processor (6-MB Cache, 3.40 GHz). The characterization results on the
two machines are identical. Therefore, this is one validation check that our characterization
tools do not depend on the hardware configuration. Moreover, the number of instructions that
have been obtained from running the applications with Pin is similar to that obtained by the
developed tools.

Table 1. The applications' problem sizes.

Suite Application Abbreviation Size | Size Il

Radix Radix 256K integers 2M integers
FFT FFT 64K points 1M points

SPLASH-2 | LU 256x256 512x512
Cholesky Chole tk15.0 file tk29.0file
Canneal Cann simsmall simmedium
Blackscholes Black simsmall simmedium

PARSEC Fluidanimate Fluid simsmall simmedium
Swaptions Swap simsmall simmedium

4. CHARACTERIZATION RESULTS AND EVALUATION

This section presents the results of the inherent characteristics of the multicore applications that
are measured and reported by CIAT. Due to paper length limitations, we present here the results
of Size Il; interested readers can find the results of Size | in Ref. [24].

4.1 Memory Access Instructions

As mentioned in the previous section, the developed tools capture the user code and user-level
libraries operations on the memory and report the number of load and store operations as shown
in Table 2.
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Table 2 shows the number of memory accesses in billions for the eight studied applications
when using one thread. These numbers represent the number of operations on memory and not
the memory access instructions, where some memory access instructions may do more than one
operation on the memory.

Table 2. The counts and percentages of load and store operations for one thread.

Radix FFT LU Chole  Cann Black Fluid Swap
No. of Loads 0.285  0.190 0.109 0.381 3.577 0.213 1.146 2.246
(in10°)  (66.7%) (57.1%) (68.2%) (77.6%) (57.7%) (61.1%) (81.9%) (75.2%)

No. of Stores 0.143 0.144 0051 0110 2.625 0136 0253  0.742
(in10%  (33.3%) (42.9%) (31.8%) (22.4%) (42.3%) (38.9%) (18.1%) (24.8%)

In all applications, loads are more frequent. The load operations ratio is about twice the store
operations in most of the studied applications. Some applications, such as Cholesky,
Fluidanimate and Sawptions have even larger percentages of load operations. Cholesky has
about four times more of load operations than store operations, because it operates on sparse
matrices and needs to find the indices of non-zero elements in these matrices. Fluidanimate has
about five times more load operations than store operations. Sawptions has about three times
more load operations than store operations. The load and store operations in Canneal are
relatively equi-frequent.

Figure 3 shows the percentage of memory accesses for running the eight applications with
various numbers of threads. The percentages are normalized to the number of memory accesses
when running the respective applications with single thread. Thus, we can notice the
parallelization overhead. As obvious, the parallelization overhead is negligible in most of the
studied applications. However, there are two of the eight studied applications that have a high
percentage of parallelization overhead, which are Cholesky from SPLASH-2 and Fluidanimate
from PARSEC. Cholesky has about 50% of memory accesses as overhead when running 16
threads. This overhead is due to Cholesky’s work on sparse matrices, which have a larger
communication to computation ratio. Fluidanimate has about 33% of memory accesses as
overhead when running 16 threads. This overhead is due to Fluidanimate’s partitioning of the
work among the threads and each thread handles its portion and interacts with other threads to
handle the shared data.

Figure 4 shows the percentage of the byte, half-word (2 bytes), word (4 bytes), double-word (8
bytes), float (single-precision floating-point) and double-float (double-precision floating-point)
load and store operations when running 16 threads. All the studied applications do not have any
quad-word (16 bytes) or extended-float (extended-precision floating-point) memory accesses.
All the studied applications are scientific benchmarks, which have a large percentage of
floating-point operations except Radix and Canneal, which are integer kernel applications. The
percentages of byte and half-word accessed data is insignificant in almost all the studied
applications except Radix and FFT that have 25% and 6% half-word load and store operations,
respectively. These relatively large percentages are because they have a large portion of integer
computation.
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Figure 3. Percentage of memory accesses for 1-16 threads normalized to the memory accesses

of one thread.

4.2 Communication Characteristics

This sub-section presents the inherent communication characteristics that are reported by CIAT.

4.2.1 Communication Patterns

The communication among the cores of a multicore processor occurs when those cores
access same-shared memory locations. Characterizing the communication patterns is
important to know which of the communication patterns are common, thus, facilitating
the design of system that supports these patterns efficiently in the current applications
and facilitating tuning applications to have less expensive patterns. For each memory
location, CIAT keeps track of the type of accesses and the cores that perform these
accesses. Consequently, CIAT can report the numbers of the following four types of
communication patterns:

e Read after write (RAW) occurs when one core writes to a memory location and other

core(s) read from this location. This is the main producer/consumer(s) communication
pattern and usually involves copying the written data from the producer's cache.

o Write after read (WAR) occurs when a core writes to a memory location that was read
by other core(s). This pattern usually involves invalidating the data copies in the other

cores' private caches.

o Write after write (WAW) occurs when a core writes to a memory location that was
written by another core. This pattern also involves invalidation and occurs when cores
take turns on updating some shared locations.

o Read after read (RAR) occurs when a core reads from a memory location that was read
by another core and the first visible access to this location is a read. Here, the data is
usually replicated in the cores' caches.
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Figure 4. Percentages of the load and store operations according to the type and size of accessed
data.

Figure 5 shows the percentages of these four communication patterns of the total number of
memory accesses as function of the number of threads used. In the studied applications,
PARSEC applications have less communication rates compared to SPLASH-2 (0.5% or lower).
The communication rates generally increase as the number of threads increases, except for
Blacksholes and Swaptions that have negligible rates.
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Figure 5. Percentages of the four communication patterns as a function of the number of
threads.

Swaptions only has some WAW accesses when using 16 threads due to the reuse of some
limited shared locations by these many threads.

Most of the remaining communication accesses are RAW and WAR. FFT has the largest
percentage of WAR accesses, which results in large coherence traffic. In addition, almost all the
communication accesses of Blacksholes are RAW; the shared memory locations of this
application are generally not updated by WAR accesses after the first initialization. The figure
shows that only Canneal has a small RAR rate due to reading shared data that is not initialized
by the application's user code.

4.2.2 Sharing Degree

The sharing degree is the number of threads that read a memory location in the RAW pattern.
Figure 6 shows the distributions of sharing degrees for the RAW accesses. It presents the
percentages of sharing degrees when using 16 threads. These percentages are calculated by
using the following formula:

%xloo% ; for p=1,...,16

2,801
where S[p] is the number of times that p threads read from a memory location after being
previously written. Radix, FFT and Blackscholes have small sharing degrees, where almost all
the shared locations are shared with only one thread each. Fluidanimate and Swaptions have two
sharing degrees. In Fluidanimate, 76% of shared locations are shared with one thread and 23%
with two threads. In Swaptions, 78% of shared locations are shared with one thread and 22%
with two threads. LU, Cholesky and Canneal have also some sharing degrees higher than two.
In LU, 97% of shared locations are shared with four threads and the remaining shared locations
are shared with one, two or three threads. In Cholesky, about 58% of shared locations are shared
with one thread and 42% are shared with two or more threads. In Canneal, 76% of shared
locations are shared with one thread and 24% with two or more threads.
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4.2.3 Invalidation Degree

The invalidation degree is the number of threads that have read a shared memory location in the
WAR pattern.

Figure 7 shows the distributions of invalidation degrees for the WAR accesses. It presents the
percentages of invalidation degrees when using 16 threads. These percentages are calculated by
using the following formula:

%xloo% ; for p=1,...,16
>
i=1

where I[p] is the number of times that a memory location was updated after being previously
read by p threads. The invalidation degrees in Radix, FFT, LU, Fluid and Swaptions are almost
similar to their sharing degree, because the memory locations are iteratively shared and updated
by RAW and WAR accesses. Choleskey and Canneal's invalidation degrees drop to one,
because the locations that are shared with high degree are not updated by WAR accesses.
Blackscholes has some invalidations of degree two, however, its WAR accesses are negligible
compared to its RAW accesses.

4.2.4 Communication Slack

The communication slack is a measure to know how much time is present between writing a
value to a memory location and referencing it by either read or write operation. CIAT measures
this time by counting the number of instructions from writing the value until referencing it. The
communication slack is distributed into eight ranges from less than ten instructions to more than
ten million instructions.

Figure 8 shows the percentages of the communication slack distributions using 16 threads.
These percentages are the number of instructions in each range over the total number of
memory accesses. In all the studied applications, the communication has most of the slack in the
range of tens of thousands of instructions and more. These ranges are enough to make use of
prefetching.

4.2.5 Communication Locality

The communication locality is a measure of how the cores communicate with each other.
Characterizing the communication locality helps both software developers in assigning threads
to the cores and hardware designers in selecting a suitable system topology.

CIAT characterizes the communication locality by counting the number of communication
events for each thread pair. CIAT maintains a 2D matrix for the communication events, where
the rows represent the data producer threads and the columns represent the data consumer
threads. For example, the value in Row i and Column j is the number of communication events
from Thread T; to T;. This value is incremented by one whenever T; reads from a location after
Ti write (RAW), T; writes to a location after T; write (WAW) or T; updates a location after T;
read (WAR).
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Figure 9 presents the communication locality when using 16 threads. In Radix, each thread
communicates with all other threads. Also, there are some additional communications with the
neighbors, where some odd threads communicate with only the next thread and some even
threads communicate with more than one thread.

FFT has some uniform communication component and has also a large amount of
communication from the initial thread to every other thread. In LU, the communication is
clustered within groups of g =n/4 threads where n is the number of threads that are used to

run the application. For example, when running LU using 16 threads, g =16/4=4 threads.

Additionally, each thread communicates to and from the thread that is located after multiple of g
threads from it. For example, if g =4, Thread 1 communicates with Threads 5, 9 and 13.

Moreover, the initial thread communicates to all other threads and from the last g threads.

In Cholesky, the communication is non-uniform and each thread communicates with itself; i.e.,
each thread reads from or writes to memory locations that it previously wrote to and shared with
other threads. The initial thread communicates with all other threads. Canneal has some uniform
communication component and each thread communicates with itself and the initial thread
communicates with all other threads. In Blackscholes, the communication is only with the initial
thread; there is no data sharing among the other threads.

In Fluidanimate, the communication is non-uniform and each thread communicates with itself
and the initial thread communicates with all other threads. Swaptions has low communication
rates and each thread communicates with itself and there is some additional communication due
to WAW accesses.
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5. CONCLUSIONS AND FUTURE WORK

Characterizing the inherent characteristics of multicore applications is important to help the
programmers in tuning the current applications and developing future parallel applications, as
well as to help designers in developing multi-core architectures that efficiently run parallel
applications.

In this work, we have used on-the-fly configuration-independent analysis approach to
characterize the inherent characteristics of eight multicore applications. Four applications are
from SPLASH-2, which are: Radix, FFT, LU and Cholesky, and four from PARSEC, which are:
Canneal, Blackscholes, Fluidanimate and Swaptions. The used on-the-fly approach is fast and
enables analyzing large problems without needing a huge storage medium.

The obtained results show that the number of memory accesses, in the studied applications, does
not change significantly as the number of threads increases. However, some applications such as
Cholesky and Fluidanimate show high parallelization overhead, which is about 50% in
Cholesky and about 33% in Fluidanimate. This overhead is due to the synchronization
operation. Therefore, the speedup of these applications is limited by the increasing
parallelization overhead. As expected, the largest percentages of memory accesses in the
scientific applications are of floating point accesses.

The most common communication patterns are RAW and WAR except in Radix that has 36%
of its communication in the WAW pattern and Swaptions that has 100% of its communication
in the WAW pattern when using 16 threads. Therefore, designers must design systems that
support these common patterns efficiently. Also, programmers must tune the applications to
reduce these patterns. In general, the communication rates increase with more threads and
PARSEC applications have rates smaller than SPLASH-2 applications.

Almost all the sharing in Radix, FFT and Blackscholes is with only one thread. In Fluidanimate
and Swaptions, thare are about 23% of sharing with two threads. In LU, Cholesky and Canneal,
there are 97, 42 and 24% of sharing with two or more threads, respectively. The invalidation
degrees in most of the applications are similar to their sharing degrees. There is considerable
diversity in the communication locality of the studied applications. Some applications show
uniform communication components such as FFT, Canneal and Blackscholes. Others show non-
uniform communication and almost in all applications, the initial thread communicates with the
other threads. Therefore, it is advisable to assign the initial thread to a central core to reduce the
communication cost.

As future work, we plan to extend CIAT to capture the instruction stream in addition to
capturing the data stream. Moreover, we need to develop CIAT to handle additional
parallelization schemes such as the pipeline parallelization scheme that is used in three
PARSEC applications: Dedup, Ferret and X264.
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ABSTRACT

In this paper, a low complexity microwave based direction finding (DF) system is presented. The
proposed system consists of a single six-port (SP) circuit integrated with a reconfigurable multiple-input-
multiple-output (MIMOQ) antenna system. The SP circuit covers a wide frequency band (1.68-2.25 GHz).
The SP circuit is also characterized for phase error compensation caused by the slight asymmetry of SP
and power detectors. The reconfigurable MIMO antenna system used is a compact design and covers
several well-known wireless standards in the frequency bands from 0.7 GHz to 3 GHz. The SP circuit
is integrated with the reconfigurable MIMO antenna system to form a complete beam forming
mode for second generation cognitive radio (CR) platforms. The proposed design is a complete
integrated solution with DF capabilities for CR platforms. The design is suitable to be used in compact
wireless handheld and mobile communication devices. The fabricated integrated system achieves +16°
accuracy in its direction of arrival estimates.

KEYWORDS

Microwave DF, Six-port circuit, Beamforming mode, Reconfigurable MIMO antenna, Cognitive radio
platforms.

1. INTRODUCTION

Low complexity direction finding (DF) systems in wireless communication devices have
attracted increasing attention over the past decade. Radio frequency (RF) based DF schemes are
of particular interest, because of their low profile RF structure and their minimal data processing
requirements. RF DF schemes are gaining popularity in wireless communication devices and in
military services. Wireless handheld devices complying with 3G/4G wireless standards
integrated with RF DF systems would be an attractive feature for next generation cognitive radio
(CR) platforms [1].

The basic concept of RF DF is an angle-of-arrival (AoA) estimation of an incoming RF signal
from a distant source. Classical techniques of digital signal processing (DSP) algorithms, such as
Multiple Signal Classification (MUSIC) and Estimation of Signal Parameters via Rotational
Invariance Technique (ESPRIT), use an array of antennas followed by multiple receivers to
estimate the A0A [2]-[3]. With the use of such single or multiple receivers, computationally
intensive DF algorithms and techniques are limited to be used in practical wireless handheld and
mobile devices [4]. RF DF systems using the six-port (SP) circuit have gained popularity over
the past few years, because of their low cost and simple microwave structure [5].
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Most of the existing 3G/4G wireless standards cover low frequency bands, while most of the
existing SP structures cover frequency bands above 2GHz [5]-[7]. In addition to high frequency
operation, the given SP circuit dimensions are not suitable to be used in wireless handheld
devices. A low frequency compact SP circuit was presented in [8]. Although the SP design was
compact and covered low frequency bands, it was not presented in a complete integrated
solution for AoA estimation. Also, a dual SP design was presented in [9] with low frequency
operation. In [10], an ultra-wideband (UWB) six-port network was presented with operating
bands of 2~8 GHz. It consisted of a Wilkinson power divider and three 3-dB quadrature
couplers. The fabricated SP phase measurement system with calibration technique based on
support vector regression (SVR) was introduced. Results show that when the SVR model was
efficiently utilized, a phase error of +1.5274°was obtained.

In this work, we propose a complete integrated solution complying with the second generation
CR standards in mobile devices. The system integrates a compact SP circuit based on [8] with
a reconfigurable MIMO antenna system based on [11]. The antenna system used covers several
frequency standards in the frequency bands from 0.7 to 3 GHz, while the SP circuit used covers
frequency bands from 1.68 to 2.25 GHz. The unique feature of the proposed design is the
integration of the SP circuit with the reconfigurable MIMO antenna system for lower
frequency bands of operation. The complete system was tested and its AoA determination
capability was studied in a complete experimental setup.

Moreover, the integrated design is easily distinguished from all other contemporary designs, as
it could be utilized in wireless handheld devices and mobile terminals. Additionally, the
complete system can be used in data Tx/Rx mode and beam forming mode complying with
second generation CR standards.

2. DF IN COGNITIVE RADIO PLATFORMS

The revolutionary technique of CR is defined as a system with efficient utilization of frequency
spectrum along with direction finding capabilities [1]. In this section, the classification of CR
antennas, their use in beamforming mode and operating principles are discussed.

2.1 Beamforming in CR Platforms

Front-end antennas for CR platforms are categorized as shown in Figure 1. CR antennas consist
of two types of antennas: (1) an ultra-wide-band (UWB) sensing antenna and (2) a
reconfigurable communication antenna. Reconfigurable antennas can be utilized to change their
operating fundamental characteristics; i.e., resonance frequency, radiation pattern, polarization
and impedance bandwidth. Reconfigurable antennas can be simple frequency reconfigurable
ones or reconfigurable MIMO antennas that can be utilized to enhance the data rate capability.
The MIMO antenna system can be used in two modes of operation in a CR platform: (1) Data
Tx/Rx mode and (2) Beamforming mode. Beamforming mode in CR platforms can be utilized
for RF DF.

2.2 DF Operating Principle

The block diagram of the operating principle of AoA estimation based on RF DF using the SP
circuit is shown in Figure2. The detailed description of the operating principle of the SP circuit
for RF DF is given in detail in [8]. The receiving antennas are separated by distance d with a
path difference Ad, while the received signals experience a phase difference 4¢. AoA (¢) of a
distant object can be calculated using 4d and A4¢ information using Equation (1), where 1 is the
wave length of operating frequency.

9 ing o2
Ad—/12n, sm(Z)—dZn 1)



57

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 2, No. 1, April 2016.

CR Platforms
Front-end Antennas

Communication UWB Sensing
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Data Tx/Rx Beamforming
Mode Mode

Figure 1. Classification of CR antennas.

Equation (1) can be used to determine the AoA of the incoming RF signal based on the
information of phase difference. The SP circuit is fed with incoming wave signals from the
antennas and used to find the phase difference. Once the phase difference becomes known, it
could be utilized to find the AoA of distant target objects.

2.3 SP Operating Principle

In this sub-section, the operating principle of RF DF using SP circuit is described. Two input
RF signals as and a5 are received by two antennas separated by distance d. The two signals are
impinging on the SP circuit with phase difference 44 owing to path difference 4d. The phase
difference can be written as 4¢ =¢e¢-¢s. The complete details of the SP circuit for RF DF are
discussed in [9]. The SP circuit used in this experimentation is shown in Figure 3. The SP
circuit output scan be written as:

bi = a5.55i + a6.56i (2)
The resultant signal at output port-1 can be written as:

b, = %.e(j[qjs_?]){l + qeli@o+ml} 3)

For port-2, the resultant signal is given by:
b, = =% ¢UlosD {1 + ae[/‘(“’%)]} 4)

2

Similarly, for port-3, the resultant signal is:

by = 2=.eUD(1 + qeli9]) 5)

Similarly, for port 4:

T

b, = =2, ¢ U10s+3]) {1 + ae[f(w-;)]} (6)

2
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Figure 2. Six-port based direction finding system.

Figure 3.Single SP circuit [8].

The SP output RF signals are passed through power detectors and can be written as:
V; = K;|b;|? (7
i=1,2,3,4
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where K; constants are measured in V/W. The constants are specified for each power detector
showing the relationship between output voltage and input power. Each output of the power
detector circuit is passed through a differential amplifier circuit to get the two components in-
phase and quadrature (I and Q) [9]. For the SP, these are | and Q.

I =V;—V; = aKa?. cos(AD) (8)

Q =V, —V, = aKa?.sin(A®) (9)
The vector I is defined for the dual SP in terms of the in-phase and quadrature components as:

I'=1+4jQ = K.a% exp(jA®) (10)

where a is the amplitude of the incoming RF signal and o is the ratio ag/as. Equation (10) can be
used to determine the phase relationship between the input RF signals. The measured A¢ can be
used in Equation (1) to find the AoA (¢) of the distant target object.

3. CHARACTERIZATION OF THE SIX-PORT OUTPUTS

The direction of the incoming RF waves can be easily determined using Equation (1) based on
the determination of the phase differences measured by the SP given in Equation (10). But this
calculation overlooks the phase error caused by the slight asymmetry of the various SP paths,
asymmetry of the power detectors, as well as frequency measurement errors. These errors in the
phases were characterized via simulations and by laboratory measurements. In this section, a
mathematical analysis is carried out to develop an analytical model to compensate for these
errors in order to get high accuracy in phase measurement at the output of each port.
@c; = phase error at output port i due to input port 5, where i = 1,2,3,4;

@s; = phase error at output port i due to input port 6,wherei = 1,2,3,4  (11)

So, the output signal can be written as a linear combination of input signals as and as.

b1 = a5.551 + a6.561
. C ] j j . L]
by = a.e/%.e/%1 — ]E + aas.éem’ el%e

a s _7 . . , .
b, = E.e][ms A L a.aée”’s eJA9 o0

by = E_e(f[eis—ﬂ){ejogl F aeli@o+mle v
2
_ 2 (iles-3]) Liag+m)] e/%
b1—2.e 241+ ae 9%
by = %.e(j[os—g])e 1951 + e li00+m] £j201) (12)

bz = a5.552 + a6.S62

a . ; -j . .
b, = E.e]@&?.e]@g2 -1+ aa5.7jejw.e]¢’62

b2 — _Ta' e(f[@s])ej(bgz {1 + ae[j(A®+ g)] ejA@IZ} (13)
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b3 = a5.553 + a6'S63

b3 = _Ta.ejq)s.e].(b’s3 — 1 + aasl_?lejAQ).ejQ)EB
-a . -1 . .

by = 2. eUl0sD ei0%a{1 1 qel0) a0} (14)

b4 = a5.554 + a6'S64—
b4 = %]a. e(][(bs])efwlszl- + aa_?l ef®5 ejA®.€j®g4
by = %ae(jms%]).emg‘* + aa% el% e00 — j —j. ¢/%

by = Z2eU0 5D 10, {1 + aeli(®0-3)] efwa} (15)

Supposing that four identical detectors (K; = K) are used, the dc output voltages including the
error terms become:

Vi = Kylby |2 = K% [1+ a? — 2a.cos(A0 + A8})] (16)
V, = Kylb|? = K% [1 + a? — 2a.sin(AD + AD})] 17
Vs = Kalbs[2 = K% [1 + a? + 2a.cos(A8 + ADS)] (18)
Vi = Kylby|2 = KE[1+ a? + 2a.sin(AQ + AD})] (19)

where
APy = Pe1 — D51
AQ; = B, — D5,
APz = g3 — D53
AQY = Dba — Dsa
In the 1/Q complex plane, a I" vector can be defined using the four six-port DC output voltages

with error terms. The error terms are known a prior and can be used to adjust or compensate for
errors to give high precision in phase measurement.

Once the error in each phase of the SP is characterized, the error in the incoming RF wave can
be analyzed based on Equations (16)—(19). This phase error in each path can be compensated for
using an additional phase compensation block to have more accurate DF results. This block
could be implemented in hardware using a field programmable gate array (FPGA) or software
based-phase compensation can produce satisfactory results.

4.SP CIRCUIT INTEGRATION WITH THE RECONFIGURABLE MIMO
ANTENNA SYSTEM

The complete measurement setup of an RF DF consists of a transmitting antenna as a source
and a receiving MIMO antenna system integrated with SP circuit for AoA estimation.
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4.1 Reconfigurable MIMO Antenna System

The receiving antenna used was a reconfigurable modified PIFA MIMO antenna system along
with its UWB sensing antenna as shown in Figure 4. The complete antenna system consists of
two printed circuit boards with main board dimensions of 65x120x1.56 mm®. The bottom layer
consisted of the UWB sensing antenna. The secondary elevated board contained the
reconfigurable antenna that was short-circuited with GND plane. The complete antenna system
was realized on a commercial FR-4 substrate with ¢=4.4 [11].

Each MIMO antenna element was embedded with two PIN diodes. The diodes were used for
discontinuity of the antenna structure. The diodes were used to provide more flexibility by their
ON/OFF operation for the various antenna radiating structures. The two PIN diodes in each
antenna element resulted in four distinct operating modes for each MIMO antenna element. The
various modes were used to resonate the antenna at various bands to cover particular wireless
standards [11].

4.2 Measurements Setup

To find the AoA from a distant source, a reconfigurable MIMO antenna system integrated with
a single SP circuit was used. The source used was an UWB antenna. A reconfigurable MIMO
antenna system was used as the receiving system. Figure 5 shows an overview of the
implemented system. The receiving antennas (within the MIMO antenna system) were separated
by a distance of 53 mm (centre to centre). Owing to the path difference between the two
receiving antennas, the propagated signal had a shift that was utilized to find the AoA.

4.3 Details of the Receiver Setup

A detailed view of the measurement setup at the receiving side is shown in Figure 6. The
receiving antenna used is a two-element reconfigurable MIMO antenna system. The antenna
operates at four distinct modes covering several frequency bands. The details of each mode and
its operating frequencies were completely described in [11]. In the current scenario, we have
used it in mode-1 and mode-4 at frequency bands 2020 MHz and 1690 MHz. The proposed SP
circuit covered frequency ranges starting from 1.68 GHz to 2.25 GHz. The two reconfigurable
antennas were connected with low noise amplifiers (LNA). The LNA used was the ZX60-
33LN-S+, with a wide bandwidth covering frequency bands from 50~3000MHz. Its gain was
between 13 ~ 14.4 dB in the frequency range between 1690~2020MHz.

The output of the LNA was fed to the SP circuit at port-5 and port-6. Two ports of the SP circuit
were terminated with 50Q loads. The four output ports of the SP structure were connected with
the power detectors (ZX47-40LN-S+) followed by a difference amplifier based on the LM 741
IC. The output of the SP was passed through a power detector to get the DC signal. The power
detector covered a wide range with low noise DC output and needed a single 5V supply. The
outputs of the difference amplifiers were the in-phase (1) and quadrature (Q) components. Both
() and (Q) were DC and were acquired by a data acquisition card (LabJack u6). Two channels
were used for acquiring this data. The data acquired by the data acquisition system were
processed in MATLAB for AoA estimation using Equation (1). Figure 7 shows all the
components of the measurement setup. Figure 7(a) shows the source, while Figure 7(b) shows
the setup used for the direction of the source. Figure 7(c) shows the SP circuit integrated with
the MIMO antenna system, while Figure 7(d) shows the LabJack u6 interface for data
acquisition.



62

"A Low Complexity Direction Finding System Based on a Six-port Integrated MIMO Antenna System", Rifagat Hussain, Ali H.
Mugaibel, Wajih Abu-Al-Saud and Mohammad S. Sharawi.

Dielectric
Dielectric
3y
1\/_!" —32.5—>!
1.5 ’ '
(a) (b)

Figure 4.Reconfigurable MIMO antenna system (a) Top view (b) Bottom view. [11] - All
dimensions are in mm.
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Figure 5.Block diagram of the DF measurement setup.
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Figure 6. Detailed view of SP integration with reconfigurable MIMO antenna system for RF
DF.

5. MEASUREMENT RESULTS

In the setup shown in Figure 7, a single SP circuit was used to determine the AoA in 2D. Using
a single SP with a two-element antenna setup can be used to determine the A0A in a single
plane. For a complete 3D (i.e., 6 and ¢) DF, a dual SP circuit with four antenna elements is
required. Due to hardware limitations, in this work we have determined the AoA in 2D only.

Figure 7. (a) RF source (b) Setup for angle adjustment (c) SP circuit integrated with a two-
MIMO antenna system (d) LabJack interface for data acquisition.
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5.1 Description of AoA Measurements

The objective of this work was to find the AoA of an RF distant source using the SP circuit
integrated with reconfigurable MIMO antenna system. In this experiment, AOA measurements
were made under known conditions. The receiving antenna was located with known orientation.
The AoA of the incoming signal wave was known beforehand. A single antenna was positioned
at known angles with respect to the receiver. The receiving antenna was operated with a single
tone signal at 1690 MHz and 2020 MHz for two different measurements of AoA determination.
This experiment was conducted at the Microwave Lab at KFUPM. In this AoA experiment, the
transmitting and receiving antennas were placed at a distance of 500 mm. The distance was
made to ensure the minimum level of power to be received for accurate AoA estimation. The
orientation of the transmitting antenna was changed for azimuth angles between +80°. It has
been found that the error was becoming drastic for angles above +60°. The maximum errors
found in the AoA measurements for azimuth angle between +60° were 16° and 13° for
frequency bands1690 MHz and 2020 MHz, respectively. The error introduced in the phase by
the SP was subtracted from the final error plots (the phase response of the SP was obtained from

the measured parameters). Figures 8 and 9 show the error in the estimated AoA(gZ) based on
the measured values of (1 ) and (Q) using Equation (1) for the frequency bands 1690 MHz and
2020 MHz. The figures show the error in estimated AcA (5 ). Practically, with the current setup
of SP and two-element MIMO antenna, the feasible range of scanning angle is from -60° to 60°

with a maximum phase error in estimated AoA (q; ) of 16° in the given two bands of operation.

5.2 Sources of Error in AoA Estimation

The proposed design was able to estimate the AoA with a maximum error of +16°. Although,
the error was high, it helps in understanding the problem and its implementation. The possible
sources of error are:

1. Ideally, the antenna elements are supposed to be 0.5A apart. The accuracy of the results
drops for closely spaced antenna elements. In the current scenario, the two antennas are
separated by a distance of 0.23\ and 0.27A, for the two frequency bands of 1690 MHz
and 2020 MHz, respectively.

2. Although all the circulators in the SP were designed to be symmetrical in the SP design,
due to fabrication tolerances, some phase error was observed at the output of SP circuit
and this contributes to the final estimated error.

3. Asymmetry and non-linearities resulting from the power detectors and difference
amplifies contributed to phase errors as well.

4. Different circuit modules were connected using wires. The slight difference in the
lengths of wires might have added extra phase, thus contributing to this final error.
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Figure 8.Angle of arrival at 1690 MHz.
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Figure 9.Angle of arrival at 2020 MHz.

6. CONCLUSIONS

In this paper, a low profile RF DF system is proposed for second generation CR applications.
The complete integrated system is of low cost, targeting lower frequency bands of practical
wireless devices and could be utilized for low processing DF systems in wireless handheld
devices and mobile terminals. The compact single SP circuit integration with the multi-band
reconfigurable MIMO antenna system is unique due to its contemporary design for RF DF. The
complete system is versatile, as it could be utilized to enhance the data throughput as well as in
beam forming mode for AoA estimation. The maximum error observed using this complete
system was +16°.
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ABSTRACT

Energy efficient real-time systems have been a prime concern in the past few years. Techniques at all
levels of system design are being developed to reduce energy consumption. At the physical level, new
fabrication technologies attempt to minimize overall chipset power. At the system design level,
technologies such as Dynamic Voltage and Frequency Scaling (DVFS) and Dynamic Power Management
(DPM) allow for changing the processor frequency on-the-fly or go into sleep modes to minimize
operational power. At the operating system level, energy-efficient scheduling utilizes DVFS and DPM at
the task level to achieve further energy savings. Most energy-efficient scheduling research efforts focused
on reducing processor power. Recently, system-wide solutions have been investigated. In this work, we
extend on the previous work by adapting two evolutionary algorithms for system-wide energy
minimization. We analyse the performance of our algorithms under variable initial conditions. We further
show that our meta-heuristics statistically provide energy minimizations that are closer to the optimum
85% of the time compared to about 30% of those achieved by simulated annealing over 500 unique test
sets. Our results further demonstrate that in over 95% of the cases, meta-heuristics provide more
minimizations than the CS-DVS static method.

KEYWORDS

Real-time systems, Embedded systems, Energy-aware scheduling, Meta-heuristics, DVFS, DPM.

1. INTRODUCTION

Embedded systems are evolving into cyber-physical systems; highly interconnected, tightly-
coupled systems with the physical world. The consolidation of the physical world into the
interconnected virtual world requires the use of many devices. Cyber-physical systems heavily
rely on sensors, communication devices and even the cloud. Such devices claim significant
portion of the system power profile and their share can no longer be excluded in energy
minimization. As a result, system-wide power reduction becomes a significant challenge.

Traditionally, research efforts have focused on processor power optimizations. The processor
dynamic power consumption highly depends on operational voltage and frequency as given by
Equation 1:

denamic = eff-Vc%d-f 1)

where C,rr is the effective switching capacitance, V4 is the supply voltage and f is the
operational frequency [21]. With the advancement of fabrication technologies and the shrinking
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of transistors’ size into the nanometer scale, effects of sub-threshold leakage current become
more prominent. Transistor miniaturization allows for the reduction of the supply voltage.
However, sub-threshold leakage current Ig,;, is inversely proportional to V,,. This becomes
more evident in Equation 2:

“in —Vad
Iyyp = Kie™e(l-e Ve ) 2
where K; and n are experimentally derived, Vg is the thermal voltage which is 25mV at room
temperature and increases linearly with temperature. Increasing V;, to reduce I,,;, is not a viable
option, as any increase in V;;, will reduce the maximum processor frequency and therefore affect

the performance. The relationship between threshold voltage V;;, and frequency f is given by
Equation 3:

f e (VddV_ Vth)a (3)
dd

where a is a technology parameter. To reduce processor dynamic power, Dynamic Voltage and
Frequency Scaling (DVFS) was introduced [1]-[2]. DVFS allows for the run-time change of
operating voltages/frequencies. Modern operating systems can access and operate processor
DVFS hardware. On the other hand, to reduce leakage current, Dynamic Power Management
(DPM) techniques are employed to turn off the processor [3] or inactive devices [4]-[5] when
idle.

Previous research has targeted system-level optimizations. It was shown that when system
devices are involved, the interplay between processor DVFS/DPM and device DPM techniques
is complex [6]-[8]. DVFS techniques could lower processor energy but increase device energy.
Many devices are expected to remain in the active state for the entire duration the task is
running on the processor [9]. Devices are allowed to switch into their low power states if they
are no longer used by successive scheduled tasks and only if it is energy efficient to do so. As
task execution times are scaled using DVFS techniques, the time the associated devices are
expected to be powered on is scaled as well, and more energy is consumed [9]-[10]. Moreover,
even though employing DVFS reduces dynamic power, the reduction of V44 increases leakage
current, and the prolonged execution of the task due to frequency scale down increases the
overall leakage power consumption. Therefore, an optimal frequency scaling assignment needs
to balance and minimize the overall system energy; that is of the processor and the devices
combined. This problem is known to be an NP-Hard problem [11]. As such, design time
algorithms developed specialized heuristics [11]-[12] or were based on mathematical
optimizations such as integer linear programming [9].

This work extends on previous research by adapting different meta-heuristics to minimize
system-wide energy and evaluating their performance. Meta-heuristics have been used in
scheduling problems related to energy minimization, load balancing [13], [22] or makespan
minimization. The genetic algorithm (GA) is one the earliest meta-heuristic evolutionary
algorithms employed for task scheduling and partitioning and for test set generation [14]-[16].
Differential Evolution (DE) is one of the newer evolutionary algorithms which differs in that it
is not biologically inspired, but rather relies on stochastic approaches [17]. Simulated annealing
(SA) is another meta-heuristic which approximates a global optimum of an NP-hard problem.
Simulated annealing was employed in [10] to minimize power consumption of a periodic hard-
real time system. We summarize our contributions in this work as follows:

e We propose and adapt two meta-heuristic evolutionary algorithms to find the DVFS
configurations which minimize system energy. We analyse and compare the
performance proposed algorithms against each other and against previous work.

o We investigate the optimal parameters for these algorithms and attempt to establish
confidence in the ability of such algorithms in producing near-optimal energy savings.
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The organization of the paper is as follows: Section 2 introduces the system’s task and energy
models. Section 3 describes the proposed algorithms as well as the reference algorithms. The
simulation methodology is presented in Section 4 and our analysis and results are summarized
in Section 5.

2. SYSTEM MODELS

In this section, the power and task models used in this paper are presented. The notations used
to describe task and power parameters are listed in Table 1.

Table 1. List of notations used in the paper.

t; Taski,i=1,2,...N
D;  Deadline of Task i
C;  Worst Case Execution Time (WCET) of i under maximum system frequency F1
T;  Period of task t;
F;  Normalized discrete CPU frequency levels, F; € F; F, ... Fpand F; > F, > .. > F
dp Devicek, k=1,2,...K
s The deep sleep mode where the least power is consumed
Total switching time overhead when the processor or device dj, is switched down

from active state to the low power state ts(gi and up from the low power state to the

+0

sw
active state ts(i

Total energy dissipated when the processor (CPU) or device d;, is switched down
Es(\)/v from active state to the low power state ES% and back up from the low power state to

the active state Es(l)i respectively
pO Device d;, or processor (CPU) power consumed while the device is in the low power
s states

padk Device d;, power consumed in the active state

PEPY" Processor power consumed in the active state while running at frequency level F;

tl(i’)ET Break even time of device d;, or the processor

2.1 Task Model

The system is a hard real-time system based on a set of N independent, periodic and fully pre-
emptible tasks with implicit deadline model (deadline equals the period). Tasks are assumed
schedulable under EDF policy when executed with no frequency or voltage scaling techniques
employed. Each task t; is represented by the tuple (C;, D;, T;) denoting task worst case
execution time, deadline and period, respectively. Each task t; is assigned a number of devices
dy and a frequency scaling factor F;. Similar to previous work [10], [23], we assume an inter-
task device scheduling model. That is, devices are available, active and running throughout the
associated task run time. Devices can be switched into an inactive state only at the end of the
associated task run-time. Switching the device to low power state takes place if the device is no
longer needed for a subsequent task and if it is energy-efficient to go to low-power state. The
hyper-period (HP) is the least common multiple of all task periods and represents the period in
which the task scheduling pattern repeats. Utilization is measured by ¥ % and must be less
than or equal to one for a feasible EDF schedule. In accordance with previous research [9]-[10],
[7], the relationship between task execution time and frequency scaling is assumed to be linear
and the execution time for task t; after scaling is measured by C;/F;. Slack time (processor /
device idle time) is only utilized for the possibility of switching the processor / device to low-
power mode.
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2.2 System Power Model

We consider a processor and devices which have one active state and one low power (deep
sleep) state s. The deep sleep state s is the state where most of the processor/device components
are turned off. This model is used to keep the design space exploration for the algorithms
proposed in this paper manageable. Yet, the system could be readily extended to support
multiple low power states s;. In the active state, the processor is capable of executing tasks at
one of Q-discrete frequencies. F; is the normalized frequency corresponding to frequency f;;
where f; > fi,; > ... > fo. The frequencies are normalized to the highest system frequency f;.
Switching from the processor active state to the lower power states s entails switching time and
energy overheads, defined as t$PY and ESPY | respectively. The switching overheads include
both the switching overheads from active to low power state and vice versa. The power
consumed while the processor is in the active state depends on the currently selected frequency

and is denoted PEiP U. Power consumed while the processor is in deep sleep state s is denoted as
PSCPU.

Similar to the processor model, the device power consumed in active and low power states are
denoted as Pad" and Psd" , respectively. And device time and energy switching overheads
between the active and low power state are represented by tfv’; andEfW", respectively.

Processors' and devices' transition from their active states to a lower power state occurs only
when the transition is power-efficient. Switching states is considered power-efficient if the total
switching power between active, low-power to active states is less than the power consumed if
the processor/device is kept idle in the active state. The decision to switch to a lower power
processor or device state is based on the break-even time tggr . tgpr represents the minimum
idle time threshold required to switch to a lower power state to satisfy the power-efficiency
condition. Equation 4 computes the break-even time for the processor [18].

cpu ESEU= PP s eGp
tger (CPU) = max | tsy pCPU_ pCPU (4)
. S
L

Similarly, Equation 5 computes the break-even time for any device d.

di_ pdic o Ak

dr Egqy—
tger (di) = max(tsv’;,w ) ()
a N

3. ENERGY AWARE SCHEDULING ALGORITHMS

In this section, we propose and adapt two meta-heuristics for system wide energy minimization.
One is based on a discrete implementation of genetic algorithm for frequency scale assignment.
The other is based on the newer differential evolution algorithm. In section 5, we compare these
algorithms against each other and against the simulated annealing meta-heuristic based on the
recent work of [10]. We also compare the results to the famed heuristic algorithm CS-DVS [7]
which is one of the most powerful and regularly cited algorithms. We summarize the simulated
annealing algorithm and present the CS-DVS for completeness at the end of this section.

3.1 Definitions

Before introducing the proposed energy aware scheduling algorithms, a few definitions need to
be presented, as they are frequently encountered in the subsequent sections.

Definition 1. A power configuration is defined as a permutation of DVFS frequency
assignments of dimension N (mapped to each task t;), a power cost variable and a set of status
flags. Flags convey information on the feasibility of the configuration or control decision paths
within the algorithm.
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Definition 2: The quality of a configuration (and algorithm) is defined as how well it is able to
minimize system energy to near optimal values (within 1% of optimal).
Definition 3: A feasible power configuration is one which satisfies EDF scheduling feasibility

condition when DVFS is employed; that is Z’{’T_CiF' <1.

3.2 Genetic Algorithm Frequency Scaling (GAFS)

The genetic algorithm is an optimization algorithm based on the principles of genetics. The
genetic algorithm mimics the process of natural selection and the survival of the fittest. The
algorithm starts with a population of random solutions of a certain size that is allowed to evolve
through time towards global optimum. Each member of this population is called a chromosome.
Each chromosome consists of a set of variables which are called genes.

The genetic algorithm passes through multiple iterations. In each iteration, the cost of each
chromosome is evaluated by applying the chromosome genes (variables) into the objective
function. The objective function represents the problem which we aim to minimize or
maximize. The chromosomes are then sorted in terms of their cost. Half of the chromosomes
which have costs closer to the optimum are maintained, while the other half is discarded. This
set of preserved chromosomes is called parents. Parents are used to generate the other missing
half of the population which is termed offspring or children. Parent chromosomes are paired
amongst each other. Genes are exchanged between paired chromosomes in an operation called
crossover. There exist many techniques and strategies for pairing parents and gene crossover
[20]. The current population of parent and child chromosomes is subjected to a mutation
operation. A certain percentage of genes across all chromosomes is randomly selected and
altered. This is to mimic genetic mutations which occur in nature. This new population is now
processed in the very same manner in the next iteration. The algorithm iterates until it converges
to a solution.

In our work, a discrete non-binary version of the genetic algorithm is implemented to find a
power configuration that minimizes system power. The power configuration used in GAFS is
comprised of a chromosome c¢ of N genes and a set of configuration flags, where N is the system
tasks count. Each gene represents a possible task frequency assignment F; for task
7; and is initialized by the index i of the frequency scale level F; assigned to the task. This is due
to the fact that we are using a discrete and integer genetic algorithm. The flags specify whether
the configuration is feasible, a parent chromosome or in mutated state. Mutated chromosomes
are the ones with one or more genes randomly changed through the mutation operation.
Crossover and mutation operations are detailed below. The genetic algorithm for frequency
assignment (GAFS) is listed in Algorithm 1.

Initially, a set of power configurations of size NP are initialized with random frequency scaling
factors such that each configuration is feasible. All configurations are set to be parents and in an
unmodified state. Each initial configuration is run for one hyper-period and the system power
cost is computed and assigned to the configuration. The lowest power NP/2 chromosomes are
selected as parents and sorted from lowest to highest power. A top-bottom pairing approach is
used to pair parents from the parent pool. A one point crossover operation is performed, where
genes are exchanged between the paired chromosomes. No minimum less than 25% and no
maximum more than 40% of chromosome genes take part in the crossover process. After the
exchange, a mutation operator is applied on the whole population except for the elite
chromosome, which is the one that yielded the overall minimum system energy. The elite
chromosome carries from one generation to another and is only replaced if another chromosome
yields lower system power. The number of mutations applied is calculated according to
Equation 6.
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Algorithm 1 GAFS

1: Initialization:
2: iteration <

3: for i+ 1,NPdo > NP: Population Size
4 ¢i +— Random and feasible frequency scales
5 Set ¢; as parent, feasible, and unmodified
6: Run ¢; in next HP - measure and store power
7 iteration < iteration + 1
8: end for
9: while iteration < max_hp do
10: Produce Next Generation:
11: Sort NP configurations from min to max power
12: Select best % configurations for crossover and mutation
13: Pair best configurations from lowest to highest power
14: Perform one point cross over and replace discarded configurations
15: Set state for new configurations as child
16: for n < 1. #mutations do
17: Randomly choose a configuration from new generation (exclude best/elite)
18: Randomly mutate frequency assignment to new value
19: if chosen configuration is parent then
20: Change parent state to modified
21: end if
22: end for
23: for j+ 1,NP do
24: if new ¢; is unfeasible then
25: Set power of unfeasible configuration to co
26: end if
27 end for
28: forn < 1.NPdo
29: if new c¢; is feasible configuration then
30: if new c; is child or modified parent then
31 Load new configuration c;, measure power in HP
32: iteration < iteration + 1
33: end if
34: end if
3s: end for
36: if No configuration is feasible in current generation then
37: Terminate. Choose elite chromosome as solution
38: end if

39: end while

Mutations = p x (NP - 1) x N; (6)

where NP and p are the population size and the mutation factor, respectively.

Finally, each new chromosome configuration is checked for feasibility. If it fails, then its cost is
set to oo. Parent chromosomes which have undergone mutation are marked as such.

Only feasible child and modified parent configurations are run in subsequent hyper-periods.
This eliminates redundant computation for the elite and unmodified parents. The whole process
repeats for each generation of power configurations until the maximum hyper-periods specified
are reached or the algorithm converges. Ideally, if each generated chromosome is feasible, then

the lower bound of the number of generations produced is [%], where HP is the number of test

hyper-periods. The upper bound case will be when the algorithm is only able to produce one
feasible configuration per generation. The upper bound will be equal to 1 + HP - NP. If the
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algorithm returns no feasible chromosomes to be run, then it stops and the elite chromosome is
used as a solution.

3.3 Differential Evolution Frequency Scaling (DEFS)

Differential evolution is an optimization algorithm which belongs to the same group of
evolutionary algorithms as that of the genetic algorithm. Differential evolution is founded on
stochastic principles to find a solution. The algorithm maintains a set of solutions called
candidate vectors which evolve through iterative operations. Each vector is comprised of a set
of variables which are applied to the objective function to calculate the cost of a solution.

The differential evolution algorithm passes through multiple iterations. In each iteration, for
each vector in the population (called base or parent vector), a new vector is created. Each new
vector is generated from the addition of a scaled difference of two different candidates to
another third candidate. The set of new candidates are called donor vectors. A new vector called
the trial vector is generated from each base vector and its corresponding donor vector based on a
certain probability. The cost of the trial vector is measured. It replaces its corresponding base
vector only if it is closer to the optimum. Otherwise, it is discarded.

In our adaptation of the differential evolution algorithm which is listed in Algorithm 2, a
configuration in DEFS is comprised of an N-dimensional vector v, a feasibility flag and a cost
variable. N is the number of system tasks. In a population of a size of NP configurations, each
configuration is initialised with random and feasible frequency scales (i.e., the index i of the
frequency scale level F; assigned to the task) and run in subsequent hyper-periods. System
power consumption of initial configurations is recorded for each configuration in each hyper-
period.

To produce the next set of candidate configurations, for each base vector in the population, three
different vectors are randomly chosen. A donor vector t, is computed from these three vectors
on an element-by-element basis using a mutation formula as shown in Equation 7:

ty, = round (t,, + @.(ty, — ty,)); (7)

where i #i; # i, # iz and @ is the vector difference scaling factor (mutation factor) and should
not be confused with frequency scaling factors. Rounding to integer is one form of discretising
the continuous version of DE algorithm. A boundary check follows to constrain the frequency
scales to fall within the supported processor frequency levels according to Equation 8:

by, = min(fmax, Max(fmin, tv,-)); (8)

where fi, and fy. are the lowest and highest frequency scales supported by the processor,
respectively. Finally, the donor vector t,, is crossed over on an element-by-element basis with
its parent (base) v;, the i vector of the population using Equation 9:

wli] = {tvi[j] if j >CR

v;[j] otherwise
where j is the | element of vectors v;, ty, and j € [1, N]. rj is a randomly generated number for
each element j, where r; € [0; 1]. CR is the crossover probability used as a control element for
the differential evolution algorithm, CR € [0, 1].

(9)
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Algorithm 2 DEFS

1: Initialization:
2: iteration +— ()
3: fori+ 1.NPdo - NP: Population Size
4 v; +— Random and feasible frequency scaling
configuration
5: Set v; as feasible
f: Run v; in next HP - measure and store power
7: iteration < iteration + 1
&: end for
9: while iteration < max_fip do
10: Produce Next Generation:
11: fori«+ 1, NP do
12: Get donor vector 1, for parent (base) v;
13: Perform boundary checking and correction on £,
14: Trial vector u; +— crossover between donor vector ¢, and base vector v;
15: if u; is feasible then
16: Run trial u; in next HP and measure power
17: iteration < iteration + 1
18: else
19: Set power of u; to oo
20: end if
21: if Power(u;) < Power(v;) then
22: Replace v; with new candidate configuration u;
23: end if
24: end for

25: end while

Each of the trial vectors undergoes a schedulability check and its feasibility flag is set
accordingly. If it is unfeasible, then its cost is set to oo ensuring that it will never replace its
parent (base vector). Only feasible configurations are allowed to execute in the next hyper-
period. Once the trial vector power is measured, a replacement check is conducted according to
Equation 10:

vy = {ui if Power(u;) < Power(v;) (10)

v; otherwise

where Power(u;) is the trial configuration power within the hyper-period and Power(v;) is the
power of its parent (base) configuration. Candidate configurations will be generated until the
number of iterations hits the specified maximum or the algorithm converges.

3.4 Critical Speed — Dynamic Voltage Scaling (CS-DVYS)

Each running task consumes both processor dynamic and leakage power, as well as power that
is related to all associated system devices. Increasing the voltage/frequency scale of the
processor leads for the task to have a shorter execution period on the expense of consuming
higher dynamic power. Since the task execution time has been reduced, the leakage power and
all associated devices' power is also reduced. This is due to the fact that associated devices are
kept in an ON/wait state for a shorter time. The converse is equally true when the
voltage/frequency scales are reduced.

As such, using the lowest frequency/voltage scales does not necessarily lead to minimum
system power due to increased leakage power effects and prolonged device execution/wait time.
Critical speed is defined as the speed which minimizes the overall dynamic, leakage and device
power. Due to the different set of associated devices that a task uses, each task may have a
different critical speed which minimises its power consumption. To find the critical speed of a
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task t;, the power consumed by task z; is measured at each frequency scale F; The frequency
scale F; which results in the minimum task power is thus selected as the one corresponding to its
critical speed.

Setting all system tasks to run at their critical speeds does not ensure feasibility, as the critical
speed scales might cause system tasks to miss their deadlines. To maintain a schedulable
system, it is necessary to select and run certain tasks at higher speeds than the critical speed.

Algorithm 3 shows the description of the CS-DVS algorithm which was presented in [7]. The
algorithm runs in two stages. Initially, it computes the critical speed of each system task. Then,
to maintain feasibility, it determines which tasks and by which factor their frequency/voltage
scales need be increased while maintaining minimum power consumption. As long as the
system is not in a feasible state, all tasks which are not already assigned the maximum system
speed are candidates to have their frequency scales increased to the next scale. The power
difference between having a task run at its current scale and the next scale is computed. The task
with the minimum power consumption penalty is chosen and its scale is adjusted to the next
one. The process repeats until a feasible schedule is achieved.

Algorithm 3 CS-DVS [7]
1: Initialisation:
2: Compute critical speed of each task 7;
3: Set frequency scale F; of task 7; to that of the critical speed
4: while (configuration not feasible) do
5 for All tasks not running at max processor speed Fj do

6: Compute task associated power at next higher frequency scale
7: Compute task power consumption difference between current
and next higher frequency scale
end for
9: Choose task with lowest increase in power
10 Set chosen task frequency scale F; to Fi_;
11: end while

3.5 Simulated Annealing (SA)

Simulated annealing is a meta-heuristic that approximates a global optimum of an NP-hard
problem. The algorithm starts with a solution and explores neighbouring solutions that move
towards a global optimum. A neighbouring configuration is defined as that which differs from
the current configuration by one value in the set of solutions (in our case one frequency scale).
A neighbouring solution that is closer to the global optimum always replaces the current
solution. To avoid falling into a local minimum, a worse solution could be accepted based on a
certain acceptance probability. The rationale behind this is that even though a worse solution is
accepted, the neighbouring solutions of the worse solution could potentially move us toward the
global optimum. In our work, we follow the adaptation of simulated annealing meta-heuristic
for system energy minimization as presented in [10] with minor modifications.

Similar to our proposed algorithms, SA starts with a feasible configuration J which is a vector
of size N tasks. The frequency scales assigned to the initial vector are set to those resulting from
applying the CS-DVS algorithm. The initial configuration is executed in one hyper-period and
its power consumption cost is recorded. One frequency scale in the current configuration J is
randomly changed to another supported scale to generate a neighbouring configuration J*. J* is
checked for feasibility. If feasible, the cost of this neighbour configuration J* is measured and
recorded in a subsequent hyper-period; otherwise, another neighbour J* is generated from J
until a feasible neighbour is found. If the newly found neighbour configuration minimizes the
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system energy more than the current configuration, the optimized configuration replaces the
current configuration J. However, if the neighbour configuration results in more system power
consumption, it still can replace the current configuration J. For this case, a random probability
p € [0, 1] is generated and acceptance probability a is computed according to Equation 11:

Power(J)—Power(J*)
o =e Power(J)*K (11)

where K is the annealing factor to be decided through experimentation. If o> p, then the worst
solution replaces the current solution. The algorithm stops when the number of test hyper-
periods is reached. The SA algorithm is listed in Algorithm 4.

Algorithm 4 Simulated Annealing
1: Initialisation:

2: Set initial configuration J to the output of CS-DVS [7]
3: Run J in next HP - measure and store power
4: iteration + iteration + 1
5: Produce Next Neighbour:
6: while iteration < max_hp do
7 Generate neighbouring configuration J
8: if /= is feasible then
9: Run J in next HP - measure and store power
10: if Power (Jx) < Power (/) then
11: J=J*
12: else
13: Generate random probability p
14: Compute acceptance probability o
15: if o > p then
16: J=Jx
17: end if
18: end if
19: iteration < iteration + 1
20 end if

21: end while

4. SIMULATION

To analyse the performance of the proposed algorithms for frequency scaling and system wide
power reduction, we devised a set of experiments. We developed an event-driven simulator
using SystemC 2.3.0 and TLM. Processor and device power models are consistent with previous
work [10], [18]. They are based on the Intel XScale processor power profile and the device set
shown in Tables 2 and 3, respectively.

Table 2. Intel XScale processor power model.

Frequency Steps (MHZz) 1000 800 600 400 150

PEiPU (Watt) 1.6 0.9 0.4 0.17 0.08

Voltage (V) 1.55 1.45 1.35 1.25 1.15
ESPU =0.5m) tiPU = 85ms

For each task set of size N, where N € [1 - 9], a total of 500 random and unique task sets are
generated. The upper limit for task set size is limited by the exhaustive search time for an
optimal solution. Each task t; is randomly assigned a unique device set, where the number of
different devices per task € [0 - 2]. Each device is randomly chosen from the device set shown
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in Table 3. The periods of the tasks are randomly and uniformly chosen from the range of [0.5 -
100] ms. We assume that the periods of tasks in real-time systems are harmonic [10], so that
they can help in reducing the simulation time. The algorithm in [19] is employed for this
purpose. Tasks WCETs are randomly selected to be between 2% and 40% of the original
unmodified task period. Simulations are run ten times per test case for a total of 5000
simulations for each task set size.

Table 3. Devices power model.

Device P, adk P, sdk P, sik P, scciik tgblf tg;
(W) (W) (W) W) (W) W)
Realtek Ethernet Chip 0.187 0.085 0.125 0.125 0.01 0.01
IBM Microdrive 1.3 0.1 0.5 0.5 0.12 0.12
SST Flash SST39LF020 0.125 0.001 0.05 0.05 0.001 0.001
SimpleTech Flash Card 0.225 0.02 0.1 0.1 0.002 0.002
MaxStream Wireless Module 0.75 0.005 0.1 0.1 0.04 0.04
R = Bt n = Eg e

The next step is to find the best tuning parameters to initialize the meta-heuristics algorithms;
namely, population size, mutation factors and crossover probabilities. Population size for both
GAFS and DEFS is set to 8, 16 and 24 with an additional 32 test case for GAFS. GAFS
mutation rates are set to 0.1 and 0.2. Larger mutation rates could in theory make it harder to
converge as the algorithm will keep jumping between search points. Lower values could
possibly lead to premature convergence and produce non-optimal results [20]. In DEFS, we
chose crossover probabilities CR of 0.3, 0.5 and 0.7. We also chose the same range of mutation
factors (scaling factors). We chose these values as uniform probability samples in the range [0-
1]. All simulations are investigated over hyper-period sizes of [50, 100, 200 and 400]. We use
two additional hyper-periods 1000 and 2500 with task sizes of 7 and 9. We assume the
scheduling overhead to be low and therefore neglected.

An exhaustive search with all possible task DVFS permutations is carried out to obtain the
optimal value with minimum system power. The optimal configuration serves as a reference for
testing the quality of the configuration found by the algorithms under investigation. The
performance of the algorithm is measured by how often the near optimal results are produced in
every single case. This gives confidence in the ability of the algorithm performance to minimize
system power. Finally, we simulate the CS-DVS [7] algorithm and the SA algorithm from [10]
for comparison purposes.

5. RESULTS AND DISCUSSION

In this section, we report the sensitivity results of the proposed algorithms as well as the
simulated annealing algorithm to the different tuning parameters. We also compare the proposed
algorithms to previous work in terms of how close they are to optimal energy savings, and how
much they yield better results than the well-established CS-DVS algorithm. The base energy
savings from DVFS assignments are shown for the static CS-DVS and optimal search in Figure
1. These results serve as a baseline for comparing the quality of the proposed and previous
algorithms.
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Figure 1. Average CS-DVS and optimal DVFS power savings over 500 unique sets. Tx denotes
a task set with x tasks.

5.1 Sensitivity Analysis

In this sub-section, we present the performance of the proposed algorithms when their initial
parameters are changed. Mainly, we vary the parameter under investigation, while the values of
the other parameters remain fixed. Our experiments include varying the number of hyper-period
iterations for which the algorithm is simulated. This is to analyse the convergence of the
algorithms and their possible early termination effects (i.e., GAFS no longer has a pool of
feasible chromosomes). We also vary mutation rates and crossover probabilities and report our
findings. The results in Table 4 through Table 11 are shown for the cases where one variable is
studied, while the others are fixed at the values which gave the best overall results.

The effects of running the algorithms over more hyper-periods (generations) is shown in Table 4
and Table 5 for a sample of the tasks for both GAFS and DEFS algorithms. Since the
assignment space for N = 3 is small, an exhaustive search will always guarantee an optimal
result in fewer HPs than running either GAFS or DEFS (5° compared to 400). The base five
corresponds to the number of frequency levels supported by our model processor as shown in
Table 2. However, for larger task sets, meta-heuristics deliver near-optimal energy savings in
much less time (within 2500 HPs compared to 5° HPs for N = 9). The majority of the results for
GAFS are near-optimal. Our observations show that setting the HP test limit to around 3% of
the search space 5" yields good results. The more hyper-periods the algorithm runs through, the
better the overall results. This allows for more time for the algorithm to converge towards a near
optimal solution as it is testing more chromosomes as potential solutions.

Table 4. GAFS near-optimal power savings sensitivity to hyper-period.

Tasks Hyper-period
50 100 200 400 1000 2500
T3 43.3% 67.1% 92.8% 97.5% - -
T5 22.9% 36.2% 67.7% 84.6% - -
T7 13.2% 17.7% 32.8% 57.5% 70.1% 78%
T9 13.9% 17% 27% 46.9% 68.6% 85.3%
GAFS population size =32

Table 5. DEFS near-optimal power savings sensitivity to hyper-period.

Tasks Hyper-period
50 100 200 400 1000 2500
T3 35.8% 42.2% 69.4% 93.6% - -
T5 19.5% 22.6% 33.4% 67.1% - -
T7 12.2% 13.1% 17.1% 36% 70.9% 82.8%
T9 12.5% 13.1% 16.5% 28.8% 62.4% 86.5%
DEFS population size =24, CR=0.3and ¢ = 0.5
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The next step is conducting analysis on varying the initial population size. That is, we change
the number of initial feasible chromosomes for the GAFS algorithm, as well as the initial
candidate vector pool for DEFS. In Table 6, we observe that larger population sizes in GAFS
yield better results with wider margins for larger task sets. Larger population sizes make it
possible to have more pairings and crossover possibilities that in turn allow for better
exploration of the search space. A population size of eight only has two pairs of parents to
generate an offspring compared to 16 pairs in a population of 32. The difference between a
population size of 24 and 32 is insignificant in most of the cases.

Table 6. GAFS near-optimal power savings sensitivity to population size, p=0.1.

Population size 8 16 24 32
Task No. HP Percentage of near-optimal power saving configurations
T3 400 95.9% 96.9% 96.9% 97.5%
T5 78.3% 82.1% 84.6% 84.6%
T7 9500 67.7% 75.3% 78.0% 78.0%
T9 77.1% 82.4% 84.6% 85.3%

Task No. HP Percentage of configurations better than CS-DVS
T3 400 94.9% 95.0% 95.0% 95.0%
T5 94.8% 96.7% 97.6% 98.0%
T7 9500 95.8% 97.5% 98.2% 98.0%
T9 97.4% 98.3% 98.4% 98.7%

In GAFS, we limited our study of mutation rates to rates of p = 0.1 and p = 0.2. This is to keep
by the suggestion in [20] of using low mutation rates to ensure algorithm convergence. Table 7
shows power savings sensitivity to GAFS mutation rates and task set size when the population
size is fixed at 32. As seen from the table, we observe that lower p= 0.1 gives overall better
results and only in few cases p = 0.2 results in marginal gains. Given the population size and the
chromosome size of our problem, lower mutation rates were expected to give better results.
Higher mutation rates would entail exploring further away from our current best results. As p
increases, the closer the genetic algorithm gets to a random search. GAFS outperforms CS-DVS
in most cases, especially with larger task set sizes.

Table 7. GAFS near-optimal power savings sensitivity to mutation factors, population size = 32.

Percentage of near-optimal Percentage of operations
power saving configurations better than CS-DVS
Task No. HP p=0.1 p=0.2 p=0.1 p=0.2
T3 400 97.5% 96.7% 95.0% 94.9%
T5 84.6% 78.6% 98.0% 95.7%
T7 2500 78.0% 81.8% 98.0% 99.0%
T9 85.3% 73.2% 98.7% 97.3%

Table 8 shows the results of varying the population size for the DEFS algorithm when CR = 0.3
and the mutation rate (scaling factor) ¢ = 0.5. The reported results are best when each of the
values of CR is tuned over the set [0.3, 0.5, 0.7]. We see that a population size of 16 provides
better results for smaller task sets; whereas a population size of 24 gives better results for larger
task sets. Similar to GAFS, large population sizes allow for richer selection of candidate
vectors, as well as for more variance in the crossover and mutation operations. Since larger task
sizes entail larger dimensions, larger initial population is expected to achieve convergence
compared to smaller task sizes.
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Table 8. DEFS near-optimal power savings sensitivity to population size, CR = 0.3 and ¢ =0.5.

Percentage of near-optimal  Percentage of configurations

power saving configurations better than CS-DVS
Task No. HP Population Size
8 16 24 8 16 24
T3 400 90.8% 95.8% 93.6% 91.0% 94.6%  94.2%
T5 712% 804% 67.1% 905% 96.7%  94.6%
T7 2500 343% 779% 828% 86.8% 97.4% 98.8%
T9 40.6% 81.4% 86.5% 88.1% 98% 98.6%

The sensitivity analysis findings of DEFS crossover probability (CR) and mutation (scaling)
factor ¢ parameters is summarized in Table 9. For larger task sizes of 7 and 9, we find that
crossover probability and mutation factor carry no statistical differences in yielding better
results across different combinations of CR and ¢. However, for smaller task sizes, a CR of 0.3
and ¢ = 0.5 provide better results by a wide margin (i.e., up to 14% better results than those at
CR =0.7 and ¢ = 0.7 for a system with five tasks).

Table 9. DEFS sensitivity to crossover probability (CR) and mutation factor ¢ at best results of
fixed population size and hyper-period.

Population size 16 24
Hyper-period 400 2500

CR ® T3 T5 T7 T8
0.3 94.4% 76.1% 77.1% 81.8%

0.3 0.5 95.8% 80.4% 82.8% 86.5%
0.7 95.3% 78.2% 83.3% 85.6%
0.3 92.9% 75.2% 80.7% 84.9%

0.5 0.5 94.3% 78.2% 84% 87%
0.7 93.7% 76.3% 83.7% 87.0%
0.3 87.9% 68.0% 80.1% 83.8%

0.7 0.5 89.7% 69.2% 82.5% 84.8%
0.7 87.6% 66.4% 82.6% 83.9%

Table 10. Simulated Annealing (SA) near-optimal power savings sensitivity to hyper-period.

Tasks Hyper-period
50 100 200 400 1000 2500
T3 36.8% 43.5% 51.5% 58.8% - -
T5 21.5% 23.3% 26.5% 32.3% - -
T7 13.9% 14.7% 15.6% 17.3% 19.6% 31.5%
T9 20.6% 23.0% 25.3% 27.9% 17.3% 25.6%

Table 11. Simulated Annealing (SA) percentage of configurations better than CS-DVS.

Tasks Hyper-period
50 100 200 400 1000 2500
T3 63.3% 70.4% 74.9% 75.7% - -
T5 54.7% 60.8% 65.9% 72.8% - -
T7 48.1% 54.4% 59.8% 66.5% 70.3% 78.6%
T9 40.5% 44.9% 48.1% 52.0% 63.4% 72.6%
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The reference values for the simulated annealing (SA) algorithm implementation are
summarized in Table 10 and Table 11. One major observation is that the results of the SA
algorithm do not provide substantial gains as the number of hyper-periods is increased when it
comes to near-optimal results. This is more obvious at the larger task set size of T9. In fact,
lower number of hyper-periods could provide better results. This is due to the algorithm design
as implemented by [10], where even though the algorithm can escape a local minimum, there is
no guarantee that it will converge to a better solution and the best-yet found values are not
preserved.

5.2 Algorithm Comparison and Discussion

Figure 2 provides a performance summary of the proposed and reference algorithms. We
observe that the proposed algorithms outperform the SA algorithm in terms of their ability to
consistently provide near-optimal power savings. As the task set size increases, the quality
performance of SA decreases, while the proposed algorithms consistently maintain their quality
performance. Figure 3 shows that the SA algorithm fails 25% of the time to yield quality
configurations better than CS-DVS. In effect, this could lead to high system-wide energy
consumption. Both GAFS and DEFS are superior to SA, as they almost always deliver better
power configurations than CS-DVS.

GAFS slightly outperforms DEFS for smaller task sets and the converse is true for larger task
sets. The weakness point of GAFS is that a new generation of test quality configurations can
only be generated when the current population has been fully examined. DEFS does not suffer
from this issue, as candidate test configurations are generated randomly from a list of the so-far
best found quality configurations which are readily available. The SA algorithm suffers from the
possibility of replacing an elite solution by a non-optimal one. This is due to the inherent design
of the algorithm, where it stochastically accepts worse solutions as means to escape a local
minimum.

Finally, even though GAFS maintains an elite solution through the generations (which only gets
updated if better solution is found), GAFS suffers from the possibility of producing a whole
generation of non-feasible solutions aside from the elite. DEFS, on the other hand, does not
suffer from these issues as it maintains a population of best found feasible solutions at any time.
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Figure 2. Percentage of near-optimal results of the three meta-heuristics over 500 unique sets.
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Figure 3. Percentage of the three meta-heuristics that are better than the CS-DVS heuristic over
500 unique sets.

Furthermore, since each configuration is randomly produced from this set based on mutation
probabilities, even if a pass generates a set of unfeasible power configurations, new feasible
power configurations can still be produced in subsequent hyper-periods.

6. CONCLUSIONS

System wide energy minimization is of paramount importance in modern embedded system
design. We specifically adapted the use of genetic (GAFS) and evolutionary (DEFS) algorithms
with the goal of reducing the overall energy consumption. We have investigated the
performance of our developed meta-heuristic algorithms that assign frequency scaling (DVFS)
to tasks in a hard-real-time system. We measure energy consumption at the system level; that is
that of the processor and the devices. We have conducted a sensitivity analysis over a wide
range of initial values of the proposed algorithms. We have found that setting the algorithm
search space to 12% of the available search space for small task sizes (i.e., T5) yields a majority
of near-optimal results. A much smaller search space of < 3% of the total exploration space
works well for larger task sizes of 7 and 9. For the genetic algorithm, an initial chromosome set
of 32 performs better than all other initial set sizes of 8, 16 or 24. There are marginal result
differences in changing the mutation factor p from 0.1 to 0.2. In DEFS, the size of the initial
vector set affects smaller task sets differently than larger task ones. An initial size of 24 vectors
provides a majority of near-optimal results for task set size of 7 and 9. The same results are
obtained for smaller task sets of 3 and 5 with a smaller initial vector set size of 16. Finally, a
crossover probability of 0.3 and mutation (scaling) factor ¢ = 0.5 provide the best overall
results regardless of the task set size.

The proposed algorithms outperformed the simulating annealing (SA) algorithm by an
approximate factor of 2.75 to 1 for finding a near-optimal configuration when the system task
set is comprised of 5 to 9 tasks. Furthermore, based on 500 unique sets of tasks, our proposed
algorithms deliver near-optimal results in over 95% of the cases compared to the CS-DVS
algorithm. Simulated annealing is better than CS-DVS by an average of 75% of the time. The
proposed techniques we put forth have allowed for additional energy optimizations, which is
favourable for the quest in the design of low power embedded systems.
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