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ABSTRACT 

The rapid advancements in wireless sensor network (WSN) technology gave impetus for large-scale deployment 

of Internet-of-things (IoT) services and applications. One of the envisioned IoT applications is the use of 

wireless sensor nodes in gas-leakage monitoring and detection applications. Such IoT applications can provide 

better protection to fire fighters and provide safety and early-warning gas detection alarms within a timely 

manner for individuals, factories and institutions. In this article, we highlight the unique characteristics of 

WSNs, discuss the main WSN design requirements associated with gas leakage and monitoring applications, 

discuss main differences between data collection- and event detection-based WSN solutions and present a 

detailed overview of the works that have been accomplished on providing WSN solutions for gas leakage 

detection and monitoring. 

KEYWORDS 

Data collection, Event-driven, Hazard environment, IoT, Liquefied Petroleum Gas leakage (LPG), On-the-fly 

deployment, Pre-deployment, WSNs. 

1. INTRODUCTION 

The recent development of sensor technology along with the huge advances of the wireless 

communication and networking technologies resulted in moving toward an expected large-scale 

deployment of Internet-of-thing (IoT)-based wireless sensor networks (WSNs) (e.g., [1]–[4]). Large 

number of applications are envisioned for such type of wireless networks, such as environmental 

monitoring, military/civilian surveillance and security, precision agriculture, industrial automation, 

manufacturing and inventory control, transport monitoring and control, smart cities, smart homes, 

smart grid, …etc. (e.g., [5]–[9]). 

An IoT-based WSN includes a large number of inter-connected small-size, inexpensive and low-

energy dissipating devices [10], [11]. There are two types of deployment of such devices: random 

deployment or pre-specified manual deployment. The sensor devices are capable of self-organizing 

themselves to create a multi-hop wireless network. One of the most attractive features of IoT-based 

WSNs is the possibility of on-the-fly deployment of the sensor devices being used for unattended 

operations with minimum maintenance and no pre-existing infrastructure [12], [13]. Each sensor 

device can sense specific physical conditions or collect some required information (e.g., detect 

Liquefied Petroleum Gas (LPG) leakage [14]–[16]), process the collected/sensed data and send the 

reported measurements to a named pre-specified control node. Data aggregation and/or compression 

may be performed by the sensor nodes such that the communication overhead and energy consumption 

are reduced [17], [18]. Such attractive features and characteristics of WSNs made it a suitable 

candidate to be used in fire-fighting and LPG-gas detection applications [19], [20], [21].  

LPG is one of the necessities of daily life, as almost all residential locations and service areas have gas 

cylinders (i.e., houses, factories, restaurants, hotels). However, any leakage of gas may cause the 

occurrence of explosions and serious fires. Thus, it is important to identify such leakage and take the 

appropriate action in a timely manner [22]–[23]. For this purpose, a WSN can be pre-deployed to 

remotely monitor and detect gas leakage in a timely manner. Such information can decrease the 

occurrence of explosions and serious fires and can assist in the process of controlling the spread of the 

gas leakage. On another hand, WSN technology along with IoT capabilities can provide better 
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protection and safety to fire fighters, where the sensor nodes can be deployed on-the-fly by the 

firefighters operating in the hazard zone (e.g., burning building). The sensor nodes can wirelessly send 

information about the current status (such as gas density) inside the burning/gas leaked closed area to 

the internet or a command center. This allows the fire fighters to take the appropriate action before 

entering the dangerous area [24], [25], [26]. We note here that several WSN systems have been 

designed for fire-fighting, gas monitoring and detection applications based on different wireless 

communication technologies. However, most of these designs did not fully exploit the capabilities of 

IoT systems and WSN technology and did not consider their unique functionalities and requirements. 

Very few works have proposed LPG leakage detection systems based on the IoT technology, but the 

proposed systems are stand-alone sensing systems that do not utilize the WSN technology. The 

developed communication protocols, hardware designs and processing mechanisms for WSNs cannot 

be directly implemented in IoT-based WSNs. Therefore, new designs and communication protocols 

are needed to fully utilized the IoT functionalities and capabilities in WSNs such that network 

performance is improved (i.e., delay, throughput, energy consumption, connectivity …etc.). 

The main objective of this paper is to overview and analyze the main WSN implementations and 

designs that have been proposed for fire-fighting and gas-monitoring applications in the literature. 

Specifically, a number of WSN system implementations and IoT deployments are surveyed, in which 

their operation details are explained. Furthermore, we briefly highlight the design requirements and 

specifications for fire-fighting and gas detection and monitoring applications. The different 

deployment possibilities of WSNs/IoT for such specialized applications are also summarized. In 

addition, open problems and potential research directions are provided.  

The rest of this paper is organized as follows. Section 2 provides an overview of WSNs and their key 

design/deployment issues and challenges. In Section 3, we summarize the design requirements for an 

appropriate WSN design for fire-fighting and LPG gas detection applications and highlight the 

differences between data-collection and event-detection WSN designs. Section 4 provides an extensive 

overview of the various WSN and IoT solutions designed for gas-monitoring and fire-fighting 

applications. Section 5 provides a detailed discussion of the surveyed systems and highlights potential 

research directions. Finally, conclusion remarks are provided in Section 6. 

 

Figure 1.  Sensor node architecture [24]. 

2. WSN ARCHITECTURE AND KEY DESIGN CHALLENGES 

In this section, we present the overall architecture of WSNs, describe the functionality of the different 

elements of such architecture and discuss the main/common design challenges in providing efficient 

deployment and operation of WSNs such that a designer can take them into consideration when 

designing a WSN that is to be used for specified tasks.  

2.1 WSN Architecture 

A WSN is composed of a large number of small-size spatially distributed embedded sensor devices 
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with wireless networking capabilities that are responsible of monitoring and collecting specified 

physical information/events and reporting the sensed data to a centralized command device, referred to 

as a sink node. Sensor nodes are capable of self-organizing the communication between themselves 

and/or with the sink node through well-defined medium access control (MAC) and routing protocols, 

where single or multiple-hop communications are possible. The sensor nodes are usually battery-

powered with extremely limited non-rechargeable energy sources. Therefore, sensor nodes perform 

data processing for gas-leakage and fire-fighting applications (e.g., aggregation, decision, fusion 

…etc.) of the collected raw information before conducting any transmission to save energy. WSNs 

measure environmental conditions, such as temperature, pollution level, gas-leakage occurrence, 

humidity level …etc. Several applications for WSNs with IoT capabilities are envisioned, including 

environment monitoring, health applications, militarily surveillance, industrial automation, smart 

cities, habitat research, search-and-rescue in hazard operating field and many other residential and 

industrial applications. 

Several information and communication technologies are utilized in WSN systems including hardware 

components, software implementations and wireless networking capabilities. Specifically, a sensor 

node architecture is composed of 6 major inter-connected elements [24]: (1) A power-supply unit, 

which is, in general, a limited energy battery, (2) a transmission/reception unit, which is a radio 

frequency (RF) transceiver, (3) a sensing element, which depends on the physical condition that is to 

be monitored,  (4) an analog-to-digital (A/D) converter unit, as most of the measured data are analog 

signals, (5) a micro-processor unit, which is needed to perform data aggregation and analysis and (6) a 

data storage unit, which is generally a memory with limited size. Figure 1 shows the architecture 

diagram of a sensor device. 

2.2 Key Design Issues in WSNs 

The key design challenges in providing effective WSN deployment and operation can be summarized 

as follows: 

 Hierarchical architecture (clustering): Providing effective clustering mechanisms for WSNs is 

essential to provide a scalable approach to routing and network management in a large-scale 

WSN as well as prolonging network life-time.  

 Coverage and redundancy elimination (using sleep/wakeup mode): Providing efficient 

deployment mechanisms that guarantee network connectivity and field coverage with 

minimum possible sensor redundancy is essential to prolonging network life-time without 

affecting coverage and connectivity. 

 Channel access (MAC): Providing efficient MAC protocols that well-suit the unique 

characteristics of WSNs is important to guarantee proper functionality and preserve nodes' 

energy. 

 Localization and attribute-routing: Providing efficient localization mechanisms is essential in 

the operation of WSNs, as most of the sensed data and measurements are attribute-based. 

Localization facilitates attribute-based routing, which indeed preserves network energy. 

 Cooperative signal processing (multi-model sensing): Designing effective data aggregation 

and processing algorithms is very important to reduce communication overhead and prolong 

network life-time.  

3. WSN DESIGN REQUIREMENTS AND OPERATION MODES FOR GAS 

MONITORING APPLICATIONS 

3.1 Key Design Requirements  

It is well-known that acquiring information from the inside of a burning/gas-leaked closed area is a 

challenging problem. Required information by the fire department/control unit can be remotely 

obtained using WSNs. The different information and the potential WSN solutions are given in Table 1 

[27]. Depending on the application requirements, each sensor node can be equipped with one (or 

more) kind of the aforementioned sensitive sensor units. 
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Table 1. The different information needed for fire-fighting applications and sensing solutions. 

Types of Needed Information  Needed Sensor Device 

Information about the proximity of fire-fighters to danger. Temperature, smoke, oxygen and 

olfactory sensors 

Information required to decide on the likelihood of flashover. Temperature sensor 

Information required to decide on the possibility of backdrafts. Oxygen sensor 

Information needed to detest hidden. Temperature and smoke sensors 

Information needed to identify structural collapse issues.  

 

Accelerometer sensor 

Information regarding the existence of gas leaks (gas 

concentration).  

Gas sensor 

3.2 Operation Modes: Data-Collection versus Event-Detection Design 

As stated before, two main types of WSNs can be implemented: pre-deployed and on-the-fly WSNs. 

The pre-deployed WSNs are categorized as event-detection networks, whereas an on-the-fly WSN can 

be characterized as a data-collection network. In fire-fighting applications, in which data collection 

and reporting are the main objectives, the sensors will be responsible of collecting data on short-

duration basis and then sending information to a command centre. Thus, the sensor should remain 

awake during the operation. However, in the gas-leakage applications, where a WSN is to be used for 

event detection, the sensor nodes must stay into sleep mode if there is no event to report, which 

preserves their precious limited energy. Figure 2 depicts a network model for an IoT-enabled WSN 

that can be used for LPG monitoring. 

 

Figure 2. An illustrative WSN with a pre-deployed IoT-enabled WSN. 

4. EXISTING WSN SOLUTIONS FOR GAS-MONITORING AND FIRE-FIGHTING 

APPLICATIONS 

Several designs have been proposed to utilize the WSN technology fire-fighting and LPG-gas leakage 

monitoring and processing applications (e.g., [23]- [56]). In [23], [24], the authors proposed a multi-

level cluster-based WSN for gas-leakage detection applications that provides early-warning alarms in 

case of LPG leakage. They provided communication protocols and hardware implementations based 

on cognitive radio technology. In [25], a wireless gas sensor network (WGSN) is designed for 

explosive gas detection. In case of gas leakage, the sink node sends an alert message to the command 
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center using GSM/GPRS or Ethernet connection. Such system can use a wireless actuator to 

autonomously control gas emission source. 

 In [26], the authors designed a gas-leakage sensing device with networking capability to form a WSN. 

The developed WSN creates a smart platform that collects, processes and analyzes the sensed 

information, in which an access to the sensed data is made available anywhere and anytime. A method 

for unauthorized access detection to oil or gas pipes is presented in [28]. This can be accomplished by 

measuring the protective cathodic voltage and reporting any differences in the measured voltage, 

which can be used as an indicator of a technical failure or an unauthorized access to the pipe. In [29], 

the authors proposed the use of the Electronics Line Ltd’s wireless gas-leak detector. Such line is 

capable of detecting mixtures of air and hazard gases (e.g., butane, methane, natural gas and propane). 

In case of detecting gas leakage, the detector sends notification messages to the control panel. In [30], 

the authors proposed a practical gas-leak detection system that consists of two main modules: a 

detector with wireless capability module and a wireless hand-held remote module. The hand-held 

module is responsible of displaying the gas-leak level and rate as sensed by the detector in 

alphanumeric values. The remote module and the detector module communicate over a wireless 

channel to exchange data. 

A WSN prototype for hydrogen gas-leak detection was manufactured to be used in hydrogen filling 

stations [31]. The manufactured WSN prototype consists of ten sensor devices that are able to detect 

hydrogen gas leakage and track the spatial distribution of the leaks. In [32], the author developed a 

WSN to provide safety in Petrochemical Industry. The developed WSN is meant to reduce the time of 

rescue operation. The system in [32] can wirelessly report the data from the monitoring sites to the 

command controller (sink). The authors in [32] proposed two design variants for their WSN system: 

fixed-point and dynamic-mobile monitoring variants. A WSN for monitoring gas emission levels in 

industrial facilities is developed in [33]. When the emission level increases above a threshold level, the 

proposed WSN generates alarm messages containing the emission levels. 

In [34], the authors developed a context-aware WSN system that provides tacit networking between 

fire-fighters. Each fire-fighter is equipped with a WiFi capable PDA that contains a sensor device. The 

sensor device in the PDA collects the required information from other nodes that are pre-existing 

inside the building to notify the fire-fighters of any danger and possible hazards. The pre-allocated 

sensors are also used as location anchors, which enables the fire-fighters to explore their path inside 

the building. The paper in [35] addressed the high energy consumption of the LPG sensor unit, which 

can result in fully depleting nodes’ energy keeping no enough energy to transmit alarm messages. To 

solve this problem, the authors advised the use of two power supplies: digital and analogue. The 

digital supply feeds energy to the processing and RF communication sub-units and the analogue one 

provides energy to the sensing sub-unit. In [36], the authors presented a novel design of a WSN for 

mine safety, called WMSS. In WMSS, the underground node deployment satisfied the principle of 

minimum coverage (using minimum number of nodes while ensuring coverage). Sensor nodes consist 

of a gas-sensing unit, a micro-embedded processor from ATMEL and a wireless communication 

module operating on the 2:4 GHz-band. The operating system used in each sensor node is the TinyOS 

(Tiny Micro Threading Operating System). TinyOS is affair-driven with 2-level scheduling: task and 

hardware levels. Once a task is being scheduled, other tasks cannot interrupt it. TinyOS maintains a 

task-scheduling table based on a simple first-in-first-out (FIFO) algorithm. When the table has no 

entries, the sensor node is switched into sleep mode unless an affair awakes it. The system in [36] has 

implemented an energy- saving strategy that is based on a dynamic energy consumption control and 

management through employing efficient and dynamic/adaptive voltage monitoring mechanisms. 

The authors in [37] proposed a framework for residential fire detection system based on interval-

message-ration metric. They showed that their framework is applicable for any disaster recovery 

situations. In [37], an alarm system was proposed to assist with fire-fighting operations. In this system, 

temperature, humidity and light sensors are considered in an operating environment that cannot be 

easily accessed. The proposed design accounted for the scenario, where sensor devices can be 

destroyed by the fire. The authors in [38] developed a GPS-based WSN for realistic fire detection in 

forests, where each senor device contains a thermometer. The authors proposed a dynamic routing 

protocol, as sensor nodes might be destroyed by fire. They also indicated that deploying 3 sensor 

nodes to monitor a given location is sufficient for accurate fire detection.  
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The system model in [39] illustrated the design and implementation of a WSN for smoke detection. 

The objective of the implemented WSN is to provide timely alerts and put off all smoke sensor units in 

the WSN when at least one smoke sensing device goes into off mode. Each sensor node consists of a 

PIC micro-controller (the software elements consist of programs and codes that are uploaded into the 

PIC), temperature and smoke sensors, limited-power battery and RF radios. The proposed WSN was 

tested and showed a proper operation. The authors in [40] developed a WSN that detects temperature, 

humidity and smoke based on multi-parameter coincidence technique. A multi-parameter wireless 

node with intelligent fire-detection capability is developed. Such capability integrates signal detection 

and signal processing within the detector without using the RF communication circuitry. This 

enhances signal detection accuracy. According to the proposed WSN in [40], each sensor is equipped 

with three sensing devices: temperature detection device, humidity detection device and photoelectric-

type smoke detection device. The operating principle of the photoelectric device is based on the fact 

that smoke particles of the same wavelength re-radiate energy when smoke particles interact with 

light. Smoke particle signal detection is accomplished using a transmitting and receiving pair of 

infrared light diodes. The transmitting infrared diode sends light pulses to the detection area. When no 

smoke particles are present in the detection area, the emitted light will not reach the receiving diode 

because of the light resistance shading plate. In case of fire, smoke particles will exist in the detection 

area and hence the infrared light will be scattered by the existing smoke particles, resulting in reaching 

the photodiode and exciting a current signal that increases with the intensity of smoke. However, this 

scheme may trigger false alarms due to some other particles other than smoke particles. 

The work in [41] proposed a wireless gas sensor network (WGSN) for monitoring and identifying of 

hazard gases in buildings, residential and industrial facilities, with the use of solid-state types of 

sensors with metal oxides (e.g., tungsten-oxide). A heating element is used in each sensor node to 

regulate the sensor temperature, since this gas sensor exhibits different gas response characteristics at 

different temperature ranges. Solid-state sensors are adaptable and long lived. These sensors have the 

ability of detecting very low to very high LPG concentration, making them suitable for 

identifying/monitoring poisoning and dangerous/explosive gas levels. However, a solid-state-based 

WSN has poor selectivity toward a gas to be detected. Worse yet, solid-state-based sensors consume 

high power, which requires a bulky and continuous power supply. The paper in [42] developed a new 

wireless sensor device for CO2 and LPG level monitoring using spectroscopy absorption mechanisms 

with C-band type laser diodes. The proposed sensor unit integrates optical fiber sensor devices with 

wireless networking capabilities, which can realize a distributed remote gas monitoring on real-time 

basis using low-cost/low-power RF radios CC2500. In [43], a WSN was used for gas and fire 

detection in indoor and outdoor environments. In this work, the authors proposed a monitoring system 

for safety and environmental monitoring scenarios. The developed system includes: sensing 

mechanisms, over-the-air programming (OTAP), gas detection (for oxygen (O2), methane (CH4), 

temperature level, carbon monoxide (CO), carbon dioxide (CO2), flammable alcohols and nitrogen 

dioxide (NO2)), GPRS unit (capable of providing SMS messaging or direct calls, FTP database to 

upload and download data, Internet connection using TCP/UDP), GPS unit (capable of providing 

global time-synchronization, longitude, latitude and velocity), e-mail server (capable of generating e-

mail updates on regular basis associated with the operation of the network).  

In [44], the authors developed a centralized monitoring and early gas-leakage detection system using 

WSN nodes that are based on a microcontroller and control system. The developed system uses XBee 

PRO S2B nirkable devices to enable wireless networking to send the sensed data to a PC and 

software-integrated Visual Basic. In [45], the authors have developed a WSN for detecting gas leakage 

by pacing sensors around the gas tube and its distribution line. They used MQ-6 as a gas sensor and 

wireless Bluetooth module HC-05.  Upon detecting gas leaks, the sensor wirelessly sends the data to 

an Arduino module that activates an explosion prevention system. In [46], a WSN is designed to 

detect, monitor and control the hazardous gas hydrogen sulfide in an industrial transportation system. 

Each sensor node in this design consists of an advanced PIC 18F4550 microcontroller along with 

sensing and signal conditioning capabilities and an IEEE 802.15.4 slandered-based ZigBee module. 

The sensed data is sent to a sink node that can close the main valve of the gas source. A wireless 

sensor actuator network (WSAN) was developed in [47] to monitor, detect and control the leakage of 

hazardous gases in an industrial transportation system to prevent catastrophic accidents. Each sensor-

actuator node in this design is equipped with a PIC 18F4550 microcontroller along with sensing 



66 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 05, No. 02, August 2019. 

 

 

devices and an IEEE 802.15.4. A sink node can perform a control electromechanical action. In [48], 

hardware and software implementations are proposed to enhance safety and effectiveness of fire-

fighting operations. The developed system contains three main subsystems: (1) a WSN referred to as 

SmokeNet, which is the main part of the system, (2) a display subsystem that is head mounted for each 

firefighter referred to as FireEye and (3) a command system referred to as eICS. The eICS is a visual 

display that shows information including location of fire-fighters and their biometric data. TinyOS is 

used to implement SmokeNet, which utilizes Crossbow wireless smoke and temperature sensors. 

When no alert is generated, sensor devices sense the status of the environment every 10 seconds and 

transmit the sensed data along with their battery level to a central command node every 5 minutes. 

Once a fire is detected, a sensor device generates alarm messages that switch the entire WSN to the 

alert state. In such state, each sensor node senses the occurrence of fire in a time scale of 5 seconds 

and transmits the collected data to a control unit every 2 minutes in case of no fire detection to verify 

that the network is still correctly operating (i.e., alive) [48]. The works in [49]-[54] also used the same 

design methodology of those proposed in [46]-[47] and [48].   

Very few works have been proposed to design IoT-based LPG early detection systems (e.g., [55]-

[57]). In [55] and [56], the authors modified an existing safety system that is already implemented in 

industries, homes and offices by designing microcontroller-based LPG and propane gas detecting and 

alerting system. The LPG concentration is continuously monitored and reported to an LCD display. If 

the LPG level exceeds the accepted level, the system immediately generates an alarm message (e-

mail) and sends it through the Internet using ARM development board to the person in charge. In [57], 

the authors developed an LPG leakage detector that is connected to the Internet (IoT-capable) using 

ESP module and Arduino controller. This system is used to detect LPG leakage from cylinders and 

alert the users through IoT software. However, the aforementioned proposed IoT-based systems were 

designed as stand-alone sensing systems that do not fully utilize the WSN technology. Table 2 

summarizes the various surveyed WSN/IoT approaches in terms of IoT support, wireless transmission 

strategy, deployment strategy, networking support and the type of used sensing device.  

Table 2. Comparison between the various surveyed WSN/IoT approaches.  

System Design IoT 
Support 

Transmission Module Deployment Strategy Networking 
Support 

Sensing Device 

Multi-level cluster-
based WSN [23]-[24] 

Partially 

(Integration 

with 

Internet 

services) 

Cognitive Radio Module Pre-deployed cluster 

network 

Yes Gas sensor MQ6 

WGSN in [25],[27] Partially 

(Integration 

with 

Internet 

services) 

ZigBee module (IEEE 

802.15.4 protocol) and 

GSM/GPRS connection for 

sink 

Pre-deployed flat 

network 

Yes 2D semiconductor 

sensor 

Visual WSN in [26] No Long Range-Low Power 

Data Radio Modem LR96 

Pre-deployed flat 

network 

Yes Visual and gas 

leakage sensors  

Stand-alone gas-
detection wireless 
systems [28]-[30] 

No A detector with wireless 

capability module and a 

wireless hand-held remote 

module 

Pre-deployed flat 

network 

No (Stand-

alone 

warning 

systems) 

2D semiconductor 

sensor 

WSN prototype for 
hydrogen gas-leak 

detection [31] 

No Generic 433 MHz 

transmitter/reciever  

wireless module 

Pre-deployed flat 

network 

Yes (10 

wireless 

nodes) 

Field-effect-

transistor (FET) 

sensors with a 

diode thermometer 

Gas leak detection-
location system 

based on ZigBee [32] 

No 2.4 GHz IEEE 

802.15.4/ZigBee Module 

(CC2430) 

Hybrid (Pre-deployed 

and on-the-spot  

dynamic-mobile nodes) 

Yes Gas sensors MQ4 

and MQ6  

Siren  system: a 
context-aware WSN 

[34] 

No 2.4-WiFi capable PDA Hybrid pre-deployed 

and on-the-spot 

(tacit networking 

between fire-fighters 

and pre-existing nodes 

inside building) 

Yes Generic 

temperature sensor, 

gas sensor, and 

smart dust sensor 
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Energy-efficient LPG 
WSN system [35] 

No ETRX357 ZigBee 

transceiver (IEEE 

802.15.4 protocol) 

Pre-deployed flat 

topology 

Yes Catalytic gas sensor 

(e.g., DTK-2, NAP-

66A) 

A mine safety system 
based on WSN 
(WMSS) [36] 

No 2.4 GHz ZigBee module  Pre-deployed nodes and 

movable nodes 

Yes Generic gas sensors 

Residential fire 
detection system 
based on interval-

message-ration [37] 

No A Zigbee-module based on 

IEEE802.15.4 

Pre-deployed (ten sensor 

TIP710CM motes) 

Yes Generic 

temperature, 

humidity and light 

sensors 

Firementor: A GPS-
based WSN for 

realistic fire 
detection in forests 

[38] 
 

No RF transceiver 

CC1000Chipcon 

(433MHz) 

Pre-deployed (deploying 

3 sensors in a given 

location is sufficient for 

fire detection) 

Yes Electronic 

thermometer sensor 

A wireless smoke 
/fire detection 

system [39] 

No FSIOOOA 315 MHz 

Wireless Radio 

Transmitting Module 

Pre-deployed Yes Photoelectric 

smoke and 

thermometer 

sensors 

a WSN based on 
multi-parameter 

coincidence 
technique [40] 

No CC2420 Series 2.4 GHz 

RF Transceiver (IEEE 

802.15.4 protocol) 

Pre-deployed Yes The intelligent 

temperature and 

humidity sensor 

chip SHT11 

A WGSN for 
monitoring and 

identifying of hazard 
gases [41] 

No 2.4 GHz ZigBee module 

(IEEE 802.15.4 protocol) 

Pre-deployed flat 

topology 

Yes Solid-state types of 

sensors with metal 

oxides (e.g., 

tungsten-oxide) 

Wireless sensor node 
gas level monitoring 

[42] 

No The CC2500 module:2.4 

GHz transceiver designed 

for very low-power 

wireless applications 

Pre-deployed No 

(Single-node 

design) 

The sensing unit 

includes laser 

current and 

temperature 

controller, laser 

diode, 

thermoelectric 

cooler, gas cell, 

photo diode and 

analogue-digital 

converter 

WSN for fire 
emergency and gas 

detection [43] 

Partially 

(Integration 

with 

Internet 

services) 

2.4-GHz ZigBee module 

(IEEE 802.15.4 protocol) 

and GPRS connection for 

sink 

Pre-deployed Yes O2 sensor (SK-25), 

methane sensor, 

temperature sensor, 

CO/CO2 sensor,  

NO2 sensor (MiCS-

2710) 

Early detection of 
LPG gas leakage 

system [44] 
 

No 
 

2.4 GHz ZigBee Module 
(XBee PRO S2B) 
GPRS connection for 
monitoring node (sink) 

Pre-deployed Yes Gas sensor MQ-4 

LPG gas leak 
detection and 
automatic gas 

regulator system 
using Arduino [45] 

 

No Wireless Bluetooth module 

HC-05 

Pre-deployed No  

(Single-node 

design) 

Gas sensor MQ-6 

Wireless Sensor 
Actuator Network 
(WSAN) [46]-[54] 

No IEEE 802.15.4 slandered-
based ZigBee module 

Pre-deployed Yes Gas sensor [49]-
[51] 

Temperature 
sensor 

Smoke sensor 
environmental 
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temperature, air 
pressure around 

the firefighter [52]-
[56] 

IoT-based gas 
leakage monitoring  

system [55] 

Yes Raspberry pi : a single-
board computer with 

wireless LAN and 
Bluetooth  

Pre-deployed of single-

device that sends an 

alert message (e-mail) to 

the authorized person 

via the Internet  

No 

(Standalone 

device with 

IoT 

capability) 

Gas sensor MQ-6 

IoT-based gas 
leakage monitoring 

system [56] 

Yes Raspberry pi : a single-
board computer with 

wireless LAN and 
Bluetooth  

Pre-deployed of single-

device that sends an 

alert message (Email) to 

the authorized person 

via the Internet  

No 

(Standalone 

device with 

IoT 

capability) 

Gas sensor MQ-2 

IoT-based LPG 
leakage detector 
using ESP module  

and Arduino 
controller [57] 

Yes ESP module  Pre-deployed of single 

devices, where the ESP 

module is used as Wi-Fi 

module to connect the 

with IoT 

No 

(Standalone 

device with 

IoT 

capability) 

Gas sensor MQ-6 

5. DISCUSSION AND OPEN RESEARCH PROBLEMS 

As demonstrated in the previous section, large number of WSN systems have been designed for fire-

fighting, gas monitoring and detection applications based on different wireless communication 

technologies (e.g., WIFI, Cognitive radio, IEEE 802.15.4). However, most of these designs did not 

fully exploit the capabilities of IoT systems and WSN technology and did not consider their unique 

functionalities and requirements. On the other hand, existing IoT-based LPG-detection systems were 

designed as stand-alone systems that did not integrate the WSN technology. Specifically, when IoT is 

considered, the sensor nodes can either directly transmit their sensed data immediately or periodically 

to the Internet (where a server can analyze the sensed data and take action) or operate as a regular 

sensor by forwarding their sensed data to the sink node. The sink node can be utilized by the IoT 

system through communicating the gathered data to the Internet. The developed communication 

protocols, hardware designs and processing mechanisms for WSNs cannot be directly implemented in 

IoT-based WSNs. Therefore, new designs and communication protocols are needed to fully utilize the 

IoT functionalities and capabilities in WSNs such that network performance is improved (i.e., delay, 

throughput, energy consumption, connectivity …etc.). 

Specifically, many interesting open design issues are still to be addressed. Considering the IoT 

capability of allowing sensor nodes to directly communicate their sensed information to the Internet 

along with their communication with the sink node is quite promising, but their design assumptions 

and feasibility should be carefully studied. Research should emphasize also on how to communicate 

the sensed data such that performance guarantees are provided.  Moreover, utilizing cloud-computing 

and storage is very promising in improving IoT-based WSN performance in terms of energy, delay 

and processing overhead. In conclusion, huge research efforts has been carried out on providing WSN 

system architectures, but none of them is totally satisfactory in terms of fully utilizing the IoT 

technology. Therefore, more research efforts need to be carried out to provide comprehensive IoT-

based WSN solutions and designs that are well-suited to gas-leakage detection, monitoring and fire-

fighting applications while exploiting the additional features and functionality of the IoT architecture 

and WSN technology. 

6. CONCLUSIONS  

A comprehensive overview of existing and emerging system designs for gas-leakage monitoring and 

detection using IoT-based WSNs is provided in this survey. We highlighted the main features of such 

networks and showed the main differences between event-driven and data-collection networks. With 

the huge advancement of sensing technologies and the emerging wave of large-scale IoT deployment, 

gas-leakage detection and monitoring techniques are analyzed from the point-of-view of precision, 

system architecture, simplicity, robustness and energy consumption issues. Furthermore, we 

summarized the state-of-the-art designs of WSNs for gas-leakage and fire-fighting applications. 
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We showed that these WSN systems differ in their performance objectives and most of them did not 

exploit the potential benefits of IoT systems such as allowing sensor nodes to communicate their 

sensed data directly to the Internet and utilizing cloud processing and storage capabilities. We also 

showed that the existing IoT-based systems for LPG leakage detection were designed to operate as 

stand-alone sensing systems that did not exploit the WSN technology. 
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 ملخص البحث:

لقدددددد التطددددددلاتلاطددددددمجتلاتلكاتدددددداجتاالادددددددافعدددددداًا دددددد  الاتلكعتددددددالاتل  دددددد   اا تلا ددددددا ا م ددددددا ا

لامظ دددددرات الأ دددددلاتن ددددد ا ات ددددددا طددددداياات دددددمالادددددداتل   ددددد افددددد اتلاط  قدددددالااتل ددددد فال ال ددددد ا

باتلغددددددا اتلكعتددددددالاتل  دددددد   االاددددددداج دددددد ا تددددددلأ ا اق ددددددهددددددطباتلاط  قددددددالا اكمدددددد الادددددددات ددددددا  ت ات ا

 دددددد ا ال اأ افمدددددد اهددددددطباتلاط  قددددددالا  الأ ددددددلاتنفدددددد ا ددددددابالددددددط لأال  االأاتل شددددددراتلدددددد  ااتلعدددددد  

 ا ددددد نا افددددد اتلتددددد فااات  دددددطتجاتلك  دددددلأا دددددملالأا كا دددددااللاكددددد اللأاددددداًاف الا دددددااتل لأت ددددد اا ددددد ف ا

ا مت  الاداتلم لاتلكلا باللألالأت ااتلشلأ الااتلك  تالات دا   ا

 ابهدددددداا دددددد  الافددددددلأ اطاتلكددددددم ات ددددددداتل  ددددددا  اتلادددددددا امج ددددددااتل  م ددددددا ا تدددددد  الاددددددداهددددددطباتل

ددددددددد الاتل  ددددددددد   ا اا لدددددددددا ماتلكاط  دددددددددالاتلا دددددددددك ك االا ددددددددد اتلشددددددددد  الالا كددددددددداا ا  ددددددددد اتلكعت 

باتلغددددددا ااتل شددددددراتلدددددد  ا كدددددداا لددددددا مات  ا لاددددددالاتللأ  تدددددد اابدددددد  اباط  قددددددالاج دددددد ا تددددددلأ ا

ا  ددددد اتلقا كددددداات دددددداتل شدددددرااالاتل  ددددد   ااتلقا كددددداات ددددددااكدددددماتل  ا دددددال  دددددمًا ددددد  الاتلكعت ددددد

ات ات   تث ا

تلتددددددابقااافلأتا دددددداا ف دددددد   اال  جت ددددددالااتل  ددددددمثفدددددد ااهدددددداال ددددددلأة ا اكددددددك اهددددددطباتلمج دددددداا

 عا هددددداالاددددددافعددددداًا دددددملا لأا  دددددمًات دددددلأا ددددد  الاتلكعتدددددالاتل  ددددد   اال اط  قدددددالاتتلاددددددا ددددد ا

اباتلغا ااتل شراتل  تلكا  قاابلأ  ا تلأ ا
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ABSTRACT 

Image compression techniques have been widely used to store and transmit data which requires storage space 

and high transfer speed. The explosive growth of high-quality photos leads to the requirement of efficient 

technique to store and exchange data over the internet. In this paper, we present a comparative study to 

compare between the Discrete Cosine Transform (DCT) and Discrete Wavelet Transform (DWT) algorithms in 

combination with Huffman algorithm; DCT-H and DWT-H. The comparison is based on five factors: 

Compression Ratio (CR), Mean Square Error (MSE), Peak Signal-to-Noise Ratio (PSNR), Structural Similarity 

Index Measure (SSIM) and compression/decompression time. The experiments are conducted on five BMP gray-

scale file images. We found out that DWT-H coding is comparable to DCT-H coding in term of CR and 

outperforms DCT-H in terms of MSE, PSNR and SSIM. The CR average results of the five test images for DCT-

H and DWT-H are 2.36 and 3.17, respectively. Moreover, DCT-H has the average results of MSE = 13.19, 

PSNR = 37.15 and SSIM = 0.76, while WDT-H has the average results of MSE = 4.54, PSNR = 42.5 and SSIM 

= 0.85. On the other hand, DCT-H outperforms DWT-H in term of execution time for compression and 

decompression. DCT-H has an average compression time of 0.358s and an average decompression time of 

0.122s, while WDT-H has 2.38s compression time and 2.13s decompression time. 

KEYWORDS 

Image compression, DCT, DWT, Huffman coding, PSNR, SSIM. 

1. INTRODUCTION 

In the last decades, the demand for image compression has increased, particularly after the great 

development of camera devices and the proliferation of high-quality image and video exchange over 

the internet [1]. The applications based on images, such as medical imaging, cameras and video-on-

demand systems contain large amounts of data to transmit. The main idea behind image compression 

is to reduce the size of the image in order to minimize the storage space and increase the transmission 

speed [2]. Data Compression (DC) is a technique that transforms the original data to its compact form 

by the recognition and utilization of patterns existing in the data. It should be able to inverse the data 

very approximately to original data [3]. DC techniques are crucially used in many real time 

applications, like satellite imagery, Geographical Information Systems (GISs), graphics, Wireless 

Sensor Networks (WSNs), …etc. For example, an image without compression contains 1024 pixels of 

24 bit with a size of 3MB. The image needs a transmission time of 7 minutes with an ISDN line and 

64 Kbit/s. If the image is compressed at 10:1 compression ratio, its size drops to 300 KB and needs 

below 6 seconds transmission time [4]. The purpose of compression is to eliminate data redundancy 

and irrelevancy in order to decrease the storage and transmission costs while maintaining good quality. 

There are two different categories of image compression techniques; lossy and lossless techniques. 

Lossy compression is a technique that transforms the original data into more efficient data and cannot 

reconstruct the original data without errors. It is also called transform coding [3]. Lossless 

compression is a technique that processes the original data without losing any information [5]. 

Examples of lossy techniques include Discrete Hartley Transform (DHT), Discrete Fourier Transform 

(DFT), Discrete Cosine Transform (DCT), Discrete Wavelet Transform (DWT), …etc. [4]. Lossless 

compression techniques include Huffman coding, LZW, arithmetic coding, …etc.   

Transform coding converts the input data into another kind of representation in which the transformed 

values (coefficients) are encoded by compression techniques. DCT and DWT are the most widely used 
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transform coding techniques which have the ability to compress data using a smaller number of 

coefficients [3]. The major drawbacks, however, of DCT are preface of fake contouring effects and 

blocking artifacts at higher compression. Similarly, DWT requires huge computational resources.  

Mostly, transform-based image compression algorithms follow three step processes: 

transformation, quantization and entropy encoding. The quantization may be scalar or vector 

and the quantized transformed coefficients are entropy-coded [6]. On the other hand, Huffman 

coding as a lossless algorithm has a good compression ratio and a fast compression time. A 

previous study showed that Huffman coding is better than RLE and Delta encoding 

techniques in term of compression time [7]. Huffman replaces fixed-length code words with 

variable-length code words, where low-frequency symbols are expressed with longer 

encodings and high-frequency symbols are expressed with shorter encodings. In this paper, 

we have analyzed and implemented DCT image compression technique combined with 

Huffman coding (DCT-H) and DWT image compression technique combined with Huffman 

coding (DWT-H). The two combined techniques have been evaluated using different 

performance metrics.  

There are many comparative studies which have been conducted to compare between 

compression techniques using DCT and DWT [8], [9]. However, their experiments were 

conducted on only one or two images with different sizes and did not take into account the 

compression and decompression time. The main objective of this work is to empirically 

compare between DWT and DCT in combination with Huffman coding in terms of five 

factors: Compression Ratio (CR), Mean Square Error (MSE), Peak Signal to Noise Ratio 

(PSNR), Structural Similarity Index Measure (SSIM) as well as compression and 

decompression time. This study will be helpful for upcoming researchers to approximately 

select and develop the required algorithms to be used in a particular situation. Our 

experiments are conducted using five different images with the same size (256×256). The size 

of (256×256) pixels is chosen to ease the implementation of DCT and WDT, where the image 

components are divided into (8×8) blocks for DCT implementation.  

The remainder of the paper is organized as follows. We present a background in Section 2. 

The related work is described in Section 3. Section 4 presents the methodology used and the 

experimental setup.  Results and discussion are explained in Section 5.  Section 6 concludes 

our findings of this research. 

2. BACKGROUND 

2.1 Lossy and Lossless Image Compression 

Lossless compression is commonly used with text files, where the input and output data are the same, 

before and after the compression process, while lossy compression is commonly used with different 

types of data, such as image, video and audio data. At lossy compression the input data and output 

data are not the same, which means that there is a loss of some data at the compression process so that 

when we perform the decompression process, we obtain a closer approximation of the input data [7].  

2.2 Discrete Cosine Transform (DCT) 

Discrete Cosine Transform (DCT) is one of the lossy compression approaches which are commonly 

applied in photo compression as jpeg compression. DCT is very approximate to Discrete Fourier 

Transform (DFT), but DCT includes a basis of cosine functions and real number co-efficients. Both 

DFT and DCT transform data from a spatial domain into a frequency domain. An inverse function is 

used to reconstruct the image back [10]. The basic idea of DCT is to convert a signal into basic 

frequency components. The image is divided into several blocks. Then, the sum of cosine functions on 

different frequencies can be mathematically used to express each block of an image. For example, 

Joint Photographic Experts Group (JPEG) [11] is a well-known compression scheme based on DCT. 

For DCT, the image is first transformed into an appropriate format for image compression. All the 

image components are divided into (8×8) blocks. Every block is encoded using discrete cosine 

https://www.sciencedirect.com/topics/engineering/step-process
https://www.sciencedirect.com/topics/engineering/quantisation


75 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 05, No. 02, August 2019. 

 
transformation, which is used to exploit the spatial correlation between the pixels [2]. The following 

formulae in Equation (1) and Equation (3) describe the transformation function and its inverse. 

2.2.1 Definition of DCT 

Given a function f(i, j) (an M*N block of an image), the 2D DCT transforms it into a new function 

F(u, v). The general definition of the transform is: 

 

                

(1) 

where i, u = 0, 1,…, M-1, j, v = 0, 1,…, N-1 and the constants C(u) and C(v) are defined as: 

                                       (2) 

The image block dimension is defined as M=N=8. 

2.2.2 2D Discrete Cosine Transform (2D DCT) 

The 2D transform function is defined as follows: 

 

                                  (3) 

where i, u, j, v = 0, 1, …, 7 and the constants C(u) and C(v) are determined by Equation (2). 

2D Inverse DCT (2D IDCT): 

The 2D inverse function is defined as follows:  

                               (4) 

where i, u, j, v = 0, 1, …, 7 and the constants C(u) and C(v) are determined by Equation (2). 

After the transformation, most of the information is intense to a few low-frequency components. These 

components are then quantized in order to decrease the number of bits required to represent the image. 

The quantization step produces many zero components in the bit stream. Therefore, entropy encoding, 

such as Huffman encoding, can achieve better compression.  

2.3 Image Compression by Wavelet Transform 

Discrete Wavelet Transform (DWT) is another popular technique for lossy compression, which is 

commonly applied in photo-video compression area. The main idea of DWT is to decompose a signal 

into a set of basic functions which transforms a discrete time signal into a discrete wavelet 

representation. DWT is mostly based on two-dimensional discrete wavelet transform (2DDWT). It 

uses one-dimensional discrete wavelet transform (1D-DWT) row-wise to get low (L) and high (H) 

bands. Then, 1D-DWT can be applied column-wise to get four sub-bands, such as LL, LH, HL and 

HH. Furthermore, each of these four bands can then be divided into four sub-bands. Some schemes 

based on wavelet transform are discussed in [2]. 

On the other hand, the inverse of DWT (IDWT) should be capable of inversion at minimum 

approximately to the original signal. Equation   () shows the expanded and translated family of 

wavelets ψ [12] which is an orthonormal basis of : 

 

  (5) 

where Z represents the set of integers. The scale of translations is changed along with the overall scale 

2j, so as to keep movement in the lower resolution image in proportion [12]. The simplest wavelet 

transform is called Haar Wavelet Transform, which forms averages and differences of a given 

sequence of numbers. Theory of Haar WT algorithm can be found in [13].  
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2.4 Lossless Entropy Coding Techniques 

Coding is a technique that assigns binary digits to the transformed and quantized output. Variable- 

length coding, also known as source coding, is used to have a less average length of bits per pixel for 

the image, in which it replaces each input symbol with a specific code word. The entropy represents 

the average amount of information contained per symbol in the source S. It is the average number of 

bits needed to represent the symbols in the source S. The entropy H(S) of an information source with 

alphabets  is: 

                                  (6) 

where  is the probability that a symbol  will occur in S,  indicates the amount of 

information contained in , which corresponds to the number of bits needed to encode . The most 

widely used entropy coding methods in data compression literature are Huffman coding and Shannon–

Fano coding. 

2.5 Huffman Coding  

Huffman coding is a famous compression coding technique, which replaces fixed-length code words 

with variable-length-code words, where low-frequency symbols are expressed with longer encodings 

and high-frequency symbols are expressed with shorter encodings [14]. It is a type of optimal prefix 

code, which is widely employed in lossless data compression.  Huffman coding is uniquely decodable 

and consists of two components such as constructing Huffman tree from input sequence and traversing 

the tree to assign codes to characters. It is noticed that the two nodes at the same level of the tree will 

have the same code lengths. Huffman coding is still popular because of its simpler implementation, 

faster compression and lack of patent coverage. Several compression methods, like Deflate, JPEG, 

MP3, …etc. use Huffman code as the back-end technique [3]. 

3. RELATED WORK 

There are many studies which have been conducted on image compression techniques. Hnesh and 

Demirel [15] proposed a new hybrid model that integrated DWT and DCT-SVD techniques. They 

applied their model on jpeg images and compared their results to other experiments that they 

performed on original DCT and DCT-SVD separately. They reported that their model results were 

better than DCT and DCT-SVD in term of compression ratio.  

Other efforts [16] present a new framework for compression of medical images based on compressive 

sensing (CS). The researchers proposed a framework that combined the discrete cosine transform 

(DCT) as well as the discrete wavelet transform (DWT) with CS. Their framework was applied on CT 

and MRI medical images. Their results showed that the CS-and DWT-based compression technique 

performs better than other compression techniques in terms of compression ratio and PSNR for MRI 

and CT images. 

Sharma and Kaur [17] proposed a hybrid model, using DWT, DCT and Huffman coding, for the 

purpose of medical image compression. Their hybrid model aims to achieve higher compression rates 

by first applying DWT and DCT on RGB components. Then, quantization was applied to calculate 

probability index for each unique quantity in order to find out the unique binary code for each unique 

symbol to encoding. Huffman coding was then applied on the quantized components. Their results 

showed that their hybrid model can effectively improve the compression ratio and PSNR.  

All of the above studies applied different algorithms in image compression based on several factors to 

achieve a higher compression ratio. There are also some comparative studies that have been conducted 

to compare compression techniques. Barbhuiya et al.  [8] conducted a comparative study on image 

compression using DCT (Discrete Cosine Transform) and DWT (Discrete Wavelet Transform). They 

also presented a compression algorithm using DWT and Inverse DWT and applied it on two image 

formats; JPEG (Joint Photographic Experts Group) and PNG (Portable Network Graphics) color 

images. Their results showed that the DWT technique outperforms the DCT technique in terms of 

Compression Ratio, Mean Square Error (MSE) and Peak Signal to Noise Ratio (PNSR). 



77 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 05, No. 02, August 2019. 

 
Saroya and Kaur [9] proposed a comparative study between DCT and DWT algorithms based on the 

parameters mean square error (MSE) and peak signal to noise ratio (PSNR). Their experiments were 

conducted on one image (Lena) without showing any detailed results related to PSNR or MSE. Most 

of reviewed comparative studies did not report detailed results and did not take into account the 

compression and decompression time. This work, however, compares DWT and DCT in combination 

with Huffman coding in terms of four factors; Compression Ratio (CR), Mean Square Error (MSE), 

Peak Signal to Noise Ratio (PSNR), Structural Similarity Index Measure (SSIM) as well as 

compression and decompression time. 

4. METHODOLOGY AND EXPERIMENTAL SETUP 

In this section, we present the idea of image reconstruction, the compression and decompression 

models, discuss the performance metrics and then explain the experimental setup.  

4.1 Image Compression   

The principle of image compression algorithms is reducing the redundancy in the image data and (or) 

producing a reconstructed image from the original image with the introduction of an error that is 

insignificant to the intended applications. The aim here is to obtain an acceptable digital image 

representation, while preserving the essential information contained in that particular dataset [18]. 

4.2 Compression/Decompression Model (DCT-H)   

Due to our methodology, we applied lossy and lossless algorithms on some test images. Figure 1 

shows the framework followed to implement our compression/decompression model for DCT-H.  

 

Figure 1. DCT-H, compression model (left) and decompression model (right). 

Regarding the compression steps shown in Figure 1 (left), the input image is first loaded. Then, the 

loaded image is divided into blocks with 8*8 pixels.  Forward 2D DCT function is applied on each 

block to obtain the DCT coefficients which are the 64 basis functions of the 8*8 pixel blocks from the 

original image. An example of 8*8 image luminance block, with a range of 8-bit values f(i, j) [0, 255], 

is illustrated in Figure 2 (left) [12].  

 

Figure 2. An 8*8 block f(i, j) from an image (left) and its corresponding DCT coefficients F(u, v) 

(right). 
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As shown in Figure 2 (right), except the DC and the first few AC components representing low spatial 

frequencies, most of the DCT coefficients F(u, v) have small magnitudes. This is because the pixel 

values in this block contain few high-spatial-frequency changes. We can see that the most information 

is accurately described by the first few components of the DCT coefficients. Therefore, the remaining 

components can be coarsely quantized, or even set to zero, with little signal distortion. 

In the third step, quantization is applied on the DCT coefficients in order to minimize the number of 

output values to a high smaller set and discard the less important components. This example uses the 

luminance quantization table shown in Figure 3. The quantization step leads to high numbers of zeros 

repeated as shown in Figure 4. Therefore, in the last step of encoding, Huffman encoding can be 

applied to achieve better compression.  

 
Figure 3. The luminance quantization table. 

 

 

 

 

 

     Figure 4. Quantization on DCT coefficients.                   Figure 5. De-quantization results. 

In our experiments, however, we use a uniform scalar quantizer with a scalar factor q = 20. This 

means that the DCT coefficients are divided by 20, which produces similar results to the results shown 

in Figure 4. See subsection “4.5 Experimental Setup”. Contrariwise, for the decompression model 

steps shown in Figure 1 (right), the compressed image file is loaded and then Huffman decoding is 

applied. After that, dequantization is carried out to retain the DCT coefficients as shown in Figure 5. 

In the last step, inverse discrete cosine transformation (IDCT) is applied to reconstruct an 

approximated image of the original image. 

Figure 6 shows the reconstructed 8*8 image block after applying IDCT. The figure shows that the 

reconstructed block is in close approximation of the original block, which generally cannot be visually 

noticed by the human eye in the image. To illustrate the quality of DCT compression, the error e = 

original 8*8 block (Figure 2, left) – reconstructed 8*8 block (Figure 6) is shown in Figure 7. 

 

 

 

 

 

 Figure 6. The reconstructed 8*8 image block.                        Figure 7. Error of DCT compression. 
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4.3 Compression/Decompression Model (DWT-H)   

Similar to DCT-H, Figure 8 portrays the framework used to implement the 

compression/decompression model for Discrete Wavelet Transformation combined with Huffman 

coding (DWT-H). The objective of the wavelet transform is to decompose the input signal into 

components some of which can be thresholded away. Moreover, the original image can be 

approximately reconstructed using these components. Two-level 2D DWT is applied on the input 

image using the MATLAB function “dwt2(input, ‘haar’)” to obtain the most significant components 

that occur in the upper left side of the image (LL). Figure 9 shows the two-level DWT of 256*256 

image. LL band holds the approximated version of the original image and represents the general trend 

of pixel values of the input image. The other components can be efficiently encoded (after 

quantization) or even discarded, because they have little significant information.  

 

Figure 8. DWT-H, compression model (left) and decompression model (right). 

After one level of 2D DWT is complete, the transformed image contains four subbands; LL, HL, LH 

and HH, standing for low-low, high-low and so on, as Figure 9 shows. The LL subband can be further 

decomposed to yield yet another level of decomposition (two-level DWT). This process can be 

continued until the desired number of decomposition levels is reached or the LL component only has a 

single element (left). Figure 10 shows an example of 16*16 gray image block (up) and its one-level 

2D DWT (down). The two-level 2D DWT is also shown in Figure 11. We can see that, except the LL 

components, the other components have small values which can be coarsely quantized and coded with 

little signal distortion. In the third step of the compression model of DWT-H shown in Figure 8 (left), 

quantization is applied to the DWT components in order to minimize the number of output values. 

Finally, in the last step, Huffman encoding is applied for compression purpose. Contrariwise, for the 

decompression steps shown in Figure 8 (right), Huffman decoding is applied on the compressed 

image. Then, dequantization is carried out to retain the decoded DWT components. In the last step, 

inverse wavelet transformation (IDWT) is applied to reconstruct the image. 

 

Figure 9. Two-level DWT transformation. 

4.4 Evaluation Metrics 

To evaluate the performance of both combined compression techniques; i.e., DCT-H and DWT-H, 



80 

"A Comparative Study of DCT and DWT Image Compression Techniques Combined with Huffman Coding , A. Maghari. 

 
five performance metrics have been used; Compression Ratio (CR), Mean Square Error (MSE), Peak 

Signal-to-Noise Ratio (PSNR), Structural Similarity Index Measure (SSIM) as well as compression 

time and decompression time. They are described as follows: 

 

Figure 10. A 16*16 block from a gray image (up) and its one-level 2D DWT (down). 

 

Figure 11. Two-level 2D DWT of the 16*16 block shown in Figure 10.  

4.4.1 Compression Ratio 

The Compression Ratio (CR) is defined as the ratio of the number of bytes of the original image to 

that of the compressed image. It can also be described as the ratio of the size of the original image to 

the size of the compressed image. The formula of CR is given in Equation () [19]. The higher the ratio 

is, the better is the compression technique. 

                  (7) 

4.4.2 Peak Signal-to-Noise Ratio (PSNR)  

PSNR is a measure factor for the quality of the compressed image to the original image. It determines 
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the error between the original and the reconstructed image. A high PSNR value means a high-quality 

image. The objective of this factor is to measure partially the human visual response to image 

quality[20]. The mathematical expression of PSNR is given in Equation () [18]. 

                  (8) 

where: 

 

 

m,n = image size > 0, I0 = original value and Ir = compressed value. 

The Mean Square Error (MSE) [19] is the cumulative squared error between the original image and 

the compressed image. A low value of MSE means a higher value of PSNR. A high PSNR provides a 

better image quality after the reconstruction of the image. 

4.4.3 Structural Similarity Index Measure (SSIM) 

SSIM is a well-known quality metric used to measure the structural distortion between two images. It 

was developed by Wang et al. [21] and is recently used by many researchers [22], [23], [24] for image 

quality assessment. As opposed to SSIM, some studies revealed that PSNR performs badly in 

discriminating structural content in images, since various types of degradations applied to the same 

image can yield the same value of PSNR [25]. Generally, the value of PSNR can be predicted from 

SSIM and vice-versa [26]. SSIM is designed to compare between the original and the distorted images 

(x, y) using three factors: luminance, contrast and structural factors. It is defined as: 

                 (9) 

where,  ,   and  

where  are the local means, standard deviations and cross-covariance for 

images x and y. 

The first term l(x, y) is the luminance comparison function, which measures the closeness of the two 

images’ mean luminance ( ). The second term c(x, y) is the contrast comparison function, 

which measures the closeness of the contrast of the two images. Here, the contrast is measured by the 

standard deviation . The third term s(x, y) is the structure comparison function, which 

measures the correlation coefficient between the two images x and y. Note that  is the covariance 

between x and y. The positive values of the SSIM index are in the range [0-1]. A value of 0 means no 

correlation between images and 1 means x = y. The parameters α, β and γ indicate the importance of 

the three components, which are set to 1. C1, C2 and C3 are constants and C3 = C2/2. So, the SSIM 

simplifies to: 

                  (10) 

4.5 Experimental Setup 

We have used MATLAB to conduct the experiments on a CPU @ 2.50GHz with an Intel(R) Core 

(TM) i5-2450M processor. There are different images used for experimentation. We choose as 

examples five different BMP gray images to conduct our experiments. BMP (BitMap) is standard file 

format for Microsoft Windows, which can be stored uncompressed. The five gray images have the 

same size of 256*256 = 65536 bytes (66 KB). The size of 256×256 pixels is chosen to ease 

implementing DCT and WDT, where the image is split into 8x8 blocks, which are then transformed 

into the frequency plane using Fast Discrete Cosine Transform (FDCT).  For DWT, the 2D input 

image of size 256 x 256 is subjected to two-level decomposition using discrete Haar wavelet transform 

function. The scalar factor (q) for uniform quantization is set to 10, which affects the quantization 

steps for Huffman coding. Quantization is the main source of losing information. So, we choose a 
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small value for q to obtain a small MSE. For DCT, a block image size of 8×8 is used with a scalar 

factor q = 20. There are no precise rules for selecting the scalar factor q values. The trade-off between 

quality and CR can be controlled by the scalar factor q which will define the size of the frequency 

components [18]. Different scalar values (10 and 20) were chosen for DWT and DCT during the 

evaluation process to have suitable compression ratio and MSE. To determine the execution time for 

compression and decompression processes, we use tic and toc MATLAB functions together in order to 

measure the amount of time MATLAB takes and display the time in seconds. 

5. RESULTS AND DISCUSSION 

5.1 Results  

Figure 12 shows the test images and their corresponding resulting compressed images using DWT-H 

and DCT-H. The experimental results with the comparison factors have been arranged in Table 1. 

Table 1 shows the results of the five comparison factors obtained by applying DCT and Huffman 

coding. It shows the compression ratio (CR), PSNR, MSE, SSIM, compression time and 

decompression time. Table 2 shows the same five factors for DWT combined with Huffman coding 

(DWT-H). Regarding the performance metrics, the results show that DWT-H outperforms DCT-H in 

that DWT-H produced mostly higher CR, higher PSNR, higher SSIM and lower MSE than DCT-H, as 

graphically shown in Figure 13. Performance metric values obtained are as shown in Table 1 and 2. 

In contrast, for the compression/decompression time, the results show that DCT-H is less time-

consuming than DWT-H. The compression/decompression time values obtained are shown graphically 

in Figure 14. 

Table 1. The comparison factor results of DCT-H. 

Image name CR PSNR MSE SSIM Decode Time (s) Code Time (s) 

Camera man 1.72 36.04 16.3 0.575 0.12 1.14 

Rice 2.56 38.04 10.28 0.772 0.12 0.2 
MRI 3.37 39.37 7.57 0.898 0.11 0.15 

Eye 2.66 36.7 13.9 0.734 0.14 0.16 

Tiger 1.5 35.6 17.9 0.822 0.12 0.14 

Average results 2.36 37.15 13.19 0.76 0.122 0.358 

Table 2. The comparison factor results of DWT-H. 

Image name CR PSNR MSE SSIM Decode Time Code Time 

Camera man 1.96 40.8 5.4 0.712 2.44 2.7 

Rice 1.97 41.7 4.4 0.856 2.4 2.7 

MRI 8.24 49.6 0.72 0.993 0.65 0.7 

Eye 2.1 40.1 6.4 0.854 2.27 2.64 

tiger 1.6 40.5 5.8 0.851 2.9 3.17 

Average results  3.17 42.5 4.54 0.85 2.13 2.38 

5.2 DISCUSSION  

In this study and due to our comparison study, we applied DCT and DWT algorithms in combination 

with Huffman algorithm. For the DCT transform, the image is split into 8x8 blocks which are then 

transformed into the frequency plane using Fast Discrete Cosine Transform (FDCT). After the 

transform, most of information is concentrated to a few low-frequency components. These 

components are then quantized in order to reduce the number of bits needed to represent the image. 

This quantization step will lower the quality of the image by reducing the precision of the components. 

Regarding the DWT algorithm, as a result of applying DWT on the input image, it is divided into four 

non-overlapping multi-resolution sub-bands; LL, LH, HL and HH. The sub-band LL represents the 

coarse-scale DWT coefficients while the sub-bands LH, HL and HH represent the fine-scale DWT 

coefficients. Then, sub-band quantization and coding are used to reduce the number of bits needed to 

represent the image. This step will lower the quality of the image but not like DCT, because in DCT, 

the information is concentrated on fewer components that can be affected more sensitively by  
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Figure 12. The five test images (Camera man, Rice, MRI, Eye, Tiger) and the corresponding 

compressed images using DCT-H and DWT-H. 

 

Figure 13. DCT-H and DWT-H: Compression Ratio, MSE, PSNR and SSIM. 
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Figure 14: Compression and decompression time of DCT-H and DWT-H. 

quantization than in DWT. Moreover, DWT avoids blocking artifacts that can happen by dividing the 

input image into blocks as in DCT [9]. 

The results illustrate that DWT combined with Huffman (DWH-H) coding give mostly higher 

compression ratio, higher PSNR and higher SSIM than DCT combined with Huffman coding (DCT-

H). At the same time, we found that compression and decompression time of DCT-H was less than in 

DWT-H. Our appreciation for the appearance of these results is based on the extent of similarity in 

output values, when DCT or DWT algorithms are applied on the test images. This means that when 

DCT or DWT output coefficients are mostly very small, then the quantization does not cause big loss 

in the information. The quantization is used to reduce the number of distinct output values to a much 

smaller set to efficiently represent the source output using any coding techniques such as Huffman 

coding [12]. Using a large scalar value for quantization gives high compression ratio and low-quality 

image reconstruction. So, in our experiments, we used a constant small scalar value (q) for 

quantization (q=10 for DWT, q=20 for DCT) in order to obtain small MSE and high-quality 

reconstruction. According to our observations, we conclude that using DWT with Huffman algorithm 

achieves better compression ratio, PSNR and SSIM than using DCT with Huffman algorithm. Hence, 

performance of DWT combined with Huffman coding is comparatively higher than that of DCT 

combined with Huffman coding. Our results are consistent with [8], where DWT algorithm performed 

much better than DCT algorithm in terms of Compression Ratio and Peak Signal-to-Noise Ratio 

(PNSR). On the other hand, DCT-H is less time-consuming than WDT-H. 

6. CONCLUSION 

In this paper, we performed a comparative study based on DCT and DWT in combination with 

Huffman coding in terms of Compression Ratio (CR), Mean Square Error (MSE), Peak Signal-to- 

Noise Ratio (PSNR), Structural Similarity Index Measure (SSIM) as well as compression and 

decompression time. Our experiments were conducted on five different BMP file images; Camera 

man, Rice, MRI, Eye and Tiger. The experimental results showed that using DWT with Huffman 

algorithm (DWT-H) achieves a comparable compression ratio with higher PSNR and less MSE than 

DCT with Huffman algorithm (DCT-H). At the same time, we found out that DWT-H is time-

consuming in terms of compression and decompression. The average CR metric value of the five 

images was 2.36 for DCT-H and 3.17 for DWT-H. Regarding MSE, PSNR and SSIM, the average 

result values of DCT-H were: MSE = 13.19, PSNR = 37.15 and SSIM = 0.76. WDT-H has the average 

result values of MSE = 4.54, PSNR = 42.5 and SSIM = 0.85. On the other hand, DCT-H outperforms 

DWT-H in terms of compression and decompression execution times. DCT-H has an average 

execution time of 0.358s for compression and an average execution time 0.122s for decompression, 

while WDT-H has 2.38s compression time and 2.13s decompression time. In future works, we will 

extend our experimental study to other image compression algorithms and use different coding 

techniques. 
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 ملخص البحث:

لقددددد  سددددد ت نيدددددط  نص رقلتددددد ل يدددددون نلادددددر  لط دددددب   نل ت  ددددد ل   ق  ددددد   ن  ددددد  نلددددد    ط  ددددد  

نً ر ب لتددددد ً ً تددددد نً  يددددد يؤ  قددددد  ي لتدددددؤر   دددددلج  نلل دددددر نل ددددد    ل ادددددر  ي لتدددددؤ نل دددددرج  حتدددددب

إلدددددم رلددددد  ى نل  ددددد  ي دددددم رقلتددددد ل اد لدددددؤ لط دددددب   نل ت  ددددد ل  ر  جل ددددد  ي ددددد  ن  ط  ددددد ر ادددددى  ددددد   

 ددددددد  نيدددددددط  نص  DCT   DWTنلر قدددددددؤ   قددددددد ص ج نيدددددددؤ  ق   دددددددؤ  دددددددت   رن   تددددددد ل رقلتطدددددددى 

نيددددددؤ   لتددددددؤ ي ددددددم    ددددددؤ يرن دددددد   ددددددى   ددددددد   ر  تددددددب  را دددددد  ر  نل ق   ددددددؤ اددددددى  دددددد   نل  

(   أي ددددددم   ددددددد  ن سددددددد    إلدددددددم نلضددددددد ت  MSE(    طريدددددددن    ددددددد  نل  ددددددد   CRنلضددددددون  

 PSNR   قت س ي    نلطش  ه نل لتر    )SSIMنلضون/إ نلؤ نلضونر       ) 

طددددد    أج  ددددد  نلط ددددد  ص ي دددددم   دددددت ردددددر  رلط دددددى إلدددددم    ددددد ل    ج دددددؤ نلطددددد    ر   تلددددد  نلل

ث تددددددد ددددددد  ح DCT ضددددددد  ى  ست ددددددده   يدددددددط  نص رقلتدددددددؤ  DWTأ  نلط  تدددددددب   يدددددددط  نص رقلتدددددددؤ 

(    طقدددددد ص ي تدددددده ات دددددد   طد ددددددى   طريددددددن    دددددد  نل  دددددد   أي ددددددم   دددددد  CR ددددددد   نلضددددددون  

ن سدددددد    إلددددددم نلضدددددد ت    قتدددددد س ي  دددددد  نلطشدددددد  ه نل لتددددددر ر  ً  دددددد   طدددددد    نلاددددددر  نل  ددددددت 

ي دددددم نلط رتددددد  ل ددددد   ددددد   17ر3   36ر2نل  حرردددددؤ ات ددددد    دددددي   دددددد   نلضدددددون ادددددى نل دددددد   

 DCTر يددددددددذ   ي ددددددددم نلددددددددي  ًدددددددد    ددددددددد   نللطدددددددد    لطقلتددددددددؤ DWT رقلتددددددددؤ  DCTرقلتددددددددؤ 

ر  ي دددددددددددددددددددددددم نل   ددددددددددددددددددددددد  76رSSIM =0؛ 15رPSNR =37؛ 19رMSE=13ً ددددددددددددددددددددددد   ى  

؛ 54رMSE =4ي ددددددددددم نللحددددددددددر نلآرددددددددددى   DWTنلآ دددددددددد   ًدددددددددد    ددددددددددد   نللطدددددددددد    لطقلتددددددددددؤ 

PSNR =42؛ 5رSSIM =0ر85ر 

 ددددد  حتدددددث   ددددد  رل تددددد  نلضدددددون  DWTي دددددم رقلتدددددؤ  DCTقلتدددددؤ  ددددد  ج  ددددد    ددددد   رط دددددر  ر

ث  تددددددؤ لددددددب   نلضددددددون    358رDCT 0 إ نلددددددؤ نلضددددددون   حتددددددث ًدددددد    ددددددد   نللطدددددد    لطقلتددددددؤ 

؛ ادددددى حدددددت  ًددددد     ددددد  نلضدددددون    ددددد  إ نلدددددؤ نلضدددددون ث  تدددددؤ لدددددب   إ نلدددددؤ نلضدددددون 122ر0

 رDWTث  تؤ ي م نلط رت  لطقلتؤ  13ر2ث  تؤ    38ر2
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ABSTRACT 

Face recognition is used in many security and surveillance applications. Some issues, such as aging, partial 

occlusion, variation in pose and illumination and facial expression directly affect the performance of face 

recognition approaches. Usually, in many applications, such as checking the passport and visa, images in the 

database are not updated continuously. In these cases,  aging leads to change the important features of the face 

image. Hence, face recognition across aging can be considered as a common issue in many security and 

surveillance systems. In this paper, some existing face recognition approaches, in terms of robustness to aging, 

have been reviewed briefly. Also, the experimental results from these methods have been compared using the 

common databases in age-invariant face recognition applications. The comparison results indicate that the 

approaches which consider both component-based representation of facial images and identity factors 

outperform the other existing methods. 

KEYWORDS 

Face recognition, Aging, Age-invariant, Facial image. 

1. INTRODUCTION 

Face recognition is considered as an effective and applicable identification and verification technique, 

as it is an inexpensive and non-intrusive approach [1]. It has been used in many applications, such as 

security systems, card verification, video surveillance, credit criminal identification, person 

identification [2], passport renewal, law enforcement and biometric authentication [3]. There are three 

stages in face recognition systems [1]. In face recognition, the facial image is detected firstly. Then, 

suitable features are extracted from the image. Finally, the extracted features are compared with those 

from the database using a similarity measure.  

Accuracy of face recognition methods directly depends on the used facial image. Indeed, some 

variations in facial images, such as age, pose, illumination, partial occlusion and facial expressions, 

reduce the accuracy of face recognition methods [3]. Among these variations, aging leads to change 

the important features of facial images, such as texture and shape. In many security and surveillance 

applications, the available databases are not updated during the time. Also, some existing non-age-

invariant methods may correctly recognize the captured facial images using images captured within a 

one-year interval. In the case of facial images captured within a longer period of time, many changes 

may appear in comparison to previously captured images, especially in cases in which the images 

include a person’s face before and after the age of puberty. Hence, it is necessary to consider the effect 

of aging in face recognition techniques [3]-[6].  

There is some research on face recognition which considers age progression. This research can be 

categorized in three groups: age estimation approaches [7]-[20], aging simulation approaches [21]-[26] 

and age-invariant face recognition approaches [27]-[29], [31], [34]-[39], [41]-[47], [49]-[50]. In the 

first group, the age is estimated from the person’s facial image. In the second group, a computational 

model is provided for modeling the facial appearances across aging. In the third group, age-invariant 

features are extracted for robust face recognition. Generally, age-invariant face recognition methods 

can be divided into two groups: generative [27]-[29], [31] and non-generative methods [34]-[39], [41]-

[44]. In the former group, aging is initially simulated using a computational model. Then, the 

perceived image of the subject is normalized to eliminate aging variations. But, age-invariant features 

are extracted from the facial images in the latter group [4]. Recently, new methods, such as deep 

neural networks, have been used in age-invariant face recognition approaches [45]-[47], [49]-[50]. 
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Deep neural networks, such as auto-encoder neural networks, can both extract features and model the 

face across aging. Hence, these methods can be categorized in both generative and non-generative face 

recognition methods across aging. Therefore, we can consider a new category in addition to generative 

and non-generative methods, named deep neural networks. 

This paper aimed to review and compare the performance of the existing age-invariant face 

recognition methods. The rest of this paper is organized as follows. The age-invariant face recognition 

methods are reviewed in Section 2. The common existing databases for age-invariant face recognition 

approaches are introduced in Section 3. The experimental results from the reviewed methods are 

compared in Section 4. Finally, the conclusions are driven in Section 5. 

2. AGE-INVARIANT FACE RECOGNITION  

As mentioned earlier, age-invariant face recognition methods are generative or non-generative 

approaches and those which use deep neural networks. In this section, some existing age-invariant face 

recognition methods are reviewed briefly. 

2.1 Generative Methods 

In [27], a computational model has been proposed to describe the changes of shape and texture in the 

facial images across aging. In this method, a muscle-based geometrical change model has been 

proposed to model the aging progression in adulthood. In this model, the changes of physical 

properties and geometric orientations of the facial muscles have been described throughout adulthood. 

Also, in this method, the facial wrinkles and other skin traits that appeared across aging were modeled 

by proposing the image gradient-based texture transformation function. 

In [28]-[29], a 2D/3D face aging pattern space has been provided to synthesize a facial image to match 

the target face image before recognition. In [28], at first, the facial aging is simulated using a 2D face 

aging model. Then, the aging model is used for face across aging. This model is proposed based on 

non-negative matrix factorization (NMF) [30] with sparseness constraints.  

In the method introduced in [31], the recognition is performed in two stages. At first, a maximum a 

posteriori solution is used based on principal component analysis (PCA) factorization in order to 

decrease the search space. Then, a graph matching approach is used to investigate the matching 

between the probe image and the gallery image. Indeed, in [31], the facial images are presented using 

graph-based features. In this method, the aging of each face image is modeled using Gaussian mixture 

model (GMM). This model has considered the shape and texture information variations for each face 

image across aging. In this method, the feature points are extracted using a modified local feature 

analysis [32]. The modified local feature analysis uses the Fisher score [33] to extract the feature 

points. The feature descriptor is obtained via applying the uniform local binary pattern (LBP) operator 

on the feature point.  

As the aging is a complex process, generative methods are not usually able to create the face model 

representing the aging process. Also, the limitation on the number of training data increases this 

problem. Besides, in these methods, extra information, such as accurate age labels for the training data 

and the landmark point locations for each face image, are required to create the face aging model. 

Also, in these methods, the used face images should be captured in ideal conditions, such as frontal 

pose, normal illumination and expression [5]. So, generative methods do not work well in real-world 

face recognition. Hence, in the age-invariant face recognition approaches, non-generative methods 

have been extended more than generative methods. 

2.2 Non-Generative Methods 

In [34], an age-invariant face recognition method was proposed based on the Eigen space techniques 

and the Bayesian model. In this method, a Bayesian age-difference classifier was built on a 

probabilistic Eigen space framework.  This classifier is used to model the differences between face 

images across aging for individuals as well as to model the differences between various persons face 

images.  

The gradient orientation information is a more robust feature in comparison with the other appearance 
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features in changing the age. Hence, in [35]-[36], the gradient orientation pyramid (GOP) feature was 

used to model the differences between person faces. In this method, the GOP feature was combined 

with the support vector machine (SVM) for face verification.  

In [37], a discriminative model has been proposed considering the scale-invariant feature transform 

(SIFT) and multi-scale local binary patterns (MLBPs) as the local features for each face. The SIFT-

based local features and MLBP-based local features have a high-dimensional feature space. Hence, in 

this method, an algorithm named multi-feature discriminant analysis (MFDA) was developed to 

reduce dimensionality. In MFDA, local descriptors were combined to create a robust decision rule by 

a random subspace fusion model. 

The number of the considered face features can be an effective parameter in extracting the appropriate 

discriminative information. Hence, in [38], a multi-view discriminative learning (MDL) method was 

proposed for age-invariant face recognition. In this method, the SIFT, LBP and GOP descriptors have 

been used to extract the discriminative information from the facial images. Then, a discriminative 

learning method with multi-view feature representations; namely, MDL, was developed. Indeed, the 

MDL has been used to simultaneously minimize the variations in each feature class, maximize the 

variations between the feature classes and maximize the correlation of the feature classes from the 

same person.  

Age variation affects each component of the face differently. Hence, in [39], a component-based 

method has been proposed for age-invariant face recognition. In this method, the components of the 

face are determined automatically using an active shape model (ASM) [40]. Then, the MLBP and 

SIFT features for each component are used in a random subspace linear discriminant analysis (LDA) 

for classification. 

In [41], at first some pre-processing tasks, such as pose correction, illumination and periocular region 

normalization, are applied on the facial images. Then, the Walsh-Hadamard transform encoded local 

binary patterns (WLBPs) are applied on the pre-processed periocular region. Finally, unsupervised 

discriminant projection (UDP) is used to create the subspaces on WLBP-featured periocular images. 

Components of face images across aging can be considered as the age-invariant and age-variant 

factors. Following this idea, a hidden factor analysis (HFA) model was proposed in [42]. In this 

method, two latent factors were introduced: an identity factor (age-invariant) and an age factor (age-

variant). A linear model was considered to distinct these factors as two subspaces. Also, a learning 

algorithm was developed using an Expectation Maximization (EM) algorithm to jointly estimate the 

latent factors and the model parameters. Finally, the cosine distance of the identity components of the 

gallery and the probe samples are used for face recognition. Note that in [42], the HOG descriptor is 

used to extract features of face images. Also, due to the existence of noises in the face images, the 

extracted features are noisy. Hence, the accuracy of identity factor estimation may be reduced. 

Therefore, in [43], another descriptor, named the maximum entropy feature descriptor (MEFD), has 

been proposed to improve the representation of face images across aging. This descriptor encodes the 

microstructure of facial images into a set of discrete codes in terms of maximum entropy in order to 

extract the appropriate features of the facial images. Then, the method named identity factor analysis 

(IFA) is used to determine the probability that two face images are related to the same person.  

The assumption of independence between the identity and age factors is incorrect, because changes in 

the face appearance due to aging may vary in different individuals. Hence, in [44], by modifying the 

HFA method proposed in [42], a probabilistic discriminant method has been proposed to make a better 

estimate of the identity factor. In this approach, a latent factor is modeled considering the correlation 

between age and identity factors. Indeed, the person-specific aging information and some features, 

such as pose and expressions which affect the face recognition task, are jointly modeled by the latent 

factor. Finally, face recognition is performed using a maximum likelihood approach. 

2.3 Deep Neural Network Approaches  

As the age variation is a nonlinear and smooth transformation, in [45], a neural network model, named 

coupled auto-encoder network (CAN), was proposed to overcome the aging in face images. In the 

proposed CAN, a couple of two auto-encoders have been bridged using two shallow neural networks. 

Also, in this paper, facial images are decomposed into three components: identity feature, age feature 
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and noise, using a proposed nonlinear factor analysis method. Among the obtained features from the 

facial image, the identity feature has been considered as an age-invariant feature to use in the face 

recognition task. 

In general, deep networks have a better performance than shallow networks. The proposed approach in 

[46] has shown the application of convolutional neural networks (CNNs) in age-invariant face 

recognition. In this paper, a latent factor guided CNN (LF-CNN) framework was proposed to learn the 

age-invariant deep face features. The age-invariant deep features are extracted from convolutional 

features using a designed fully connected layer, named latent factor fully connected (LF-FC) layer. A 

latent variable model, named latent identity analysis (LIA), was developed to divide the convolutional 

features into aging (age-variant) and identity (age-invariant) components. The parameters of LF-FC 

layer are updated using the parameters of the LIA model.  

The facial aging process can be well understood considering demographic estimation of facial images, 

such as estimation of age group, gender and race. Hence, a demographic-assisted face recognition 

approach was proposed in [47]. This method consists of two main steps: facial-asymmetry-based 

demographic estimation step and demographic-assisted face recognition step. In the first step, three 

CNNs are trained for each age group, gender and race classification task in order to extract the 

demographic features from the query face image.  In the second step, at first, deep CNN (dCNN) 

features are extracted from the query image using VGGNet [48]. Then, dCNN features are used to 

obtain top k matches from gallery against the query face image. Finally, the top k matched face images 

are re-ranked using the estimated demographic features. 

An age estimation guided convolutional neural network (AE-CNN) has been proposed in [49]. In this 

approach, an age estimation process is used to separate age-invariant features from those affected by 

aging. Hence, for extracting the age-invariant features, the AE-CNN contains three fully connected 

layers. General (age-invariant and age-variant) features are the output of the first fully connected layer. 

In the second fully connected layer, the softmax loss function is used for estimating the age. The 

output of this layer is the age features. Also, the third fully-connected layer is used to extract age-

specific factors. Finally, age factor is subtracted from the general features to obtain age-invariant 

features. After that, the softmax loss function is used to recognize the face considering the obtained 

age-invariant features. 

Note that in some face recognition methods, the extracted features may be projected in another space 

to obtain the comparable features. Hence, in [50], a similarity measure and a distance metric 

optimization-driven learning approach have been proposed in order to preserve the interaction between 

the projected features and the used similarity measure. In this method, feature leaning and distance 

metric learning have been performed at the same time, using a deep convolutional neural network 

(CNN). To train the CNN, a large number of positive (matched) and negative (unmatched) pairs are 

generated given the labeled training images. Also, to learn the features which are more independent on 

aging, the matched pairs are selected considering different ages for each person. Then, using the 

positive and negative pairs, the CNN is trained subject to reduction and increase of the difference, 

respectively, between the matched and unmatched pairs. Also, during training the CNN, the 

parameters of the model are tuned using the mini-batch stochastic gradient descent (SGD) algorithm. 

3. AGE INVARIANT FACE RECOGNITION DATABASES 

In this section, the databases which are often used in age-invariant face recognition research are briefly 

introduced. These databases are FGNET [51], MORPH [52], CACD [53], CACD-VS [54] and AgeDB 

[55]. The FGNET and MORPH databases are commonly used in age-invariant face recognition 

approaches. Recently, the CACD, CACD-VS and AgeDB databases were introduced for face 

recognition across aging. 

FGNET: The FGNET database includes 1,002 face images from 82 different people. The age range in 

this database is from 0 to 69 years. The average number of existing face images for each person is 

approximately 12. The age gap in this database is 0-45 years. Some samples of the face images from 

this database are shown in Figure 1. In this figure, the age of the persons for whom the face image has 

been captured is mentioned below the image.  
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Figure 1. Sample face images from FGNET. The number below each 

facial image represents the age in years. 

MORPH: The MORPH database includes 55,134 face images from 13,618 different people. The age 

range of this database is from 16 to 77 years. The average number of existing face images for each 

person is approximately 4. The age gap in this database is 0-5 years. Some samples of the face images 

from this database are shown in Figure 2. In this figure, the age of the person for whom the face image 

has been captured is mentioned below the image. 

 
Figure 2. Sample face images from MORPH. The number below each 

facial image represents the age in years. 

The MORPH database has been extended in two albums. Album 1 consists of 1,690 face images from 

632 different people. The age range of this album is from 15 to 68 years. The average number of 

existing face images for each person is approximately 3. Album 2 consists of 78,207 face images from 

20,569 different people. The age range of this album is from 15 to 77 years. The average number of 

existing face images for each person is approximately 4. 

CACD: The CACD database includes 163,446 face images from 2,000 different people. The age 

range of this database is from 16 to 62 years. The average number of existing face images for each 

person is approximately 82. The age gap in this database is 0-10 years. Some samples of the face 

images from this database are shown in Figure 3. In this figure, the numbers in the top row are the 

birth years of the people and the numbers in the left column are the years in which the images have 

been captured. 

 
 

Figure 3. Sample face images from CACD. 
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CACD-VS: The CACD-VS database is a subset of CACD database which is used for face 

verification. It contains 4,000 images from 2,000 persons across ages. Indeed, in this database, two 

images (a positive image and a negative image) exist for each person. In other words, CACD-VS 

dataset includes 2,000 positive pairs (images from same persons) and 2,000 negative pairs (not from 

the same persons). 

AgeDB: This database contains 16,488 images from 568 different people captured in real-world 

conditions. Hence, the images of this database may include different poses and expression, noise, 

occlusions and any uncontrolled conditions. Hence, this database would be used for training and 

testing the deep neural networks. Also, the age range of this database is from 1 to 101 years. The 

average number of existing face images and the average age range for each person are 29 and 50.3 

years, respectively. Figure 4 shows some sample images from this database. 

   
Figure 4. Sample face images from AgeDB. 

4. PERFORMANCE COMPARISON  

In this section, the experimental results from some existing age-invariant face recognition methods are 

reviewed on the FGNET and MORPH databases. The performance of these methods is compared 

considering the reported Rank-1 recognition accuracy. In general, Rank-k (k = 1, 2, 3, …) is one of the 

measures used for depicting the performance of face recognition methods. Usually, the recognition 

rate of the compared methods is considered as a function of Rank-k. Indeed, for ranking the obtained 

results from a face recognition method, k determines that k-top matches the correct answer [56]. 

Therefore, for k = 1, Rank-k is the strictest measure; whereas, for k > 1, this measure permits some 

error. In Table 1, the performance of these methods is compared considering the reported Rank-1 

recognition accuracy.  

As mentioned before, generative aging models need parameter assumption, landmark point location 

for each face image and the captured face images in the controlled conditions. Hence, these methods 

do not work well in real-world face recognition. In practice, the performance of the generative model 

proposed in [29] is lower than for the other methods mentioned in Table 1.  

The method proposed in [37] considers a holistic representation of the facial images. However, aging 

affects the different components of the face variously. Hence, component-based facial image 

representation has been proposed in [39], [41]. As it is shown in Table 1, the component-based facial 

image representation proposed in [41] has achieved 100% Rank-1 recognition accuracy on FGNET 

database.  

Also, separating aging variations from the person-specific features is the main idea in some non-

generative methods [42]-[44] to obtain robust age-invariant face features. In these methods, the basic 

features which are used for estimating the age-invariant and age-variant factors play an important role 

in the final results. As mentioned before, in the method proposed in [43], a MEFD descriptor has been 

introduced to be used instead of HOG. Hence, according to Table 1, this method achieves better 

accuracy in comparison with the similar methods proposed in [42], [44]. 

As mentioned before, the methods proposed in [45]-[47], [49]-[50] are the recently developed 

approaches in age-invariant face recognition. In these methods, using the deep learning approaches 

leads to obtain the deep features in the facial images which are aging-invariant.  

Age variation is a nonlinear and smooth transformation. However, in [42]-[44], a linear factor analysis 

method is used in order to separate the age-variant and age-invariant factors from the face images. 

Hence, this method has lower performance when compared to the methods proposed in [45]-[46] and  

[49]-[50] (see Table 1). Besides, the kind of basic descriptor used for feature extraction in [42]-[44] 

can be the other reason why the results of these methods are not better than those of deep learning-

based approaches.  
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Also, the methods proposed in [46], [49] have better performance in comparison with the method 

proposed in [45]. Indeed, the unsupervised CAN model proposed in [45] is less discriminative than the 

supervised LF-CNNs and AE-CNN proposed in [46], [49]. Also, the deep networks used in [46], [49] 

have better performance than the shallow networks used in [45].  

Apparently different components of the face are affected variously across aging progression. Hence, 

age-invariant face recognition approaches which consider this issue outperform the other approaches. 

Besides, separating the identity and aging factors of the facial images increases the accuracy of the 

face recognition approaches across aging. Indeed, we can conclude from Table 1 that face recognition 

approaches will recognize the face more accurately compared to the other methods, if they consider 

component-based representation of facial images and consequently estimate the identity factors from 

aging factors in each component. Also, deep learning techniques have emerged in machine vision 

applications [57] and recently, age-invariant face recognition methods tend to use deep learning 

approaches. Hence, the capability of these neural networks in feature extraction and modeling can be 

employed to estimate the identity and aging factors in each component of facial images. Therefore, a 

combination of the mentioned approaches may lead to an appropriate performance of age-invariant 

face recognition approach.  

Table 1．Experimental results of the existing age-invariant face recognition methods. 

The method 

proposed in 

Databases (# subjects, # images) 

in probe and gallery 

Reported Rank-1 

recognition accuracy  

 [29] 

FGNET (82, 1002) 37.4% 

MORPH album 1 (612, 612) 66.4% 

MORPH album 2 (10000, 20000) 79.8% 

[37] 
FGNET (82,1002) 47.50% 

MORPH album 2 (10000, 20000) 83.90% 

[39] MORPH album 2 (10000, 20000) 81.27% 

[41] FGNET (82, 1002) 100% 

[42] 
FGNET (82, 1002) 69.0% 

MORPH album 2 (10000, 20000) 91.14% 

[43] 
FGNET (82, 1002) 76.2% 

MORPH album 2 (10000, 20000) 93.80% 

[44] 
FGNET (82, 1002) 72.8% 

MORPH album 2 (10000, 20000) 87.94% 

[45] FGNET (82, 1002) 86.5% 

[46] 
FGNET (82, 1002) 88.1% 

MORPH album 2 (10000, 20000) 97.51% 

[49] MORPH album 2 (10000, 20000) 98.13% 

[50] MORPH album 2 (10000, 20000) 93.6% 

5. CONCLUSIONS 

Face recognition has applications in many machine vision fields, such as law enforcement and forensic 

investigation, homeland security, missing persons and checking the passport and visa. In these 

applications, the images in database may not be updated continuously. As aging slowly leads to 

changing the important features of the facial image, it directly affects the performance of face 

recognition approaches. Hence, it is necessary to consider the aging variations in face recognition. 

There are some research studies which have considered the face aging progression. These approaches 

have tried to estimate and simulate aging and recognize the face. In this paper, some age-invariant face 

recognition approaches have been briefly reviewed. Also, the experimental results of these methods 

have been compared on a number of databases. The experimental results show that age-invariant face 

recognition approaches which consider both component-based representation of facial images and 

identity factors have better performance compared with the other face recognition methods across 

aging. 
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 ملخص البحث:

 ه  ثتتتتت   يستتتتتتميي  اللتتتتتي كثيرتتتتتيت بتتتتت  سيلتتتتتن ةتتتتتق كثت ملهتتتتت      تتتتتلا  ك ة لتتتتت   كثن   لتتتتت  ة  تتتتت  

ثلأ تتتتت  ل   كثتيلتتتتتن بتتتتت    تتتتت   لتتتتت  عتتتتتس كثاستتتتت لت  ةيتتتتتتم كثتهتتتتتيي بتتتتت  كثعاتتتتتن   ك  متتتتت   كث ي

كثتصتتتتتتتيين  ك  تتتتتتت جه    عملتتتتتتتن كثيرتتتتتتتف  كثتتتتتتتت   تتتتتتت  ن   تتتتتتت    تتتتتتتي  ةم  تتتتتتتن بتتتتتتت  كث تتتتتتتن  

ك  تتتتتتم     بتتتتتت  كثعتتتتتت طه    ثعييتتتتتتتي ةتتتتتتق كثت ملهتتتتتت    ةيتتتتتتتت  كثاستتتتتتتمية  بتتتتتت   اللتتتتتتي  رتتتتتتتيت

ب تتتتتتتت  رتتتتتتتتيكفك    ي تتتتتتتتلنك  كثستتتتتتتتلن    يتتتتتتتتت    تتتتتتتتيي  كثصتتتتتتتتي  بتتتتتتتت   يك تتتتتتتتي كثمل  تتتتتتتت   

تتتتتا   كثا اتتتتت    إ تتتتتتانك   بتتتتت  ةيتتتتتت هتتتتتدت كث تتتتت     يتتتتت طس كثتهتتتتتيي بتتتتت  كثعاتتتتتن  ثتتتتت   يللتتتتتن كثس  

 ظاتتتتت  ثصتتتتتي ه كثيرتتتتتف  ثتتتتتدك بتتتتتإل  اللتتتتتي كثيرتتتتتيت ةتتتتتق كثاستتتتت لت كث يهنيتتتتت     صي تتتتت   بتتتتت   

 ك ةق  كثانك م  

 هتتتتيي هتتتتدت كثي  تتتت    تتتتل   ةتتتتيريك  ثعتتتتيط  ةتتتتق  تتتتن   اللتتتتي كثيرتتتتيت ةتتتتق  لتتتت  ةت  ت تتتت    ث ستتتتم  

ث تيلتتتتتنك  كثتتتتتت    تتتتتن    تتتتت   رتتتتتيت ك  تتتتتم    لعتتتتتت كثتهتتتتتيي بتتتتت  كثعاتتتتتن  ةتتتتتق    لتتتتت     تتتتتن   

 متتتتتتن   مله تتتتتت    تتتتتت   تتتتتتيط ةتتتتتتق  يك تتتتتتي كثمل  تتتتتت    تتتتتت لع   اتتتتتتن ةه   تتتتتت   تتتتتتت ل  هتتتتتتدت كث تتتتتتن  

بتتتتت   ا لتتتتت   اللتتتتتي  رتتتتتيت ك  تتتتتم      تتتتتي  ل تتتتتن كث تتتتتت ل   ل  كث تتتتتن  كثتتتتتت   ي تتتتتد ك  تتتتتتميكي 

 لي تتتتتن   تتتتت   تتتتتي  عتتتتتلق ك  تمتتتتت    ايلتتتتتت  تتتتتي ه كثيرتتتتتف كثام تتتتت    تتتتت   هستتتتتلا    ثتتتتت  ة ي تتتتت   

 غلنه  ةق كث ن  كثاستمية  ةق  ل  ط   ك طكج ب   اللي  ريت ك  م   

http://www-prima.inrialpes.fr/FGnet/
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ABSTRACT 

Natural languages are universal and flexible, but cannot exist without ambiguity. Having more than one attitude 

and meaning in the same phrase context is the main cause for word or phrase ambiguity. Most previous work on 

emotion analysis has only covered single-label classification and neglected the presence of multiple emotion 

labels in one instance. This paper presents multi-emotion classification in Twitter based on Convolutional 

Neural Networks (CNNs). The applied features are emotion lexicons, word embeddings and frequency 

distribution. The proposed networks performance is evaluated using state-of-the-art classification algorithms, 

achieving a hamming score range from 0.46 to 0.52 on the challenging SemEval2018 Task E-c. 

KEYWORDS 

Emotion classification, Multi-label classification, Convolutional neural network, Twitter. 

1. INTRODUCTION 

Online social media, such as Twitter, can communicate people’s facts, opinions and emotions on 

different kinds of topics in short texts. Analyzing the emotions expressed in these texts has attracted 

researchers in the natural language processing research field. Emotion analysis is the task of 

determining the feeling or attitude towards a target or topic. It has a wide range of applications in 

politics, public health, commerce and business. Many real-world problems can be modeled by multi-

label classification systems, like emotion analysis, since one tweet instance can imply more than one 

emotion. Traditional emotion analysis methods are single-label classification-based, while multi-label 

classification (MLC) recently attracts researchers’ interest due to its applicability to a wide range of 

domains [1]-[3]. One of the most common used approaches is problem transformation methods that 

transform a multi-label dataset into a single-label dataset, so that existing single-label classifiers can 

be applied to multi-label datasets. Problem transformation approach replaces each multi-label instance 

with a single-class label for each class-label occurring. Binary relevance is the most common used 

method in the problem transformation approach; it works by decomposing the multi-label learning 

task into a number of independent binary learning tasks [2]-[4]. It suffers from directly modeling 

correlations that may exist among labels. 

This paper is going to propose multi-emotion classification in Twitter based on Convolutional Neural 

Networks (CNNs). It performs two experiments to compare the proposed architecture with the state-

of-art emotion classification approaches. The experimental results achieved a high classification 

accuracy and outperformed the state-of-the art approaches. The paper is organized in sections as 

follows. Section 2 discusses the research background and related work. Then, Section 3 discusses the 

applied datasets and lexicons. Section 4 discusses the proposed emotion detection approach and its 

evaluation. Section 5 concludes the paper. 

2. RELATED WORK 

Traditional approaches to sentiment analysis and emotion detection were categorized into lexicon-

based methods (Y. Cao et al. [5], L. Flekova et al. [6], D. M. El-Din et al. [7], S. Mohamed et al. [8]), 

supervised machine learning methods (E. Cambria et al. [9], Y. Wang et al. [10], P. Sobhani et al. 

[11], N. Majumder et al. [12], R. Oramas et al. [13], M. Suhasini et al. [14])  and hybrid methods (S. 
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Mohamed et al. [15], X. Sun et al. [16], B. Gaind et al. [17]). 

Y. Cao et al. [5] focused on the task of disambiguating polarity-ambiguous words and the task was 

reduced to sentiment classification of aspects, which referred to sentiment expectation instead of 

semantic orientation. In order to disambiguate polarity-ambiguous words, the research constructed the 

aspect-and polarity-ambiguous lexicon using a mutual bootstrapping algorithm. So, the sentiment of 

polarity-ambiguous words in context could be decided collaboratively by the sentiment expectation of 

the aspect-and polarity-ambiguous words’ prior polarity. Training corpus was 6000 positive and 

negative reviews about computer and books, while testing corpus was 1000 reviews. The average F1-

measures were 75% in books and 79% in computer reviews. 

L. Flekova et al. [6] introduced a method to identify frequent bigrams where a word switches polarity 

and to find out which words were bipolar to the extent, so that it was better to have them removed 

from the polarity lexica. The introduced method demonstrated that the scores match human perception 

of polarity and bring improvement in the classification results using its enhanced context-aware 

method. It enhanced the assessment of lexicon-based sentiment detection algorithms and could be used 

to quantify ambiguous words. 1600 Facebook messages were annotated by positive and negative 

sentiments that were used to asset the lexicon’s performance on different feature sets. The accuracy 

ranged from 66% to 76%. 

D. M. El-Din et al. [7] proposed a new technique to analyze online reviews. It was called sentiment 

analysis of online papers (SAOOP). SAOOP was a new technique used for enhancing bag-of-words 

model, improving accuracy and performance. SAOOP was useful in increasing the understanding rate 

of review's sentences through higher language coverage cases. SAOOP introduced solutions for some 

sentiment analysis challenges and used them to achieve higher accuracy. Two datasets were used; real 

dataset which splits into two datasets with training set (1000 text reviews) and test set (5000 text 

reviews) and the verified data set (10.000 text reviews) which included more than 5.000 positive 

words dataset and 5.000 negative words.  The accuracy of SAOOP was 82%. 

S. Mohamed et al. [8] presented a data-driven study comparing the emotionality of metaphorical 

expressions with that of their literal counterparts. Its results indicated that metaphorical usages are, on 

average, significantly more emotional than literal ones. It also showed that this emotional content was 

not simply transferred from the source domain into the target, but rather is a result of meaning 

composition and interaction of the two domains in the metaphor. It used 1639 senses of 440 verbs in 

WordNet. The confidence was 95%. 

E. Cambria et al. [9] introduced a vector space model which was built by means of random projection 

to allow reasoning by natural language concepts. The model allowed semantic features associated with 

concepts to be generalized and to be intuitively clustered according to their semantic and affective 

relatedness. Such an affective intuition enabled the inference of emotions and polarity conveyed by 

multi-word expressions, thus achieving efficient concept-level sentiment analysis. An affective 

common-sense knowledge is built by applying concept frequency - inverse opinion frequency (CF-

IOF) on a 5,000- blogpost database extracted from LiveJournal1, that is category-and mood-labeled by 

users. Test dataset was 2000 manually tagged patient reviews associating to each a category service. 

F-measure ranged from 74% to 85.1% according to evaluated service.  

Y. Wang et al. [10] proposed a constraint optimization framework to discover emotions from social 

media content of the users. This framework employed several novel constraints, such as emotion 

bindings, topic correlations, along with specialized features proposed by prior work and well-

established emotion NRC2 lexicons3. It proposed an efficient inference algorithm and reported 

promising empirical results on three diverse datasets. Another distinguishing feature of this model was 

that it solved multi-label classification problem and allowed a document to have multiple emotions. 

The evaluated datasets were SemEval4 of 1250 news headlines with an average F-measure of 0.63, 

                                                 
1 http://livejournal.com/ 
2 National Research Canada (NRC) 
3 http://saifmohammad.com/WebPages/lexicons.html 
4 http://web.eecs.umich.edu/∼mihalcea/downloads.htm 
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ISEAR5 of 7666 sentences annotated by 1096 participants with different cultural backgrounds with an 

average F-measure of 0.74 and a Twitter dataset of 1800 tweets using the Twitter API with an average 

F-measure of 0.522. 

P. Sobhani et al. [11] developed a simple stance detection system that outperforms all 19 teams that 

participated in a recent shared task competition on the same dataset (SemEval-2016 Task #6). It 

applied n-grams, NRC lexicons, word embeddings and support vector machine learning. The 

classification range was in favour or against classes. The automatic system evaluation F1-measure was 

70.32%. 

N. Majumder et al. [12] presented a method to extract personality traits from a stream of 

consciousness essays using a convolutional neural network (CNN). It has been trained on five 

different networks, all with the same architecture, for the five studied personality traits. Each network 

was a binary classifier that predicted the corresponding trait to be positive or negative. It developed a 

novel document modeling technique based on a CNN feature extractor. Namely, it had been fed 

sentences from the essays to convolution filters in order to obtain the sentence model in the form of n-

gram and word embedding feature vectors. Each individual essay was represented by aggregating the 

vectors of its sentences. For final classification, the document vector was fed into a fully connected 

neural network with one hidden layer and the final softmax layer of two sizes, representing the yes and 

no classes. 50 epochs for training and tenfold cross-validation were used to evaluate the trained 

network. The network was evaluated to SVM and multi-layer perception learning and the accuracy 

ranged from 50% to 62%. 

R. Oramas et al. [13] created a corpus of phrases (opinions) and categorized them into frustration, 

boring, excitement and engagement phrases. The corpus was tested using several tests with different 

classifiers: Multi-nomial Naive Bayes classifier, Support Vector Machine, Linear Support Vector 

Machine, Stochastic Gradient Descent Classifier and K-Nearest Neighbors classifier. The used dataset 

consisted of 851 opinions. The classifier with the highest score was Bernoulli Naive Bayes classifier 

with an accuracy of 76.77%. 

M. Suhasini et al. [14] proposed a method which detected the emotion or mood of the tweets and 

classified the Twitter messages under appropriate emotional categories. The method used was a two- 

approach method. The approach used were the Rule-Based approach and the Machine Learning 

approach. First approach contributed in pre-processing, tagging, feature selection and knowledge base 

creation. Rule-based approach was used to classify the tweets under four class categories (Happy-

Active, Happy-Inactive, Unhappy-Active and Unhappy-Inactive). The second approach was based on 

a supervised machine learning algorithm called Naïve Bayes, which requires labeled data. The rule-

based approach was able to classify the tweets with an accuracy around 85% and with the machine 

learning approach the accuracy was around 88%. 

S. Mohamed et al. [15] automatically annotated a set of 2012 US presidential election tweets for a 

number of attributes pertaining to sentiment, emotion, purpose and style by crowdsourcing. Overall, 

more than 100,000 crowdsourced responses were obtained for 13 questions on emotions, style and 

purpose. Additionally, it was shown through an analysis of these annotations that purpose, even 

though correlated with emotions, was significantly different. Finally, it was described how automatic 

classifiers had been developed, using features from state-of-the-art sentiment analysis systems, to 

predict emotion and purpose labels, respectively, in new unseen tweets. These experiments resulted in 

an accuracy of 56.84% for automatic systems on this new data. 

X. Sun et al. [16] presented a method for extracting emotional elements containing emotional objects 

and emotional words and their tendencies from product reviews based on a mixed model. First, some 

conditional random fields were constructed to extract emotional elements, lead-in semantics and word 

meanings as features to improve the robustness of feature template and rules were used for 

hierarchical filtering of errors. Then, a support vector machine was constructed to classify the 

emotional tendencies of the fine-grained elements to achieve key information from product reviews. 

Deep semantic information was imported based on a neural network to improve the traditional bag-of-

                                                 
5 http://www.affective-sciences.org/researchmaterial 
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word model. Experimental results showed that the proposed model with deep features efficiently 

improved the F-measure 50-80%. 

B. Gaind et al. [17] proposed two approaches to classify social media texts into six categories of 

emotion: Happiness, Sadness, Fear, Anger, Surprise and Disgust. First approach extracted emotion in 

the texts using natural language processing, like emoticons, part of speech, negations and grammatical 

analysis. Second approach was based on two machine learnings, which are support to vector machine 

and J48 classifiers. A large bag of words in English was created that expressed word emotions in 

addition to their intensities. The training accuracy of the support vector machine was 91.7% and the 

training accuracy of J48 classifier was 85.4% of 900 tweets. 

Through the research studies that have been listed, it can be concluded that firstly there is still 

insufficient inadequacy of models to explore emotions from the texts of social media due to data size, 

text structure’s context or emotional granularity [4]. Secondly, emotion analysis is modeled as a 

supervised multi-label classification problem, because one instance may contain one or more emotions 

from a standard emotion set. This paper deals with multi-emotion classification based on 

Convolutional Neural Networks (CNNs). This network can keep complementary information and will 

bring higher accuracy with the assistance of different feature configurations that could lead to possible 

directions of further improvement.   

3. DATASETS & LEXICONS 

The datasets and lexicons that are going to be used in this research are listed as follows.  

SemEval6-2018 is a group of datasets that include an array of subtasks, where automatic systems have 

to infer the affectual state of a person from his/her tweets. One of its tasks is Emotion Classification 

(E-c), where a given tweet is classified as ‘neutral or no emotion’ or as one or more of eleven given 

emotions that best represent the mental state of the user [18]. 

The NRC Emotion Lexicon is a list of English words and their associations with eight basic emotions 

(anger, fear, anticipation, trust, surprise, sadness, joy and disgust) and two sentiments (negative and 

positive). The annotations were manually done by crowdsourcing [19]-[20].  

NRC Hashtag Emotion Lexicon: it is an association of words with eight emotions (anger, fear, 

anticipation, trust, surprise, sadness, joy and disgust) generated automatically from tweets with 

emotion-word hashtags such as #happiness and #anger [21].  

NRC VAD Lexicon: The NRC Valence, Arousal and Dominance (VAD) Lexicon includes a list of 

more than 20,000 English words and their valence, arousal and dominance scores. Valence is the 

positive and negative or pleasure and displeasure dimension [22]. Arousal is the excited and calm or 

active and passive dimension [22]. Dominance is the powerful and weak or 'have full control' and 

'have no control' dimension [22].  

4. EMOTION DETECTION APPROACH 

The supervised machine learning approach involves two processes; training process where an 

algorithm learns from a labeled data and testing process or evaluation process where the algorithm 

makes predictions on a sample data. In this research, the input tweets are firstly pre-processed and 

normalized, where different types of processes are applied to denoise and filter important tokens in the 

tweets (see Figure 1).  Secondly, the pre-processed tokens are transformed to feature vectors. These 

featured vectors exploit contextual and semantic relations between tokens and each target emotion 

space using the prementioned lexicons and datasets, in addition to word frequency distribution and 

word embeddings. The word frequency distribution calculates each token’s occurrence in the given 

dataset SemEval-2018 towards a given emotion space [23]. The applied word embedding method is 

word2vec that works on grouping each emotion’s representative tokens together in the same vector 

space [24]-[25]. Figure 2 illustrates the procedure of transforming the tweets’ pre-processed tokens 

                                                 
6 Semantic Evaluation Workshop, 2018. 
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into feature vectors in both training and testing phases. Finally, the produced tweets’ feature vectors 

are trained and evaluated on the following proposed network.  

 Emojis are translated, and URLs are removed from the input tweet. 

 The tweets are tokenized.

 Negation is handled, so that context meaning and attitude are conserved. 

 Long words are corrected without context loss. 

 Any spaces and punctuation letters are filtered, so that it doesn t adversely affect the efficiency of the 

classification.

 Part of speech tagging is applied to tokens.

 Spelling correction is applied to each token. Any meaningless tokens are neglected.

 Tokens are stemmed from wordnet lexicon, according to their part of speech tag.

 Stop words are removed from tokens. It doesn t imply any emotion.
 

Figure 1. Pre-processing steps sequence. 

Input:

train_tweets_tokens=load_train_tweets_tokens()

test_tweets_tokens=load_test_tweets_tokens()

Output:

//Initialize empty output lists that represent the relevance of each tweet to a target emotion class

anger_frequency,fear_frequency,joy_frequency,sad_frequency=[],[],[],[]

anger_w2v,fear_w2v,joy_w2v,sad_w2v=[],[],[],[]

anger_wrdlex,fear_wrdlex,joy_wrdlex,sad_wrdlex=[],[],[],[]

anger_hshlex,fear_hshlex,joy_hshlex,sad_hshlex=[],[],[],[]

valence,arousal,dominance=[],[],[]

---------------------------------------------------------------------------------------------

//frequency distribution calculation and vector space generation to each emotion class from training tokens only

for each emotion tokens in train_tweets_tokens do

Compute Frequency distribution of tokens occurred in each emotion class

output lists of most frequent training tokens in each emotion class

Compute each emotion vector space from tokens occurred in each emotion tweets

output each emotions  representative training tokens together in a same vector space 

end for;

for each tweet in train_tweets_tokens do

for each token in tweet:

//frequency distribution

Get Frequency distribution of the input token to each training emotion frequent tokens

Sum up frequency distribution of tokens in each emotion class in different variables

//word embeddings

Get token similarity to each emotion training vector space

Sum up tokens similarities in each emotion class in separate variables

//NRC word and hash lexicons

Search word lexicon if the token belongs to an emotion class, increment the word emotion counter of the tweet

Search hash lexicon if the token belongs to an emotion class, increment the hash emotion counter of the tweet

//NRC VAD Lexicon

Search VAD lexicon for the token, get three dimensions of the token valence, arousal, and dominance

Sum up tokens three dimensions

end for;

Calculate average of frequency distributions of the tweet tokens in each emotion class

Save value of frequency distribution of tokens in each tweet towards each emotion class lists

in anger_frequency, fear_frequency, joy_frequency, and sad_frequency

Calculate average similarities of the tweet tokens in each emotion class

Save similarities values of each tweet towards each emotion class in 

anger_w2v, fear_w2v, joy_w2v, and sad_w2v lists

Calculate average word lexicon of each emotion counter

Calculate average hash lexicon of each emotion counter

Save each average counters each tweet towards each emotion class in 

anger_wrdlex, fear_wrdlex, joy_wrdlex ,sad_wrdlex  lists and 

anger_hshlex,fear_hshlex,joy_hshlex,sad_hshlex lists

Calculate average dimensions of tweets tokens

Save average dimensions of each tweet in separate lists valence,arousal, and dominance

end for;

 
Figure 2. Feature generation procedure steps. 
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4.1 Building and Training Models 

Convolutional Neural Networks (CNNs) are one of the most successful network architectures in state-

of-the-art Artificial Neural Network (ANN) algorithms. A CNN can learn relevant features from the 

input text at different levels like the human brain. Its basic components are listed as follows. The 

convolution is over an input pixel matrix. A kernel or filter slides over the input matrix creating an 

entry in the activation map for each window in the input matrix. Hereby, the weights of the filter are 

multiplied by the values in the window of the input matrix and the results are added up. The weights in 

the filter are subject to the learning process of the network and are shared over all windows of the 

convolution operation. In CNN architectures, a convolution layer is usually followed by a pooling 

layer. Pooling layers sub-sample their input and can be applied over the whole matrix or over 

windows. They significantly reduce the output dimensionality without losing much information [26].  

In this paper, a Convolutional Neural Network (CNN) is built and trained to predict multi-emotion 

labeled tweets. The output emotion classes are anger, fear, joy and sadness. The SemEval2018 task e-c 

dataset is divided into training and testing datasets. The training dataset consists of 5000 labeled 

tweets, while the testing dataset consists of 1000 annotated tweets. Two experiments are applied on 

two feature configurations. Figures 3 and 5 show two different CNN network architectures according 

to the applied feature configuration. In the first experiment, the network has five input layers. The first 

four input layers are of size four, representing the tweet’s features for a target emotion using frequency 

distribution, word-to-vector similarity, NRC word emotion lexicon and NRC hashtag lexicon. The 

fifth input layer is of size three, which represents the tweet’s average valence-arousal-dominance 

feature using NRC VAD lexicon. The first four input convolutional layers have 4 filters and window 

size 2, followed by an average pooling layer with pool size 3. The fifth input layer has three filters and 

window size 2, followed by an average pooling size 2. Flatten layers work as a connection between 

convolutional layer output and the following dense layers. This classifier has 2 fully connected dense 

layers with sizes of 10 and 4 nodes, respectively. The output node represents the probability of 

likelihood of the input tweet vector to the four emotions: anger, fear, joy and sadness.   

 

Figure 3. Large-feature CNN emotion classification architecture. 

The training dataset is transformed to the defined feature vectors. These vectors are trained on the 

presented network to produce the emotion prediction model. The tools used are Keras [27], Python 

[28]-[29] and NLTK [30]. Figure 4 shows the CNN model accuracy and loss graphs during the 

training phase using a 0.34 cross-validation set. Cross-validation technique is used to evaluate 
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predictive models by partitioning the original sample into a training set to train the model and a test set 

to evaluate it. Figure 4 shows the progress of both accuracy and loss in the training phase during 70 

epochs. The accuracy is greater than 85% and the loss is less than 0.35. 

 

Figure 4. Training CNN accuracy and loss graphs for large feature configuration. 

In the second experiment, another network’s architecture is presented in Figure 5. This network works 

on small-feature configuration that includes frequency distribution, word-to-vector similarity and word 

emotion lexicon only. The network has four input layers. Each input layer represents an emotion space 

feature.  The four input convolutional layers have 3 filters and window size 2, followed by an average 

pooling layer with pool size 3. There are 2 fully connected dense layers with sizes of 10 and 4 nodes, 

respectively. 

 

Figure 5. Small-feature CNN emotion classification architecture. 

Figure 6 shows CNN model accuracy and loss graphs during the training phase. Figure 6 shows the 

progress of both accuracy and loss in the training phase in 70 epochs. The accuracy is greater than 

85% and the loss is less than 0.35. 

In these experiments, each convolutional layer has a four-or three-vector input according to feature set, 

Rectified Linear Units (ReLUs) [31] as activation functions and a batch size of 100. Filters are four  
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Figure 6. Training CNN accuracy and loss graphs for small-feature configuration. 

and window is two, except the valence-arousal-dominance feature node with a three-vector input. 

Filters are three and window is two. The last decision layer is a sigmoid, so 0.5 is the threshold value 

to each output node. The model undergoes training through Adam optimizer [31] over shuffled mini-

batches. The model stops the iterant processes of learning by a loss function binary cross-entropy [33]-

[34]. 

 

4.2 Testing Models and Evaluation 

The predefined training dataset consists of multi-labeled tweets. The output emotion classes are: 

anger, fear, joy and sadness. These tweets are trained on both convolutional neural networks in Figures 

3 and 5. In the testing phase, the testing dataset consists of 1000 tweets from SemEval2018. They are 

multi-labeled in the same emotion range and never used in the training phase. Anger tweets are 392, 

fear tweets are 224, joy tweets are 402 and sadness tweets are 310. The proposed networks are 

evaluated by two different feature configurations with four standard machine learning algorithms; 

support vector machine, naïve Bayes, k nearest neighbour and multi-layer perceptron. Table 2 shows 

the precision (P), recall (R), f-measure (F) [35] values for each applied learning algorithm. Table 1 

includes hamming score (HS), hamming loss (HL) and exact ratio (ER) [36] of the applied algorithms. 

First experiment evaluation has a mean of 0.756 and a standard deviation of 0.006. Second experiment 

evaluation has a mean of 0.745 and a standard deviation of 0.005. 

Table 1. Hamming score, hamming loss and exact ratio on two feature configurations. 

Techniques and feature configurations HS HL ER 

SVM 

Word2vec, FreqDist, NRC word lexicon 0.40 0.25 0.31 

Word2vec, FreqDist, NRC word, hash, & VAD lexicons 0.46 0.23 0.37 

KNN 

Word2vec, FreqDist, NRC word lexicon 0.50 0.26 0.37 

Word2vec, FreqDist, NRC word, hash, & VAD lexicons 0.52 0.25 0.40 

NB 

Word2vec, FreqDist, NRC word lexicon 0.38 0.28 0.26 

Word2vec, FreqDist, NRC word, hash, & VAD lexicons 0.43 0.27 0.30 

MLP 

Word2vec, FreqDist, NRC word lexicon 0.40 0.27 0.28 

Word2vec, FreqDist, NRC word, hash, & VAD lexicons 0.44 0.25 0.31 

Proposed CNN 

Word2vec, FreqDist, NRC word lexicon 0.46 0.24 0.35 

Word2vec, FreqDist, NRC word, hash, & VAD lexicons 0.52 0.23 0.42 

On the other hand, Figure 7 shows another performance measurement for classification problem using 

Receiver Operating Characteristics (ROC) curve and Area Under the Receiver Operating 

Characteristics (AUC) [37]-[38]. Large-feature configuration network has 0.78 AUC, while small-

feature one has 0.75 AUC.  
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By utilizing extensive computational power, convolutional neural network processing has been proven 

to be a very powerful method by researchers in many fields, like computer vision and natural language 

processing. Applied experiments contribute in multi-label classification in natural language processing 

field. They showed more reliable results and higher overall accuracies compared to standard machine 

learning algorithms. 

Table 2. Precision, recall and f-measure results on two feature configurations. 

 Anger Fear Joy Sadness 

 P R F P R F P R F P R F 

SVM 

 

Word2vec, 

FreqDist, NRC 

word lexicon 

0.68 0.42 0.52 0.71 0.18 0.29 0.76 0.58 0.66 0.56 0.33 0.41 

Word2vec, 

FreqDist, NRC 

word, hash, & 

VAD lexicons 

0.74 0.46 0.57 0.77 0.23 0.35 0.81 0.67 0.73 0.61 0.34 0.44 

K nearest neighbor 

 

Word2vec, 

FreqDist, NRC 

word lexicon 

0.68 0.46 0.55 0.43    0.47 0.45 0.70 0.72 0.71 0.56 0.41 0.47 

Word2vec, 

FreqDist, NRC 

word, hash, & 

VAD lexicons 

0.68 0.48 0.57 0.49    0.41 0.44 0.70 0.77 0.74 0.58 0.38 0.46 

Naïve Bayes 

 

Word2vec, 

FreqDist, NRC 

word lexicon 

0.61 0.45 0.51 0.44    0.31 0.37 0.75 0.57 0.65 0.46 0.38 0.42 

Word2vec, 

FreqDist, NRC 

word, hash, & 

VAD lexicons 

0.63 0.46 0.53 0.46 0.42 0.44 0.78 0.63 0.70 0.50 0.44 0.47 

MLP (three fully connected layers) 

 

Word2vec, 

FreqDist, NRC 

word lexicon 

0.68 0.40 0.50 0.47 0.47 0.47 0.72 0.54 0.62 0.56 0.38 0.46 

Word2vec, 

FreqDist, NRC 

word, hash, & 

VAD lexicons 

0.68 0.44 0.54 0.56 0.50 0.53 0.74 0.56 0.64 0.59 0.42 0.49 

Proposed CNN 

 

Word2vec, 

FreqDist, NRC 

word lexicon 

0.69 0.52 0.59 0.64 0.26       0.37        0.72       0.67       0.69        0.60       0.31       0.41        

Word2vec, 

FreqDist, NRC 

word, hash, & 

VAD lexicons 

0.66 0.64 0.65        0.86       0.08       0.15        0.76       0.74       0.75        0.64       0.38       0.47        
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Figure 7. ROC curve of AUC calculation for large-feature configuration on the left-hand side and for 

small-feature configuration on the right-hand side. 

5. CONCLUSION 

This paper presented featured convolutional neural network architectures that applied multi-emotion 

classification in Twitter. It firstly discussed the related background about multi-label classification and 

emotion analysis. Secondly, it defined the annotated tweet datasets and lexicons that were used in pre-

processing and feature extraction phases. Thirdly, it illustrated the architectures of the proposed 

convolutional neural networks and the applied experiments. Two experiments were applied using two 

different feature configurations. Fourthly, the evaluation metrics were illustrated to compare the CNN 

emotion classification models performance to the represented feature configurations and state-of-the-

art classification algorithms. Python snapshots were shown to illustrate accuracy and loss performance 

during the training and testing phases. Finally, evaluation metrics were calculated and the proposed 

approach performance was evaluated. Tables 1 and 2 show the evaluation of the experimental results.   
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 البحث: ملخص 

تتسمممممممت الطبممممممملك الة واومممممممغ رللنهاومممممممغ  الجد امممممممغن  ومممممممد  ا مممممممل    جنممممممم     ته ممممممم        تنمممممممه  

مصمممممبهرغ رنممممموض مممممم  البجمممممهنى وه مممممهم  ى مممممد مممممم  م ب ممممم    ى مممممد مممممم  ما ممممم  ومممممو  مممممول  

الا مممممملاح الها مممممم ح اممممممه السمممممم   ا  ل ممممممو وممممممو  جممممممهن النطجمممممملك    الا مممممملااكى ل مممممم   ةمممممم  

التصممممم وب الج  مممممو فطممممم  ف ممممممغ م مممممدمح  رتبطوممممما ا  ل مممممو   لل ومممممغ ا ربممممملا السممممملر غ الجتاط مممممغ

 و طن وو  و  تت تجلاا   هم ف ملك   سلس متا مح وو النطجغ    الا لاح ذات لى

ص فطمممممممم  تامممممممم م ا  ل ممممممممو  وممممممممو اصممممممممه  تممممممممه تد  ص ًليجممممممممل تاممممممممدن اممممممممً  الهاًممممممممغ تصمممممممم و ل

(Twitterسمممممممتب ا النممممممم نلك الاصممممممم وغ ا لت لوومممممممغى  ممممممممل البصممممممملي  الجة  مممممممغ ومممممممو امممممممًا  ) 

التصمممممم وب و مممممموا ماممممممل ت ال سمممممملسن  مامممممملمو  النطجمممممملكن  ته  ا ممممممل التنممممممداا ى تممممممت ت ومممممموت 

 ماض النمممممممممم نلك الج تد ممممممممممغ ف ممممممممممد م لاات ممممممممممل ر  مممممممممم د  هاا مومممممممممملك التصمممممممممم وب النمممممممممملياغى 

  ظ مممممدك ال تمممممليق ت مممممه  الت  ومممممغ الج تد مممممغ ف ممممم  تة و  مممممل فطممممم  مججهفمممممغ مممممم  ًهافممممم  ال ولاممممملك 

ص وو اًا الججلل  ى52ى0   46ى0ا    اتوجغ الج للبغ رو   تد نالتو تج ا تب ّ ل
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ABSTRACT 

The electroencephalogram (EEG) signal is used as biometric modality, because it is proven to be unique, universal 

and collectable. This work aims to assess the performance of fuzzy-based techniques for brainprint authentication 

modelling. We benchmark the performance of Fuzzy-Rough Nearest Neighbour (FRNN) technique to the 

Discernibility Nearest Neighbour (D-kNN) and the Fuzzy Lattice Reasoning (FLR) techniques using the selected 

samples of brainwaves’ data from the original UCI EEG dataset. All the three classifiers are available in the 

fuzzy-rough version of WEKA implementation tool. Selected 9 EEG channels located at the midline and lateral 

regions were used in the experimentation. The coherence, mean of amplitudes and cross-correlation feature 

extraction methods were used to extract the EEG signals. The area under ROC curve (AUC) measurement of 

FRNN was promising against the D-kNN and FLR techniques. The FRNN model has achieved the best 

performance of AUC measure at 0.904 in opposition to the D-kNN and FLR models, where both recorded 0.770 

and 0.563, respectively. However, the classification accuracy shows significantly no difference among the three 

classifiers. The results confirmed that the classification accuracy of D-kNN and FLR techniques is not reliable, 

because they are highly contributed by the true negative cases. Hence, we conclude that the FRNN model is less 

biased to imbalance data problem as compared to the D-kNN and FLR models. Future work of this research should 

focus on optimizing the EEG channel and feature selection in order to obtain a better data representation of 

biometric brainprint for more efficient authentication in imbalance data problem. 

KEYWORDS 

Fuzzy-rough nearest neighbour (FRNN), EEG, Brainprint authentication, Biometrics. 

1. INTRODUCTION 

The aim of brainprint authentication is to accept or reject the identity claimed by an individual. There 

are numerous types of person authentication methods, such as knowledge-based, token-based and 

biometric methods. The commonly used Personal Identification Number (PIN) and password are 

examples of knowledge-based authentication and signature is an example of token-based authentication. 

However, password and signature are considered the weakest authentication models, because the 

password can be stolen, while the signature can be forged easily. Biometric systems such as fingerprint, 

iris, face, voice and hand geometry authentication systems were introduced to overcome the security 

incompetency of the traditional authentication methods. Among all, fingerprint and face recognition are 

common modalities in today’s biometric authentication systems. Fingerprint scheme [1] is widely used, 

but is still prone to forgery. This technology recognizes only the ridge arrangement on the finger surface, 

where intruders can easily replicate the fingerprint using silicon or gelatine to infringe the security 

systems. Facial recognition is also less promising, because the human face structure will change as a 

person ages. The above mentioned limitations can be overcome using a more secure biometric modality; 

the human brainprint. The brainprint extracted through electroencephalogram (EEG) signals is a highly 

secure biometric modality for person authentication. Over the recent years, EEG-based person 

authentication is catching much researchers’ attention [2]-[3].  

Various types of soft computing techniques have been applied in EEG signal classification. Artificial 

neural networks (ANNs), fuzzy logic, K-Nearest Neighbour (kNN), linear discriminant analysis (LDA) 

and support vector machine (SVM) are examples of soft computing techniques for EEG signal 

classification. Gui et al. [4] investigated visual evoked potential (VEP) data collection using a low-cost 

sensor system. ANNs were used for EEG-based biometric authentication and the classification accuracy 

achieved was around 90%. Back-propagation NN, SVM and LDA were used to classify the EEG signals 
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for biometric authentication and the accuracy ranged from 80.8% to 89.5% [5]. Fuzzy logic is an 

outstanding model, because it can solve real-world classification problems, since there is no precise 

boundary existing between the categories of problems [6]. Furthermore, the fuzzy set theory is very 

flexible and allows simple computation of evidences in complex relations.  

Due to that EEG signals are non-stationary, a combination of fuzzy set theory, rough set theory and kNN 

called Fuzzy-Rough Nearest Neighbour (FRNN) is chosen to classify EEG signals. It is because the 

uncertainty of fuzzy rough set is able to deal with this problem. The classification results will be 

compared with those of other fuzzy-rough approaches, such as Discernibility Nearest Neighbour (D-

kNN) and Fuzzy Lattice Reasoning (FLR).  

The rest of the paper is organized as follows: Section 2 provides a literature review on EEG signals for 

person authentication, feature extraction and soft computing techniques. Section 3 describes the 

classification techniques. Section 4 outlines the experimentation, which includes data pre-processing 

and preparation, feature extraction, experimental setting, performance measures and statistical tests. 

Section 5 depicts experimental results and discussion. Last but not least, Section 6 draws the conclusions 

and indicates the direction of future work. 

2. RELATED WORK 

Berger was the first who recorded the EEG signals in 1929 [7]. EEG is defined as the electrical activity 

recorded from the scalp surface [8]. EEG signals are the electromagnetic waves that are emitted from 

the human brain’s neurons. EEG is the most practical capturing method that can be used in biometrics 

due to the advances in its hardware devices. The EEG recording is a completely non-invasive procedure 

that can be repeatedly applied to normal adults, patients and children with virtually no risk or limitation 

[8]. The main advantages of using brain electromagnetic waves are: the uniqueness and liveness of the 

EEG signals, in addition to that the recorded brain responses cannot be replicated and the individual’s 

identity cannot be stolen. A research work [9] showed that the individual’s EEG signals vary from every 

individual to another, even though they performed similar task or thought. Conditions of stress, anxiety, 

fatigue, medication, drowsiness, environment, …etc. can increase the difficulty of reproducing similar 

pattern of EEG signals [10]. For example, a person that has been under the influence of stress will 

generate different EEG signals when compared to his/her normal state.  

EEG recording electrodes and their function are critical for obtaining high-quality data for interpretation 

[8]. One important problem of EEG signal recording is the artifacts. Examples of artifacts occurring in 

EEG signal recording are: eye blinking, head movements, muscle activities and electrocardiogram 

(ECG). Due to the very low amplitude of EEG signals, artifacts often contaminate the recordings, 

restricting or making difficult analysis or interpretation. Therefore, the position of the subject during 

EEG recording should be very comfortable to avoid unnecessary activities; a lying position diminishes 

the existence of some artifacts caused by feeble motion. One of the ideas that combined EEG signals 

with authentication systems was proposed by Thorpe et al. [11]. The studied authentication system was 

designed by using pass-thought, which is reliable due to the uniqueness of EEG signals. Apart from that, 

a consumer grade of EEG headset was used in Ashby et al. [12] for authentication purpose.  

Marcel and Millán [13] achieved a high authentication performance of 93.4% in terms of accuracy. A 

total of 9 normal subjects were asked to perform 3 tasks (i.e., left-hand movement, right-hand movement 

and generation of words that begin with the same random letter) during 12 non-feedback sessions in 3 

days, which means 4 sessions per day. The classification accuracy reached around 80% in the research 

work [14]. They analyzed the 8-channel EEG signals from a group of 40 volunteers who performed a 

simple experiment (i.e., relaxing with opened and closed eyes). In addition, the research work by Jian-

Feng [15] used the BCI competition 2003 EEG dataset that was recorded from a total of 64 channels 

and sampled at 250 Hz. The authentication classification result ranged from 75% to 85%. Biometric 

authentication based on EEG signals conducted in [16] covered three tasks of classification accuracy of:  

reading task (97.3%), relax task (94.4%) and multiplication task (97.5%). The research work in [17] 

combined EEG headsets with the smartphone for EEG-based person authentication purpose. Besides, 

an EEG-based biometric authentication system was developed in [18]. The EMOTIV Epoch+ EEG 

headset was used to collect the EEG signals and the classification accuracy achieved was 96.97%.  

Mean corresponds to the centre of a set of values. It is a time domain feature, which is calculated for the 
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reconstructed EEG signal amplitude and time duration. Mean has been used in [19] as one of the features 

for the filtered signals. The extracted signals are then distinguished to be normal or epileptic by using 

artificial neural network technique. Other than that, time domain features, such as mean, median, mode, 

standard deviation, minimum and maximum, were used in [20] in the analysis of EEG signals to detect 

brain abnormalities. Correlation is very similar to convolution, which is a mathematical operation. Then, 

cross-correlation is the measurement of the extent of similarity relationship between two signals. It is 

able to detect non-stationarity and is widely used for the analysis of time series of EEG signals. A set of 

five features is extracted and then utilized for training an SVM classifier to generalize the results. In this 

research, a healthy subject sample signals are acquired to represent a reference signal for data 

comparison. Cross-correlation has been aided to Support Vector Machine (SVM) classifier in EEG 

signal classification [21]. With the aid of cross-correlation, SVM is able to perform better in pattern 

recognition. The accuracy achieved was 94.5%. Hence, cross-correlation is a very useful technique to 

gain insight in EEG signals for feature extraction. Coherence is one of the feature extraction methods 

that is widely used for EEG signal analysis. Coherence is a linear correlation measure between two 

signals at different frequencies. It was first used as a feature in [22] for measuring the mean coupling 

between signals recorded from an electrode and its neighbours. In addition, mutual information, 

coherence and cross-correlation have been used in [23] for an EEG biometric system. The features 

extracted from the EEG signals have been proven unique enough among subjects for biometric 

applications. Research work in [23] used an unobtrusive authentication method that uses 2 frontal 

electrodes and 1 reference electrode placed at the left ear lobe only. 

Due to low signal-to-noise ratio and non-stationarity of EEG signals, uncertainty modelling tools, such 

as fuzzy set and rough set, are needed to handle the related problems. Fuzzy set theory [24] and rough 

set theory [25] are good solutions in handling uncertainty and manipulating incomplete data. Fuzzy-

rough set provides a higher degree of flexibility in dealing with imprecision and vagueness existing in 

real-world data [26]–[30]. Fuzzy-Rough Nearest Neighbour (FRNN) model introduced by Jensen and 

Cornelis [31] is hybridized with the strength of fuzzy-rough set and Fuzzy Nearest Neighbour (FNN) 

approach to complement each other. The constructed fuzzy lower and upper approximations are used to 

avoid the use of fuzzy logical connectives altogether. However, fuzzy-rough set allows that the element 

belongs to more than one class. In addition, FNN model is an extension version of kNN algorithm to 

fuzzy set theory and it is proved that FNN model outperforms the standard nearest neighbour model 

[32]. FNN model allows partial membership of an object in different classes and takes into account the 

closeness of each neighbour with respect to the test instance. Unfortunately, FNN algorithm is found 

out to have a problem when dealing with imperfect data. Therefore, the hybridization of the strength 

between fuzzy-rough set and FNN algorithm, which is fuzzy-rough nearest neighbour (FRNN) 

algorithm, can allow both to complement each other in order to gain good performance.  

FRNN algorithm uses nearest neighbours to compute fuzzy lower and upper estimations in order to 

predict the test objects [31]. With the existing of the fuzzy approximations, the FRNN algorithm 

outperforms other nearest neighbour approaches and Naïve Bayes prediction models in classification 

problems. This is proven from the experiment done in Sarkar [33]. Three nearest neighbour approaches; 

namely, conventional kNN algorithm, the FNN algorithm and the FRNN algorithm, were used to 

classify Wisconsin Breast Cancer problem [34]. The dataset consisted of 699 samples and each sample 

provided ten numerical attributes. A total of 16 samples with missing attributes were removed from the 

dataset. From this experiment, FRNN algorithm gained the highest classification performance among 

the three algorithms. Moreover, the time complexity of FRNN algorithm is the same as those of the 

conventional kNN algorithm and the FNN algorithm. Furthermore, the FRNN algorithm was applied in 

China Stock Market Distressed Company for prediction problems [34]. The FRNN algorithm is able to 

use unbalanced and unmatched training and testing datasets in prediction. The prediction accuracy 

achieved was 78.37% which is better than that of the FNN classification approach. This study concluded 

that the FRNN approach performs better than the conventional kNN approach and the FNN approach. 

FRNN approach not only can deal with unbalanced data, but also performs well when dealing with 

incomplete data.  

D-kNN approach is an extension of the kNN algorithm which uses the concept of discernibility. D-kNN 

computes the discernibility of the neighbours and the distances from the test objects. The main benefit 

in D-kNN approach is that it does not allow the classes of dataset to overlap. D-kNN algorithm considers 

the structural properties of the neighbours. A comparison of performance among three classifiers with 
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nearest neighbour approach was carried out by using Bupa Liver dataset [35]. The classifiers are 

conventional kNN algorithm, Weighted kNN (W-kNN) algorithm and D-kNN algorithm. By comparing 

the classifiers, D-kNN yields the best classification accuracy and net reliability. However, the processing 

time is slightly longer than in the conventional kNN and W-kNN algorithms. W-kNN yields the worse 

in terms of accuracy, because the dataset only contains six features and all of these are equally 

importance. W-kNN performed well when the dataset contains a larger number of features. 

FLR is a rule-based classifier. The term “fuzzy lattice” was introduced by Naseem in 1994 [36] on the 

concept of fuzzy partial-order relation. The benefit of the lattice theory is capability of tackling with 

uncertain information and dealing with missing data [37]. Fuzzy lattices can be used in classification 

and clustering algorithms and have been successfully implemented in real-time problems, such as 

pattern recognition [38], air quality assessment and ambient ozone estimation [39]. FLR classifier was 

successfully applied in ambient ozone estimation [39] and the results with missing values and without 

missing values were compared. The FLR classifier gained similar values in terms of accuracy measure 

for the dataset with missing values and without missing values. The classification accuracy was 84.6% 

for dataset with missing values and 83.23% for dataset without missing values. Furthermore, the least 

time for training and testing was taken by FLR classifier. It used only around 1.5 seconds, while back-

propagation neural networks took a training and testing time between 3 minutes and 25 minutes. In 

recent years, the FLR classifier has been used for image recognition, such as human facial expressions 

[40]-[41]. However, there is still lack of research on EEG signal classification using FLR. 

Data pre-processing and feature extraction are the important steps in order to perform FLR classification. 

Seven different facial expressions; namely, neutral, angry, disgust, feared, happy, sad and surprised, 

were recorded. The dataset was divided into 75% of training data and 25% testing data. From this 

experiment, FLR classifier performed better than the conventional kNN algorithm [40].  

3. CLASSIFICATION 

In this study, FRNN, D-kNN and FLR techniques were used to accomplish brainprint authentication 

modelling. Brainprint authentication modeling consists only of 2 classes; client and impostor. The 

FRNN, D-kNN and FLR techniques can be found in fuzzy-rough version of Waikato Environment for 

Knowledge Analysis (WEKA). It is free downloaded from http://users.aber.ac.uk/rkj/book/wekafull.jar. 

3.1 Fuzzy-Rough Nearest Neighbour (FRNN) 

Fuzzy-Rough Nearest Neighbour (FRNN) was introduced by Jensen and Cornelis [31] in 2011. It is a 

hybrid model with the combination of fuzzy set, rough set and nearest neighbour classification 

approaches. In the FRNN algorithm, the lower and upper approximations are constructed by the nearest 

neighbours to allocate the decision class to the test object. The details of FRNN algorithm can be found 

in Algorithm 1 [31]. The FRNN algorithm calculates the similarity between the two objects and finally 

classifies the test objects into the most possible decision classes. FRNN classifies the test object based 

on single nearest neighbour with the highest similarity measure. Therefore, the value of k does not affect 

the classification performance. The FRNN technique captures uncertainty by using fuzzy-rough 

approximations. The construction of fuzzy upper and lower approximations is to avoid the use of fuzzy 

logical connectives completely. The connectives here are the keys in developing the fuzzy-rough set 

theory. 

3.2 Discernibility Nearest Neighbour (D-kNN) 

Discernibility Nearest Neighbour (D-kNN) classifier can handle overlapping classes of a dataset 

compared to the original kNN. The discernibility of the neighbours was first calculated, followed by 

their distances from the test objects. The algorithm of D-kNN is shown in Algorithm 2 [35]. The property 

of the neighbours is playing an important role in D-kNN prediction [35]. The ratio or distance of 

discernibility is computed for each neighbour data and the average of the ratios is taken for each class. 

D-kNN not only classifies the test elements based on the concept of nearest neighbours, but also based 

on the discernibility scores. The discernibility score of D-kNN classifier is produced for each object to 

be classified. After that, the average of the discernibility scores of the neighbouring objects and their 

distances from the objects are calculated for each one of the possible classes. Then, Sj is calculated for 

the classification score of each class. Eventually, the classification scores of the different classes are 

http://users.aber.ac.uk/rkj/book/wekafull.jar
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compared in order to classify the test objects. The higher the classification score, the higher the chance 

to be the output of the classification. 

Algorithm 1  Fuzzy-Rough Nearest Neighbour (FRNN) algorithm 

1:  Input: X, the training data; 𝒞, the set of decision classes; y, the object to be classified 

2:  Output: Classification for y 

3:    begin  

4:       𝑁 ← 𝑔𝑒𝑡𝑁𝑒𝑎𝑟𝑒𝑠𝑡𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠(𝑦, 𝑘) 

5:       𝜏 ← 0, 𝐶𝑙𝑎𝑠𝑠 ← ∅ 

6:       foreach 𝐶 ∈ 𝒞 do 

7:           if ((𝑚𝑖𝑛𝑎∈𝔸 (1 −
|𝑎(𝑥)−𝑎(𝑦)|

|𝑎𝑚𝑎𝑥−𝑎𝑚𝑖𝑛|
) ↓ 𝐶) (𝑦) + (𝑚𝑖𝑛𝑎∈𝔸 (1 −

|𝑎(𝑥)−𝑎(𝑦)|

|𝑎𝑚𝑎𝑥−𝑎𝑚𝑖𝑛|
) ↑ 𝐶) (𝑦)) 2⁄  ≥ 𝜏      

then 

8:            𝐶𝑙𝑎𝑠𝑠 ← 𝐶 

9:            𝜏 ← ((𝑚𝑖𝑛𝑎∈𝔸 (1 −
|𝑎(𝑥)−𝑎(𝑦)|

|𝑎𝑚𝑎𝑥−𝑎𝑚𝑖𝑛|
) ↓ 𝐶) (𝑦) + (𝑚𝑖𝑛𝑎∈𝔸 (1 −

|𝑎(𝑥)−𝑎(𝑦)|

|𝑎𝑚𝑎𝑥−𝑎𝑚𝑖𝑛|
) ↑ 𝐶) (𝑦)) 2⁄  

10:           end 

11       end 

12:       output 𝐶𝑙𝑎𝑠𝑠 

13:    end  

 

Algorithm 2  Discernibility Nearest Neighbour (D-kNN) algorithm 

1:  Input: Input train objects (P), labels of train objects (T), number of neighbours (k), test objects   

(PT) 

2:  Output: Classification vector of test object (y) 

3:    Initialization: set 𝑖 = 0 (index of the objects), 𝑗 = 0 (index over the classes)  

4:    n ← number of test objects (PT)  

5:    N ← number of train objects (P)  

6:    z ← discernibility vector for elements of P, using Algorithm-1 and P, T as inputs; 𝑧 = {𝑧𝑖}, 𝑖 =

 1 … 𝑁  

7:    q ← number of unique values of T (classes)  

8:    do 𝑖 ← (𝑖 + 1)  

9:       D ← vector of distances of PI (𝑖) to P 

10:      sd ← sorted values of d 

11:      dk ← 𝑘 first values of sd 

12:      v ← {𝑣𝑚: 𝑣𝑚 = 𝑧𝑚 𝑑𝑘𝑚⁄ }, 𝑚 = 1 … 𝑘 

13:      do 𝑗 ← (𝑗 + 1) for current 𝑖 

14:      𝐶𝑗 ← subset of k nearest elements of P belonging to the j-th class 

15:      Classification score 𝑆𝑗 ← 𝑚𝑒𝑎𝑛 (𝑣𝑐𝑗
), 𝑣𝑐𝑗

= {𝑣𝑚: ∀𝑚 ∈ 𝐶𝑗} 

16:   until 𝑗 = 𝑞  

17:      𝑏 ← 𝑎𝑟𝑔𝑚𝑎𝑥𝑆𝑗 

18:      𝑦𝑖 ← class 𝑏 

19:   until 𝑖 = 𝑛  
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3.3 Fuzzy Lattice Reasoning (FLR) 

Fuzzy Lattice Reasoning (FLR) is a classifier to extract rules from the input data based on fuzzy lattices. 

The sequence of the input data representation is important. FLR plays an important role in dealing with 

different types of data; for example, fuzzy sets, real vectors, images, symbols, graphs and waves. Other 

than that, FLR can deal with both points and intervals. Apart from that, FLR has the ability of knowledge 

representation and is capable of extracting implicit features beyond the data, which can represent the 

data as rules. Furthermore, FLR has the ability to combine different types of data, handle missing data 

and cope with both complete and incomplete lattices. FLR manages missing data by replacing them with 

least element O and great element I, respectively. For example, if the constituent lattice is ([0,1], ≤), 

then we can replace the missing data by intervals of O = [1,0] and I = [0,1], respectively [37]. 

Algorithm 3  Rule Induction by the Fuzzy Lattice Reasoning (FLR) algorithm 

1:  A rule base 𝑅𝐵 = {𝐴1 → 𝐶1, … , 𝐴𝐿 → 𝐶𝐿} is given – Note that 𝑅𝐵 could initially be empty, i.e. 

𝐿 = 0. 

2:  Present the next input rule 𝑎𝑖 → 𝑐𝑖, 𝑖 = 1, … , 𝑛 to the initially ‘set’ family of rules in 𝑅𝐵. 

3:  If no more rules in 𝑅𝐵 are ‘set’ then 

4:    Store input rule 𝑎𝑖 → 𝑐𝑖 in 𝑅𝐵;  

5:    L ← L + 1;  

6:    Goto 2,  

7:  Else, compute the fuzzy degree of inclusion 𝑘(𝑎𝑖 ≤ 𝐴𝑙), 𝑙 ∈ {1, … , 𝐿} of antecedent 𝑎𝑖 to the 

antecedents of all the ‘set’ rules in 𝑅𝐵  

8:  Competition among the ‘set’ rules in 𝑅𝐵. 

9:       Winner is rule 𝐴𝐽 → 𝐶𝐽 such that 𝐽 = arg max
𝑙∈{1,…,𝐿}

𝑘(𝑎𝑖 ≤ 𝐴𝑙). 

10:  The Assimilation Condition: Both 𝑑𝑖𝑎𝑔1(𝑎𝑖⋁𝐴𝐽) is less than a maximum user-defined 

threshold size Dcrit and ci = CJ. 

11:  If the Assimilation Condition is satisfied then 

12:      Replace the antecedent 𝐴𝐽 of the winner rule 𝐴𝐽 → 𝐶𝐽 by the join-interval 𝑎𝑖⋁𝐴𝐽. 

13:  Else, ‘reset’ the winner rule 𝐴𝐽 → 𝐶𝐽. 

14:  Goto 3, 

 

Algorithm 4  Generalization by the Fuzzy Lattice Reasoning (FLR) algorithm 

1:  Consider a rule base 𝑅𝐵 = {𝐴1 → 𝐶1, … , 𝐴𝐿 → 𝐶𝐿}. 

2:  Present a rule antecedent ‘𝑎0’ for classification based on the rule base 𝑅𝐵. 

3:  Calculate the fuzzy degree of inclusion 𝑘(𝑎0 ≤ 𝐴𝑙), 𝑙 ∈ {1, … , 𝐿} of antecedent ‘𝑎0’ in the 

antecedents ‘𝐴𝑙’, 𝑙 = 1, … , 𝐿 of all rules in 𝑅𝐵. 

4:  Competition among the rules in 𝑅𝐵. 

5:    Winner is rule 𝐴𝐽 → 𝐶𝐽 such that 𝐽 = arg max
𝑙∈{1,…,𝐿}

𝑘(𝑎𝑖 ≤ 𝐴𝑙).  

6:  The antecedent 𝑎0 is classified to the class with label 𝐶𝐽.  

(ai, CL) is the representation for the input datum to the FLR model, where CL represents the class label 

of datum ai and can be interpreted as a rule “if ai then CL”. An input datum (a0, C0) is presented to the 

network in the learning phase. The degree of inclusion between input and stored rules in RB will be 

calculated as k(a0, a1), … , k(a0, ac). The FLR will choose the rule with arg max
l∈{1,…,L}

k(ai ≤ Al) as the 

winner rule. If the winner rule AJ and input datum a0 have the same class label and the size of ai⋁AJ is 

less than a user-defined threshold, then the winner rule will be updated. There is only one parameter that 

can be tuned in FLR; that is the threshold size, Dcrit. Dcrit is used to indicate the maximum size of a 
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hyperbox to be learned. Larger values of Dcrit will result in more generalized rules while smaller values 

of Dcrit will result in more specific rules. 

4. EXPERIMENTATION 

EEG signal classification is a difficult task as a result of that the characteristics of EEG signals are non-

stationary, in addition to high dimensionality and low signal-to-noise ratio (SNR). Thus, data pre-

processing and data preparation steps are important.  

4.1 Data Pre-processing and Data Preparation 

In this study, a free EEG dataset is used which can be taken from UCI Machine Learning Repository 

[42]. The online available EEG dataset consists of three versions, which are small dataset, large dataset 

and full dataset. Each of the datasets contains an individual, 10 individuals and 122 individuals, 

respectively. The UCI EEG dataset was recorded for both alcoholic and non-alcoholic persons. Since 

this study focused on person authentication modeling, only non-alcoholic dataset will be used. Alcoholic 

data is not suitable for this study, because data collected from alcoholic persons might be less accurate 

due to their brains having been affected by alcohol. Large dataset will be used in this study, but one of 

the individuals from the large dataset will be replaced by an individual from the full dataset. This is 

because there are many redundant trials by the individuals which will affect the result. Each individual 

accomplished 60 trials. This EEG dataset consists of the measurements of 64 electrodes (61 active 

electrodes + 3 reference electrodes) placed on the scalps and the sampling rate was at 256Hz. 

The stimuli were composed of 90 images that were chosen from a total of 260 black-and-white 

Snodgrass and Vanderwart image set [43]. The subjects were requested to recognize the image as soon 

as the image is displayed on the computer screen. The distance of the computer screen from the subject’s 

eyes was 1 meter. The image remained on the screen for 300ms and the Inter-Stimulus Interval (ISI) for 

each test was set to 3200ms. The visual stimulus presentation is illustrated in Figure 1. 

 

Figure 1.  Visual stimulus presentation. 

In the general machine learning model building, there are some common suggestions for train/test splits, 

such as 60/40, 70/30, 80/20 or even 90/10, if the dataset is relatively large [34]. The higher percentage 

of train data tends to generate a better model, but sacrifices the objectivity of test results due to low 

number of test data. Therefore, the larger the dataset, the higher the train/test proportion which may be 

applied. However, machine learning experiment seldom implements the 90/10 proportion, unless the 

dataset used is extremely large. We used the 80/20 train/test proportion in this study, where 480 instances 

were used for model building versus 120 instances for model testing. 

In this stage, we have checked the trials in order to avoid the redundant trials between train set and test 

set. The dataset has equivalent distribution of trials between S1 object, S2 match and not-match for both 

train set and test set. In this study, we only selected 100 data points, which corresponds to approximately 

300 milliseconds (ms). This is because the VEP normally occurred within the first 300ms. Besides, the 

EEG signals of S2 were different from those of S1 due to that S2 involves brain information about the 

match or not-match analysis. Only the electrodes located at the midline and lateral sides were 

considered. This is due to that midline and lateral electrodes provide stronger strength from electrical 

signals when responding to visual stimuli [44]. The lateral electrodes are PO7, PO8, O1, O2 and OZ, 

while the midline electrodes are FPZ, FZ, CZ, PZ and OZ. 
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4.2 Feature Extraction 

A set of feature vectors were retrieved from the raw EEG dataset. The extracted feature vectors act as a 

different observation for the purpose of classification. Besides, feature extraction can reduce the 

dimensions of the input attributes as compared to the raw EEG dataset. In this study, coherence, cross-

correlation and mean of amplitudes are selected from a particular literature review. The three feature 

extraction methods are described as follows: 

a) Coherence: Coherence is used in order to compute the degree of linear correlation between two 

signals. The correlation between two signals at different operating frequencies can be revealed by 

coherence [17]. EEG-based coherence analysis is proven to be suitable for use in biometrics [45].  

Coherence is ranging from 0 to 1, where the value of 0 indicates that the two signals are independent, 

while the value of 1 indicates that the two signals are completely linearly dependent. The coherence is 

calculated as follows: 

𝐶𝑥𝑦(𝑓) =  
|𝑃𝑥𝑦(𝑓)|

2

𝑃𝑥𝑥(𝑓)𝑃𝑦𝑦(𝑓)
 (1) 

where, 

𝐶𝑥𝑦(𝑓) is a function of the power spectral density (𝑃𝑥𝑥 and 𝑃𝑦𝑦 ) of 𝑥  and 𝑦  and the cross-power 

spectral density (𝑃𝑥𝑦) of 𝑥 and 𝑦.  

b) Cross-correlation: Cross-correlation, known as a sliding dot product, is used to compute the 

similarity between two signals. It is also frequently used to obtain the existence of a known signal 

sequence in an unknown one. It is a function of the relative delay between the signals and the application 

in pattern recognition. Two input signals will be calculated for cross-correlation: 

Channel 1 with itself: 𝜌𝑋, 

Channel 2 with itself: 𝜌𝑌, 

Channel 1 with channel 2: 𝜌𝑋𝑌. 

The correlation 𝜌𝑋𝑌  between two random variables 𝑥  and 𝑦  with expected values 𝜇𝑋  and 𝜇𝑌  and 

standard deviation 𝜎𝑋 and 𝜎𝑌 is given as: 

𝜌𝑋,𝑌 =  
𝑐𝑜𝑣(𝑋, 𝑌)

𝜎𝑋𝜎𝑌

=  
𝐸((𝑋 −  𝜇𝑋)(𝑌 −  𝜇𝑌))

𝜎𝑋𝜎𝑌

 (2) 

where, 𝐸( ) is the expectation operator and 𝑐𝑜𝑣( ) is the covariance operator. 

c) Mean of Amplitudes: Mean, also known as average, is the sum the of all EEG potential values divided 

by the number of data points. The mean is calculated as follows: 

�̅� =  
1

𝑛
∙ ∑ 𝑥𝑖

𝑛

𝑖=1

 (3) 

where, 𝑛 is the number of data points and 𝑥𝑖  is the value of the data. 

4.3 Experimental Setting 

In FRNN algorithm, fuzzy logic connectives are crucial for developing the fuzzy-rough set theory. A 

triangular norm (t-norm), 𝒯  is any increasing, associative and commutative [0,1]2 → [0,1] mapping 

satisfying 𝒯(1, 𝑥) = 𝑥, for all 𝑥 in [0,1]. On the contrary, an implicator is any [0,1]2 → [0,1] mapping 

ℓ satisfying ℓ(0,0) = 1, ℓ(1, 𝑥) = 𝑥, for all 𝑥 in [0,1]. Based on the [31], the Kleene-Dienes implicator 

for 𝑥, 𝑦 value in [0,1] was implemented. In addition, the experimental setting for D-kNN was the same 

with FRNN classifier. Kleene-Dienes was chosen for both t-norm and implicator. Moreover, there is 

only one parameter that can be tuned in FLR algorithm; that is the threshold size 𝜌. We have set 𝜌 =
0.1 [38] in our experiment. 

4.4 Performance Measures and Statistical Test 

The experimental result is analyzed based on the accuracy and the area under the receiver operating 

characteristics (ROC) curve (AUC). The AUC measure is used as one of the performance measures in 
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this study, because it is more reliable and statistically consistent as compared to the accuracy measure 

in [46]. The accuracy and AUC of FRNN will be compared with the results obtained from D-kNN and 

FLR. The purpose of this comparison is to test whether FRNN can perform better than other 

classification algorithms, such as D-kNN and FLR.  

Beforehand, the normality distribution of data is verified by using the Anderson-Darling test. The 

Anderson-Darling test [47] is modified from Kolmogorov-Smirnov (K-S) test. By comparing to the (K-

S) test, Anderson-Darling test contributes more weights to the distribution tails. The critical value is 

calculated for the specific distribution. The Anderson-Darling test is calculated as: 

𝑊𝑛
2 = 𝑛 ∫ [𝐹𝑛(𝑥) −  𝐹∗(𝑥)]2𝜓 (𝐹∗(𝑥)𝑑𝐹∗(𝑥)

∞

−∞

 (4) 

where, 𝜓 = non-negative weight function which can be defined from: 

𝜓 =   𝐹∗(𝑥)(1 − 𝐹∗(𝑥))−1 (5) 

The normality distribution of data must be determined before performing a statistical test. A statistical 

test is performed in order to determine the confidence level of the dataset which lead to reaching 

conclusions. Parametric test is chosen when data is normally distributed, while non-parametric test will 

be chosen when data is not normally distributed. Parametric tests, such as Z-test, paired-sample t-test or 

F-test, will yield higher accuracy when data is normally distributed. Simultaneously, if data is normally 

distributed and a non-parametric test is performed, then the results will not be as accurate as in the case 

of parametric test.    

From the normality test using Anderson-Darling test, the accuracy of FRNN, accuracy of D-kNN and 

AUC of D-kNN are normally distributed, while the accuracy of FLR, AUC of FRNN and AUC of FLR 

are not normally distributed. Therefore, a paired-sample t-test is performed between accuracy of FRNN 

and accuracy of D-kNN. In contrast, Wilcoxon signed-rank test is performed when the results are not 

normally distributed.  

A paired-sample t-test is performed to compare the differences of means between paired observations 

by using the IBM SPSS Statistics 22. The paired-sample t-test is a statistical validation method which 

is used to compare the means from different sources in a dataset [48]. The reason behind this is to 

investigate the significance differences between two groups. The null hypothesis of paired-sample T-

test states that the difference between two mean values is zero, which is represented as: 

𝐻0: 𝜇1 − 𝜇2 = 0 (6) 

On the other hand, Wilcoxon signed-rank test is frequently used for non-parametric testing. It is an 

alternative method for paired-sample t-test. The Wilcoxon signed-rank test is used to evaluate the 

difference of medians between paired data. Wilcoxon signed-rank test is more powerful in 

distinguishing the differences between two samples [49]. The nominal data cannot be analyzed with 

Wilcoxon signed-rank test, because the difference of the nominal data points has no specific value. 

In statistical test, the null hypothesis is rejected if and only if the 𝑝-value is less than 0.05, which means 

that there are statistically significant differences between the two samples. On the contrary, the null 

hypothesis is accepted if and only if the 𝑝-value is larger than 0.05, which means that there are no 

statistically significant differences between the two samples. A statistical test was performed to test the 

differences between the two classifiers for different cases of use at 95% confidence level. 

5. EXPERIMENTAL RESULTS AND DISCUSSION 

Table 1 shows the individual EEG signals’ authentication performance for 10 subjects. D-kNN model 

ranked first with an accuracy of 92.09%, while the FLR model came second with an accuracy of 90.67%. 

Meanwhile, the FRNN model had the lowest classification accuracy, recorded to be 90.17%, as 

compared to the D-kNN model and the FLR model. The highest accuracy recorded for FRNN model 

was up to 99.17%, while the lowest accuracy was 80.83% only. On the other hand, the accuracy of D-

kNN model was considerably high, where the highest value recorded was 98.33% and the lowest was 

89.17%. Besides, the accuracy of FLR model was between 88.33% and 94.17%. In overall, the accuracy 

of FRNN model, D-kNN model and FLR model indicated good classification results. 
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Table 1.  Comparison of accuracy and AUC between FRNN, D-kNN and FLR. 

Subject  
FRNN D-kNN FLR 

Accuracy AUC Accuracy AUC Accuracy AUC 

Subject 1 87.50 0.924 91.67  0.735 92.50 0.773 

Subject 2 86.67 0.788 89.17 0.661 90.83 0.579 

Subject 3 88.33 0.922 91.67 0.758 90.00 0.500 

Subject 4 80.83 0.704 89.17 0.488 88.33 0.491 

Subject 5 93.33 0.954 94.17 0.880 90.00 0.500 

Subject 6 88.33 0.924 90.00 0.814 90.00 0.500 

Subject 7 99.17 1.000 98.33 1.000 94.17 0.708 

Subject 8 90.83 0.895 91.67 0.733 90.00 0.500 

Subject 9 90.00 0.936 90.83 0.758 90.00 0.500 

Subject 10 96.67 0.990 94.17 0.875 90.83 0.579 

Average 90.17 0.904 92.09 0.770 90.67 0.563 

The FRNN model has achieved the highest average AUC with 0.904. However, the average AUC has 

been found to be 0.770 in D-kNN model followed by FLR model with 0.563. Thus, it was shown that 

the FRNN model outperformed the D-kNN model and the FLR model. In the FRNN model, the highest 

AUC achieved was a perfect 1.00 score, while the lowest was 0.704. Comparatively, the highest AUC 

for D-kNN model also achieved the perfect score 1, but 0.488 was the lowest AUC in this model. Lastly, 

0.773 was the highest AUC in FLR model, while 0.491 was the lowest AUC in FLR model. 

From the performance measure in terms of accuracy, D-kNN model is slightly higher than FRNN and 

FLR models. On the other hand, FLR model showed the worst result in AUC. From Table 1, we can 

visually observe that most of the results are around 0.5, which is rated as worst classification 

performance. The model is not capable of distinguishing between positive class and negative class. This 

result explained that the FLR model is not suitable to classify EEG signals for person authentication. 

The possible reason is the parameter setting of FLR model. As previously described, there is only one 

parameter which can be tuned; that is the size of threshold. As the parameter setting for FLR model is 

0.1 [38], therefore it will affect the AUC obtained, since the perspective of AUC is different from that 

of accuracy. The larger values of threshold will result in more generalized rules [39]. The threshold used 

in this project is small, which is 0.1; therefore, the rules are more specific as smaller values of threshold 

will result in more specific rules. Thus, the AUC of FLR models is lower than in FRNN and D-kNN 

models.   

By observing the overall classification results above, FRNN gained good performance in terms of 

accuracy and AUC compared to D-kNN and FLR models. As previously described, FRNN algorithm is 

a fusion model that combines the strength fuzzy-rough set and the FNN approach. The decision class is 

determined by using the fuzzy lower and upper approximations to compute the membership value of a 

test object [31]. The fuzzy lower and upper approximations play a crucial role in dealing with noisy data 

such as EEG signals. Hence, the FRNN is able to perform better. 

Table 2.  Statistical test for comparison of accuracy and AUC between FRNN, D-kNN and FLR. 

Performance Measure Mean p - Value Statistical Test 

FRNN  Accuracy 90.17 
0.071 

No significant 

differences D-kNN  Accuracy 92.09 

FRNN  Accuracy 90.17 
0.767 

No significant 

differences FLR  Accuracy 90.67 

FRNN  AUC 0.904 
0.004 

Significant 

differences D-kNN  AUC 0.770 

FRNN AUC 0.904 
0.006 

Significant 

differences FLR  AUC  0.563 
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Table 2 shows the statistical test for the comparison of accuracy and AUC among FRNN, D-kNN and 

FLR models. The paired-sample t-test was only used for the comparison between the accuracy of FRNN 

model and the accuracy of D-kNN model. The p-value of this comparison is 0.071, which is greater than 

0.05. Thus, we can conclude that the FRNN model and the D-kNN model are not significantly different. 

On the contrary, Wilcoxon signed-rank test was used for the rest of the comparisons. The p-value for 

the comparison between the accuracy of FRNN model and that of FLR model was recorded at 0.767, 

which is greater than 0.05. Hence, there are also no significant differences between the FRNN model 

and the FLR model. In summary, accuracy comparisons did not show significant differences among the 

models. 

Comparatively, the statistical test for the comparison between the AUC of FRNN model and D-kNN 

model showed significant differences with a p-value of 0.004. From the mean values in Table 2, it is 

clearly proved that the AUC of FRNN model is higher than the AUC of D-kNN model. Thus, we can 

conclude that the FRNN model performed better than the D-kNN model. Furthermore, a statistical test 

was also carried out for the comparison between the AUC of FRNN model and that of FLR model. The 

p-value was recorded at 0.006 and indicating significant differences in the paired set. The AUC of FRNN 

model achieved a value of 0.904, while the AUC of FLR model achieved only 0.563, which is considered 

a poor result. In other words, the FRNN model significantly performed better than the D-kNN model 

and the FLR model. 

6. CONCLUSIONS 

Among the fuzzy set and rough set approaches, the FRNN model is proven to be significantly better 

than D-kNN model and FLR model in EEG signal classification for brainprint authentication modeling. 

The AUC of FRNN model is 0.904, which is considered an excellent classification result. However, 

further work should be done on the FRNN model to improve the accuracy and AUC, since a good 

authentication system should have a perfect classification. The classification results gained from the 

FRNN model are more stable and consistent as compared to the classification results of D-kNN model 

and FLR model. This study showed the importance and capability of fuzzy-rough approximations of 

handling uncertain and non-stationary signals. 
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 ملخص البحث:

تسُتتتتتتتارات التتتتتتتلكهر هئارلتتتتتتتكو هئة قيتتتتتتتلجي ئ تتتتتتتاتعل     تتتتتتتك    كتتتتتتتل  يك ئ  كتتتتتتت      تتتتتتتل تا اتتتتتتت  

تقكتتتتتكء تلهي تققكتتتتتلر  لج تتتتت    تتتتت  يتتتتتلئ قهلع وهئة  عكتتتتت  و لي كتتتتت  هئل تتتتت     تتتتتا   تتتتت ه هئة تتتتت  هئتتتتت  

ج عتتتتتتتص ت تتتتتت      تتتتتت  ا أتتتتتتتلر ت تتتتتتلئ  هئ تتتتتت ك يل تتتتتتتاراهت ي تتتتتت لر تلع تتتتتتت   هئ قلتتتتتتو هئ نتتتتتت ذ

( ه  تتتتتت ك  ئ  قلك تتتتتت  يتتتتتتكص  تتتتتت    UCI EEGه لتتتتتترلخ  ه تتتتتتاراعن عل   تتتتتت  يكل تتتتتتلر  

ج   خاكتتتتتتلك تستتتتتت   قتتتتتت هر ت اتتتتتت   هتتتتتتتء عتتتتتتص تققكتتتتتتلر هئا تتتتتتقكط هئقلج تتتتتت    تتتتتت  هئ قلتتتتتتو هئ نتتتتتت ت

لتتتتتتتلكهر هئارلتتتتتتتكو هئة قيتتتتتتتلجي ئ تتتتتتتاتعل  وتا   تتتتتتت   قتتتتتتتا ختتتتتتتو هئ  تتتتتتتو وهئ قتتتتتتتل و ا  تتتتتتت  

و قاتتتتتتقح هئأتتتتتتل ا ب تب  ق تتتتتت  هئأ تتتتتت  هئ ستتتتتتاقأ ي هئلل أكتتتتتت  م تتتتتتاراهع ل جتتتتتتي ا تتتتتتقهي هئالتتتتتتلك   

تتتتت لر هئ اة قتتتتت  ي تتتتتل عتتتتتص ت تتتتت  هئ  تتتتت      تتتتت  هخاكتتتتتلك  قتتتتتلع هئارلتتتتتكو هئة قيتتتتتلجي ئ تتتتتاتعل  وهئستل

  هئا  تتتتتت  هئتتتتتت    تتتتتت  ت اكتتتتتت   تجاتتتتتت  ئ أكل تتتتتتلر هئرل تتتتتت  يأ تتتتتت لر تلع تتتتتت  ه لتتتتتترلخ ي تتتتتتا

 تتتتاك  ت أتتتتق عتتتتص هئا تتتت  جتتتتي ا أتتتتلر ت تتتتلئ   تتتت ك و تتتت   ه لتتتترلخ ئ ا  تتتت    تتتت  عنتتتتة    تتتتات 

 هئا هزب 
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ABSTRACT 

An electronically tunable multi-passband filter using one varactor diode is implemented based on transmission 

line stub method for passing several most favourable applications through multiple operating bands. In this paper, 

the filter is designed on Rogers RT/Duroid 5880-substrate and its input and output ports are terminated by 50 Ω 

microstrip feed line. The filter passbands consist of low pass filter (LPF) with tunable cut-off frequency which can 

reach 0.94 GHz, then several tunable bandpass filters (BPFs) that can cover the following frequency ranges BPF1 

(1.94 – 3.33 GHz), BPF2 (3.83 – 4.23 GHz), BPF3 (4.53 – 5.56 GHz) and BPF4 (6.83 – 7.48 GHz) with insertion 

loss (IL) of |S21| ≤ 3 dB. The designed filter is the binomial type with 3 elements that are implemented in three 

shunt stubs with the middle stub being shorted. A parametric study was conducted for the optimum location of the 

varactor diode and an external DC biasing circuit introduced to produce the required reverse biasing for the 

varactor diode and its effect was considered. The demonstrated filter is investigated using the high-frequency 

structure simulator (HFSS). The measured scattering parameters’ S11 (reflection coefficient) and S21 (transmission 

coefficient) results show good agreement with the simulated values. 

KEYWORDS 

Tunable filter, Reflection coefficient, Transmission coefficient, Varactor diode, Low pass filter, Bandpass filter, 

Bandwidth, Multiple passbands, Group delay, External quality factor, Mutual coupling. 

1. INTRODUCTION 

Modern microwave circuits and high-frequency applications are utilizing electronically tunable filters 

in order to cover more bandwidth and to be able to support multiple services. This will reduce the number 

of circuits used for different applications by one circuit that can support many applications and hence 

the complexity and system cost are reduced. In order to meet the increasing demands on rejecting out-

of-band noise and jamming spectral components while simultaneously supporting multiple information 

channels, new developments in the design of tunable microwave filters are necessary [1]. Micro-strip 

filters are preferred due to their attractive features, like simplicity in manufacturing, reduction in cost, 

being easily integrated in circuits, high speed and high data rate capability. 

Filters are tunable in many ways, including mechanical, magnetic and electronic methods. Mechanical 

filters are considered the best regarding power handling capability, linearity and quality factor. They 

have found few applications due to their huge size, low speed and large weight. Filters based on 

magnetic methods, like ferrimagnetic resonance, magnetostatic wave, evanescent waveguide, E-plane 

printed circuit and yttrium iron garnet (YIG) for providing multiple tunable bands, are preferred for 

higher selectivity and smaller size. On the other hand, electronic methods are done by employing 

semiconductors, such as PIN or varactor diodes, which can provide larger bandwidth with low IL, high 

selectivity, fast tuning, higher stability and lower DC biasing [2]. In contrast, micro-electromechanical 

systems (MEMSs) have indeed lower size, but they suffer from poor quality factor and need a large DC 

biasing voltage. Using MEMSs in tunable filters has been widely reported in the literature. Three-

channel filter bank with two MEMS switches operates in the range 14 – 20 GHz, where each channel 

has a fixed three-pole end-coupled bandpass filter and the results showed an insertion loss between 1.7 

and 2 dB as given in [3]. Instead of using a capacitor bank for filter tuning, it can be achieved by varying 

the resonator capacitive loading [4]-[5]. A single bandpass filter can also be tuned by changing the 

capacitive loading and hence adjusting the resonator physical size directly [6], where the filter can be 

tuned in the frequency range from 12 to 15 GHz with IL better than 3 dB. MEMS switches have been 

used as on-off elements between the resonators and the extra feed lines to form an interdigitated coplanar 

bandpass filter [7]; the filter can cover the range 18.5 – 21 GHz with IL less than 3.5 dB. Filters with 
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tunable characteristics employing a magnetic material such as YIG or gadolinium gallium garnet (GGG) 

have been utilized to design a wideband bandstop filter. Varying the magnetic field can tune the 

absorption occurrence and hence the center frequency rejection in the range 2.5 – 23 GHz using a 

microstrip line with GaAs substrate [8]. 

Employing varactor diodes for an electronically reconfigurable filter is another common method. A dual 

bandpass filter implemented using stepped impedance resonators has been reported and the center 

frequency tuning range for the two bands was from 0.7 – 1.2 GHz with a 3-dB fractional bandwidth 

(FBW) of 11.29 – 14.77 % (FBW = 2 ×
fH−fL

fh+fL
× 100%) and 1.4 – 2.15 GHz with a 3-dB FBW of 8 – 

9.38 %, respectively [9]. A three-stage dual-band BPF using varactor diode and implemented using a 

stepped impedance method has been reported in [10] to be tuned from 1.75 – 2.66 GHz and 3.85 – 4.54 

GHz with 70 MHz average bandwidth. A high-selectivity tunable dual-band bandpass filter 

implemented using varactor loaded resonators [11] had its first band center frequency ranging from 570 

– 700 MHz with tunable 3-dB bandwidth changing from 36 – 60 MHz, while the other passband can be 

tuned from 1.156 – 1.336 GHz with the bandwidth varying from 67 – 85 MHz. The measured IL was 

from 2.3 – 2.03 dB. One tunable microstrip bandpass filter with center frequency ranging from 380 – 

920 MHz and having its 3-dB bandwidth varying from 27 – 38 MHz has been reported in [12] through 

utilizing two varactors. Chebyshev stepped impedance filter with three shorted stubs and three varactors 

have been used to produce one tunable passband from 1.09 – 2.44 GHz with a reverse biased voltage 

changing from 0 – 30 V [13]. Combline dual bandpass filter implemented on microstrip substrate and 

tuned by using four varactor diodes was used to shift the center frequency from 1.85 to 1.95 GHz and 

from 2.1 to 2.2 GHz for the two bands, respectively [14]. The filter 3-dB bandwidth was less than 3.2 

% with a tuning range of 250 MHz. Three varactors were utilized to tune the BPF lower and upper edges 

from 760 – 840 MHz and from 981 – 1107 MHz, respectively. The FBW was tuned from 15.5 – 36 % 

as reported in [15]. A BPF design using ring resonator technique with coupled feed lines was reported 

in [16] by using four PIN diodes as switching elements to alternate between narrowband filter and 

wideband filter. The 3-dB FBW could be tuned from 58.5 – 75 % at 2.4 GHz center frequency. A filter 

with lowpass and bandpass bands has been proposed in [17] based on three shunt stubs and loaded with 

a varactor diode. The LPF cut-off frequency could be tuned from 0.61 – 0.93 GHz while the bandpass 

was tuned from 1.85 – 3.27 GHz. 

In this paper, a novel tunable planar line microwave filter design is proposed and investigated. It consists 

of five tunable bands; an LPF band and four BPF bands. These bands are tuned by means of varactor 

diode. The filter schematic and dimensions are outlined in Section 2. The proposed filter consists of 

three shunt stubs with varactor being connected to the middle stub for tuning the LPF cut-off frequency 

and the center frequency for the BPF bands. The prototype filter characteristics and the design procedure 

are described in Section 3. Results of simulation and discussion are presented in Section 4. The 

experimental verifications and a comparison with the simulated results are outlined in Section 5. Finally, 

the conclusion is given in Section 6. 

2. FILTER STRUCTURE 

The proposed filter consists of three shunt stubs with 50 Ω input and output feed lines; the first and third 

stubs are open-circuited, while the second stub is short-circuited. The low passband and quad bandpass 

regions are created with acceptable impedance bandwidth and IL at the passband and good S11 values at 

the pass frequencies by adjusting the length and width of the three stubs, the location of the varactor and 

the DC biasing circuit element value. The geometrical parameters for the proposed filter are shown in 

Figure 1, where all dimensions are carefully obtained by parametric analysis in order to achieve the 

desired response over the needed frequency range. The overall filter dimensions are 5.1 × 10.8 cm2. It 
is fabricated on a double-side Rogers RT/Duroid 5880 substrate with tan δ = 0.0009 and εr = 2.2 with 

0.8 mm thickness. The supply positive and negative terminals are connected to the varactor cathode and 

anode, respectively. The footprint for the inductor and resistor has been taken as 1.2 × 0.6 mm2, while 

for the varactor, it is 1 × 0.8 mm2 and the other filter parameters are listed in Table 1. 

Table 1. Dimensions for the proposed filter geometry in mm. 

W1 = 23 W2 = 62 W3 = 1.2 W4 = 12 Substrate width = 51 

L1 = 2.5 L2 = 1.2 L3 = 44.125 L4 = 22 Substrate length = 108 
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Figure 1. The proposed filter geometry with two open-circuited stubs and one short-circited stub. 

3. DESIGN PROCEDURE 

The design starts with a maximally flat LPF prototype consisting of three elements based on the IL 

method. The lumped circuit elements of the low-pass prototype filter are found to be go = 1, g1 =
1, g2 = 2, g3 = 1, g4 = 1. The prototype filter is modified to act as a bandpass filter by transforming 

every element of the LPF to a combination of an inductor and capacitor [18].  

The bandpass filter with lumped elements is implemented using a microstrip transmission line model, 

which is done using the Kuroda Identities (first and second kinds) and Richards’ transformations (to 

convert the lumped elements into transmission lines). The resulting stub dimensions have been 

calculated based on the chosen substrate and considering the open or short termination of the 

transmission line stubs that act as resonators. 

The varactor type SMV1232, which is a hyper-abrupt junction, tunes the varactor from Skyworks [19] 

that works under a reverse biasing voltage varying between 0 – 15 V and can provide an appropriate 

quality factor ‘Q’ in wireless systems for frequencies over 10 GHz. It is being inserted to change the 

filter overall capacitance and hence the resonant frequency of the band will change accordingly. 

4. RESULTS AND ANALYSIS 

The proposed filter was simulated using HFSS and several parametric studies have been conducted to 

achieve a filter with multi-pass bands which cover many highly demanded services. The filter first band 

covers low frequencies and its cut-off frequency can be tuned from 710 to 940 MHz. It can be used to 

pass LTE 700, GSM 3G 800, GSM 3G 900, industrial, scientific and medical (ISM) applications. At 

200 MHz and beyond from the cut-off frequency, the attenuation can reach 50 dB. 

The second passing filter is a bandpass filter BPF1 which is tuned from 1.94 – 3.33 GHz with FBW 

ranging from 2.74 – 8.4 % as the biasing voltage decreases and it has an average BW of 155 MHz while 

being tuned. This band can be utilized to pass many services, such as; wireless fidelity (Wi-Fi), 

Bluetooth, GSM 2100 and GSM 2300. This band has low IL varying from 0.38 – 0.98 dB. The third 

passband BPF2 covers frequencies from 3.83 – 4.23 GHz with FBW 1.55 – 9.93 % for a reverse biasing 

voltage form 3 – 15 V with an IL ≤ 3 dB, whereas below 3 V, the filter has a relatively higher loss that 

can reach 7 dB. The tuning BW for this passband ranged from 60 to 400 MHz with an average of 263 

MHz. This band can be used for worldwide interoperability for microwave access (Wi-MAX) 

applications. The fourth band BPF3 ranges from 4.62 – 5.56 GHz with an average BW of 397 MHZ and 

it is suitable for C-band uplink and downlink and Wi-Fi applications and its FBW can be tuned from 

5.54 – 15.38 %. The last passing band BPF4 has an average BW of 366 MHz and can cover frequencies 

from 6.85 – 7.43 GHz, which makes it suitable for satellite communications with FBW tuned from 6.64 

– 8.12 %. The cut-off frequency for the LPF and the upper ‘fH’ and lower ‘fL’ frequencies for the four 
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passbands are listed in Table 2. Some cases for which the IL ≥ 3 dB in the BPF2 band are identified in 

Table 2. 

Table 2. Proposed filter passing frequencies for all varactor capacitance values. 

Varactor LPF BPF 1 BPF 2 BPF 3 BPF 4 

C (pF) 
fC 

(GHz) 

fL 

(GHz) 

fH 

(GHz) 

fL 

(GHz) 

fH 

(GHz) 

fL 

(GHz) 

fH 

(GHz) 

fL 

(GHz) 

fH 

(GHz) 

4.15 0.71 1.94 2.11 

IL is higher than 

3dB 

4.62 5.39 6.85 7.43 

3.22 0.80 2.07 2.28 4.53 5.18 6.97 7.28 

2.67 0.84 2.18 2.43 4.47 4.97 6.91 7.34 

2.28 0.87 2.29 2.54 4.71 5.38 6.74 7.40 

1.97 0.89 2.41 2.66 4.74 5.37 6.88 7.48 

1.72 0.89 2.54 2.78 4.41 4.90 6.92 7.36 

1.51 0.91 2.65 2.87 3.83 3.89 4.79 5.38 6.83 7.40 

1.35 0.91 2.76 2.96 3.83 3.92 4.80 5.35 6.96 7.24 

1.22 0.92 2.86 3.03 3.83 3.95 4.85 5.36 6.91 7.22 

1.13 0.92 2.93 3.09 3.83 3.99 4.93 5.43 6.83 7.27 

1.05 0.93 2.99 3.14 3.83 4.02 4.96 5.42 6.92 7.27 

0.99 0.93 3.04 3.18 3.83 4.05 5.05 5.48 6.91 7.29 

0.94 0.93 3.08 3.21 3.82 4.06 5.07 5.48 6.94 7.27 

0.90 0.93 3.10 3.23 3.83 4.09 5.02 5.38 6.93 7.29 

0.86 0.93 3.14 3.25 3.83 4.11 5.06 5.43 6.99 7.20 

0.84 0.93 3.16 3.27 3.83 4.12 5.11 5.48 6.91 7.27 

0.81 0.93 3.17 3.28 3.83 4.15 5.09 5.42 6.93 7.21 

0.78 0.94 3.21 3.31 3.83 4.18 5.20 5.54 7.01 7.31 

0.76 0.94 3.22 3.32 3.83 4.19 5.23 5.54 6.93 7.34 

0.75 0.94 3.22 3.32 3.83 4.21 5.22 5.54 6.84 7.33 

0.74 0.94 3.23 3.32 3.83 4.21 5.26 5.55 6.96 7.34 

0.73 0.94 3.24 3.33 3.83 4.21 5.22 5.53 6.99 7.30 

0.72 0.94 3.24 3.33 3.83 4.23 5.26 5.56 6.84 7.31 

The required coupling parameters are the external quality factor (Qe) and the mutual coupling and they 

are displayed in Figure 2 for BPF1 and BPF3. It can be shown that the proposed filter has high Qe and 

lower mutual coupling. External quality factor describes the amplitude at resonance and is calculated 

using Equation 1, while mutual coupling determines the spacing required between adjacent elements 

and is calculated using Equation 2.  

Qei
(n)

=
gigi+1

(FBW)n
                                                                            (1) 

Mi,i+1
(n)

=
(FBW)𝑛 

√gigi+1
                                                                          (2) 

where FBW is defined earlier in Section 1, ‘n’ is the number of the pass band (n = 1, 2, 3, 4) and ‘i’ is 
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an index for the LPF prototype element (i = 0, 1, 2, 3, 4) given in Section 3. From the equations above, 

Qe1
(n)

= Qe4
(n)

, Qe2
(n)

= Qe3
(n)

 and M12
(n)

= M23
(n)

. 

  
(a)                                                                   (b) 

 

 
(c)                                                                    (d) 

Figure 2. Filter parameters (a) external quality factor for BPF1 (b) Mutual coupling for BPF1, (c) 

external quality factor for BPF3 and (d) Mutual coupling for BPF3. 

Scattering parameters S21 and S11 are the most important filter characteristics which display the utilized 

or rejected frequencies. The previously explained bands can be noticed from S21 and S11 curves shown 

in Figure 3 and Figure 4, respectively for selected varactor capacitances. The return loss (RL) within the 

passband is greater than 15 dB for all tuning states. 

It can be noticed from Figure 3 that the filter has two fixed transmission zeros between BPF1 and BPF2 

bands and between BPF3 and BPF4 bands, while the filter has two tunable transmission zeros (TZs) 

located between the LPF and BPF1 bands and between the BPF2 and BPF3 bands. 

The current distribution shown in Figure 5 demonstrates the part of the filter which is active at the 

selected frequency through monitoring the filter element that has the highest surface current which is 50 

A/m. At a frequency of 10 MHz, which is in the LPF band, the input and the output and the transmission 

line connecting the stubs are responsible for this mode of operation as shown in Figure 5(a). For a 

frequency of 1.23 GHz, which belongs to the rejected band, it can be noticed that most of the filter has 

no current passing through, since the signal was inserted from the right port to the left port and was 

reflected and dissipated through the first stub as can be noticed from Figure 5(b). At 2.14 GHz, which 

is the center frequency for the bandpass filter mainly, the first stub is responsible for this band named 

BPF1 as shown in Figure 5(c). For the second passband named BPF2, the current distribution is shown 

in Figure 5(d), where the middle and third stubs are active at 4 GHz. At a frequency of 4.49 GHz, which 
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belongs to the BPF3, the filter middle stub is responsible as shown in Figure 5(e) and for the BPF4 at 

7.15 GHz, the whole filter except the shorted stub has higher maximum surface current with higher order 

modes being transmitted in the transmission lines as shown in Figure 5(f). 

 

Figure 3. Simulated transmission coefficients for various varactor capacitances. 

 

Figure 4. Simulated reflection coefficients for various varactor capacitances. 

 

(a) 
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(b) 

 

(c) 

 

(d) 

 

(e) 
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(f) 

Figure 5. The simulated surface current distribution at frequencies (in GHz): (a) 0.01, (b) 1.23, (c) 

2.14, (d) 4, (e) 5 and (f) 7.15. 

Group delay is one of the filter’s important characteristics. The simulated results for the first bandpass 

band are shown in Figure 6. The group delay changes tend to decrease by reducing the capacitance and 

its maximum value is 2.5 ns at 0 V, where the diode has the largest capacitance value of 4.15 pF. 

 

Figure 6. Group delay for the BPF 1st band. 

Comparison between the proposed filter and different filters reported in published research that have 

been tuned using varactors regardless of the filter shape or the used elements to create the passing bands, 

is given in Table 3. The proposed filter has the largest number of passing bands compared to all other 

reported filters.  

Table 3. Comparison between the proposed filter and filters presented in other published works. 

Parameter 
Filter 

bands 

No. of 

zeros 

Tuning 

bands 
FBW (%) 

Side 

rejection 

(dB) 

No. of 

varactors 

Min. IL 

(dB) 

Size (mm3) 

(in 𝜆2) 
Reference 

[9] BPF 3 2 
11.29 – 14.77 

8 – 9.38 
> 40 6 3.86 

19 × 33.35 × 0.79  

(0.07𝜆 × 0.16𝜆) 

[11] BPF 4 2 
6.5 – 8.5 

5.8 – 6.4 
> 30 4 2.32 

11.5 × 19 × 0.81 

(0.04𝜆 × 0.07𝜆)  

[12] BPF 2 1 4.1 – 7.1 > 50 2 5.0 
25 × 35 × 1.524 

(0.06𝜆 × 0.08𝜆)  

[13] 
BPF 

2 1 16.5 – 37.7 > 50 3 ~ 4.5 
30 × 54 × 0.508 

(0.19𝜆 × 0.34𝜆) 

[14] 
BPF 

2 1 13.1 – 16.3 > 40 4 ~ 4.0 
40 × 40 × 0.8 

(0.44𝜆 × 0.44𝜆) 

Proposed 
LPF 

& 

BPF 

6 5 

2.74 – 8.4 

1.55 – 9.93 

5.54 – 15.38 

6.64 – 8.12 

> 30 1 0.38 
52 × 108 × 0.8 

(0.17𝜆 × 0.35𝜆)  
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The number of zeros is introduced to show that these passbands are not harmonics of the first passband 

by noticing that all our passbands have an insertion loss lower than 3 dB with a lower sideband rejection 

greater than 30 dB over the entire considered frequency range. The proposed filter has a large substrate 

size compared to [9]-[11], because it is passing lower frequencies but is still small if measured in terms 

of the guided wavelength. The guided wavelength is calculated based on the lowest -3 dB intersection. 

It has the best IL values at the band center frequency compared to all the reported filters. Furthermore, 

the proposed filter has utilized only one varactor diode. 

5. EXPERIMENTAL VERIFICATION 

The designed filter is fabricated on an RT/Duroid 5880 substrate with a dielectric constant εr = 2.2 and 

height h = 0.8 mm as shown in Figure 7. The filter reflection and transmission coefficients have been 

measured by means of the vector network analyzer (Rohde & Schwartz ZNB8) [20] and are displayed 

in Figure 8 and Figure 9, respectively. The measured IL for BPF1 is from 0.76 – 2.44 dB and for BPF2 

is from 0.78 – 2.94 dB. The parasitic resistor of the varactor accounts for this IL. The measured S21 and 

S11 compare favourably with the simulated results. 

 
 

 

Figure 8. Measured transmission coefficients for various varactor capacitances. 

Figure 7. The fabricated filter with the DC biasing circuit. 
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Figure 9. Measured reflection coefficients for various varactor capacitances. 

The simulated and measured reflection coefficient results for the proposed filter under 2 V biasing 

voltage are shown in Figure 10 and they compare favourably. A comparison between the simulated and 

measured results is shown in Table 4. The differences between measured and simulated results are due 

to different factors which are not considered through the simulation process, such as the accuracy and 

precision of fabrication techniques used, the SMA connector welding, the non-homogeneous behaviour 

of the RT/Duroid substrate with frequency variations as well as the varactor behaviour with frequency. 

Varying the reverse biasing voltage will cause varactor capacitance to change and hence the center 

frequency and the bandwidth chane as well. The simulated and measured variation of the center 

frequency for the BPF1 with the reverse biasing is shown in Figure 11 (a). 

 The resonant frequency increases with increased reverse voltage. The bandwidth behaviour for the 

simulated and measured results with the varactor capacitance is shown in Figure 11 (b).  

 

Figure 10. Simulated and measured S11 and S21 for C = 1.97 pF (VR = 2 V). 
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(a)                                                                         (b) 

Figure 11. Simulated and measured results; (a) filter BPF1 center frequency vs. biasing voltage,  

(b) BPF1 fractional bandwidth vs. varactor capacitance. 

Table 4. Comparison between simulated and measured results. 

 Simulation Measurement 

 
Max IL 

dB 

Tuning Range 

GHz 

Zero level 

after the band 

Max IL 

dB 

Tuning Range 

GHz 

Zero level 

after the band 

LPF --- 0.71 – 0.94 -60 --- 0.61 – 0.74 -53 

BPF1 0.94 1.94 – 3.33 -39 2.44 2 – 3.4 -33 

BPF2 1.24 3.83 – 4.23 -33 1.7 4 – 4.35 -22 

BPF3 1.33 4.53 – 5.56 -36 1.83 5.35 – 5.95 -39 

BPF4 1.8 6.83 – 7.48 --- 2.3 7.4 – 8.15 --- 

6. CONCLUSION  

A new planar enhanced tunable filter is designed for multi-band applications. The proposed filter 

consists of three stubs with two being open-circuited and a short-circuited stub in the middle that is 

connected to the ground through a shorting pin. A DC circuitry has been considered and implemented 

for the design of proper biasing of the varactor diodes. The design is investigated using HFSS. The 

simulation results show good impedance matching over the passing frequencies for RL ≥ 15 dB and 

lower insertion losses IL ≤ 3 dB. Results of measurements and simulation for the transmission and 

reflection coefficients compare favourably. Current distribution at different selected frequencies has 

been viewed to clarify the filter behaviour. The filter group delay is lower than 3 ns. This kind of filters 

could be useful in future reconfigurable RF front-end systems for radars and wireless communication 

systems. 
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 ملخص البحث:

مممممكمرونمممممتمريرممممم  م ر     قمممممو مر    ممممم م ممممم   م   رممممم  ملمممممطم رت ورمممممو م ر     ممممم م تممممميمتمممممم قيمل للض

م يممممم م و  سممممم ن ئماتومقمممممو مل  قممممم م ر ممممم ئ م  رممممم ملمممممطم  مممممتمسمممممن م تتبقممممم ىمنتمممممو   تقتقممممم ما مممممقطم رمم

ي م   ممت    م  ةمت  ققو  م م  ورو متش قتمت     مل ن  ة.لبرل

مممممكمندقممممم م مممممو م  فمممممومل  يممممم م لن  ممممم ملممممم  م  طمننممممم م ل فممممم ملممممم ىم روارممممم  متممممميمتمممممم قيم ر  لض

ممممممكم50ت   مممممم ملمممممم    م مممممم ق ملقو ل مممممم م  يم ر  للض مممممم ل (م  ئ.م لمممممموم رت ورممممممو م ر     مممممم م ر مممممم م  

ر     لمممممومفطممممم رم  ممممموخمري ممممم     م ر تنبرممممم من ممممم   مر ممممم مرونمممممتمريرممممم  مندقممممم م ممممممتم رممممم م

 قجممممممولق ت  منوالمممممموف م رمممممم م مممممم  ملممممممطم رت ورممممممو م ر     مممممم م   مممممم  م ر مممممم مت مممممم    م(م0.94 

 قجممممممممممولق ت مم4.23-3.83 قجممممممممممولق ت مريت مممممممممموخم     م نممممممممممقطمم3.3-1.94ت    تطممممممممممومنممممممممممقطم

م7.48-6.83 قجمممممممممولق ت مريت ممممممممموخم رنورممممممممم  م نمممممممممقطمم5.56م-4.53ريت ممممممممموخم رنمممممممممو   م نمممممممممقطم

ممممم قجمممممولق ت مريت ممممموخم ر  نممممم .م لممممموم م مممممطمفقممممم م ا  مممممو مري  للض كم تممممم متيممممم م ر ممممم      مفطممممموم قمممممتل

مممممكم ر مممممم يمفممممم ملممممم ىم ر ا سممممم ملممممموملمممممطم رتمممممو م  م3  (م  سمممممق ت.م  رجممممم   منورممممم   م  م ر  للض

مندقمممممم مت ممممممو م رممممممم ل ل م3 ردمممممم م ط م   رمممممم طم  مممممم ل لو متممممممو    (م تو مممممم ملتبلمممممم ةمفمممممم ملمممممم تم ا

م روس  مف محور مرضما .

ل  قمممممم م رسممممممن  م  سمممممم ن ئملممممممم ام رمممممم م    مممممميم ا سمممممم مر د  مممممم م ر ولمممممم م ر نممممممور مرينتمممممموم م

 مممممموا  مر مممممموفق م ي دقممممممو م رن سمممممم م ر  يممممممويمرينتمممممموم مل  قمممممم م رسممممممن م   مممممم متمممممم اق ىمننممممممقطم

ممممممممكمHFSS ي   مممممممموا.م تمممممممميم سمممممممم ن  ئملدممممممممو  منضتقمممممممم م ر مممممممم     م رنورقمممممممم م  (مر ا سمممممممم م ر  للض

 ر مممممم يمفمممممم ملمممممم ىم ر ا سمممممم .م  و مممممميم رت مممممموممم ر قوسمممممم م ر  نيقمممممم من نممممممول  م ر شمممممم يم لنولممممممتم

 مممموعم لنولممممتم ياسمممممو (مل بقمممم منممممممواةم قمممم ةملممممم م رقممممقيم ر ممممم متمممميم ردممممممو م يقطمممموم مممممطم ي ن

    قم ر دو وة.
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ABSTRACT 

In this paper, a packet switch architecture for mesh-connected multiprocessors based on the use of a set of input 

FIFO buffers and an output register matrix controlled by a novel distributed timing-based scheduling scheme is 

proposed. Simple static routing is assumed, with each packet split into a set of independently routed w-bit-wide 

flits. The device achieves at least 78% throughput for uniformly distributed traffic and an asymptotic higher bound 

of 100%. In contrast to the state-of-the-art VOQ-based switch architectures, the proposed switch is shown to reach 

its maximum throughput with no internal speedup required and has an order of magnitude lower hardware com-
plexity. Compared to existing buffered crossbar non-VOQ switches with typical flit scheduling mechanisms, the 

proposed device demonstrates slightly higher throughput and substantially shorter delays in some practically im-

portant cases. 

KEYWORDS 

Multiprocessor, Mesh topology, Packet switching, Input-queued switch, FIFO-buffer, Flit, Pipelining, Through-

put.  

1. INTRODUCTION 

Switching hardware is known to play a crucial role in the operation of a wide class of modern computer 

systems [1]. Mesh-connected multiprocessors are an example of systems whose performance is pro-

foundly affected by the underlying built-in switching apparatus [2]. Inter-processor data exchange speed 
and remote memory access latency significantly depend on the throughput and performance of the 

switches distributed across the multiprocessor mesh [37]-[39].  

The packet switching paradigm is the most widely used in contemporary multiprocessor designs, such 
as chip multiprocessors (e.g., see [3]-[5] and the references therein). Furthermore, hybrid (packet/circuit) 

switching approach has evolved as well (e.g., see [6]-[9]). Packet switches utilized in modern multipro-

cessors are in several respects similar to the asynchronous transfer mode switches employed in computer 
networks and supercomputers [1]. Various switch architectures mainly differ in the arrangement of in-

ternal packet buffers (queues). In input-queued switches, packets are first loaded into the corresponding 

input buffers and then switched to the required outputs via a crossbar. Such switches do not impose hard 

requirements for the internal speed of the switching hardware (crossbar) and, as a rule, have relatively 
low hardware complexity, which allows them to be utilized with a large number of inputs/outputs. How-

ever, it has been shown [10] that input-queued switches with simple FIFO buffers are limited in their 

throughput at approximately 0.64 in practically significant scenarios (or at 2 2 0.586   asymptoti-

cally) due to the occurrence of blocked packets in the head cells of the buffers (known as HOL blocking). 

The highest possible throughput (up to 100%) is achieved in output-queued switches. In such devices, 

packets are immediately switched to the required outputs and then stored in the output buffers before 

being issued, which eliminates HOL blocking. However, output-buffered switches impose strict require-
ments on the internal speed of the switching apparatus, which must be several times higher than the 

external speed at which packets travel between processors. In this regard, their use is feasible with a 

relatively small number of inputs/outputs n and/or if the external switch speed is deliberately decreased. 

To overcome the problems inherent to input- and output-queued switches with ordinary FIFO buffers, 
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several solution methods have been proposed in the recent past (e.g., see [11]-[16] and the references 

therein). Most of these methods are based on the virtual output queue (VOQ) paradigm first proposed 

in [17]. In a VOQ switch with n input and n output trunks, n separate simple FIFO buffers are combined 
in parallel at each input port, each of which corresponds to a given output. Packets arriving at a particular 

input are immediately routed to an input queue corresponding to the required output and are then 

switched to the output line via a crossbar circuit; therefore, packets of the same input queue never require 

to be transferred to different outputs and thus HOL blocking never occurs.  

In order to maximally improve the VOQ switch throughput, a central scheduler is required for contention 

resolution when two or more packets are destined to the same output at the same time slot (e.g., see [18]-

[19]). Moreover, to achieve 100% throughput (or non-blocking performance), a stable scheduling policy 
is needed for any admissible traffic pattern. It is worth noting that adding extra crosspoint buffers to the 

internal crossbar enhances the switch throughput as well [20]. Severe VOQ switch scheduling algo-

rithms, such as maximum size/weight matching [21], have been introduced and studied. Although these 
algorithms are shown to be stable, they are too complicated for efficient hardware implementation in 

multiprocessors. Consequently, suboptimal solution algorithms are usually adopted. The underlying idea 

is to find an input-to-output matching of the maximal size (known as MSM) with no input or output left 
unnecessarily idle. Finding an MSM is more efficient, because it does not require backtracking. Iterative 

scheduling algorithms for finding an MSM have been widely adopted (e.g., see [22]-[24] and the refer-

ences therein). An iterative scheduling algorithm needs to execute up to n iterations to guarantee maxi-

mal size match. However, as far as we know, all existing stable iterative algorithms require a speedup 
of 2, approximately; i.e., the internal speed of the switch must be twice the external speed at which 

packets are transferred between processors. A lower speedup is always desirable, because it reduces the 

implementation cost and increases the external speed of the switch at the same time.  

Furthermore, a load-balanced two-stage-based architecture has been studied in high-speed switch design 

and employed to maximize the switch throughput (e.g., see [25]-[26]). Load-balanced two-stage 

switches are excellent techniques of getting rid of the central scheduler and reducing hardware-level 
complexity. Nevertheless, their main drawback is that packets may be eventually mis-sequenced. Fur-

ther, load-balanced switches suffer from high delay performance under low to medium load. Thus, the 

main challenge of contemporary switch technology is still how to improve the efficiency of the central 

scheduler significantly. 

Although there are no major barriers in the use of wormhole-routed VOQ-based packet switches in 

mesh-connected multiprocessors, specific issues and limitations arise that make the usage less efficient 

compared to multi-computers and computer networks. Because multiprocessor nodes exchange short 
packets split into a small number of w-bit-wide flits transferred via trunks each in one clock cycle, the 

VOQ scheduling time might become a significant portion of the packet transfer duration. The other issue 

is that these packet switches require the internal speedup of about 2, which leads to significantly higher 

implementation cost and makes it impossible to set state-of-the-art external speed values. In this regard, 
it is worth mentioning the Epiphany IV VLSI-multiprocessor architecture as an example, which has 

136-bit-wide packets with 64 bits of data, 64 bits of address and 8 bits of control [5].  

The independently routed flit (IRF) paradigm is one of the alternatives to the traditional wormhole-
routed VOQ-based networking for mesh-connected multiprocessors. With the IRF approach, a packet is 

divided into a set of flits of the same width w, each of which carries both data and address fields in 

addition to some control/identification bits (e.g., see [27]-[28]). In contrast to wormhole-routing, in the 
IRF approach, flits are not grouped to be processed and transferred as an atomic entity; instead, they are 

routed independently based on a simple static strategy. After arriving at a given destination, flits are 

lined up (reassembled) in a packet. If flits arrive in a wrong order, they can be fetched by their identifiers 

to restore the initial ordering, which is a deadlock and livelock free process. If one or more flits are 
missing, a timeout mechanism can help solving this reliability-related problem with no permanent block-

ing taking place. The main advantage of the IRF networking is that it provides more simple hardware 

solutions than wormhole virtual cut-through routing, because no specific wormhole-aware algorithms 

and apparatus are required to support virtual channels and to guarantee deadlock and livelock freedom.  

In this paper, we consider mesh-connected multiprocessors similar to the Epiphany IV [5] or the Tile-

Gx series [4]. Moreover, we employ the IRF-networking-based switch architecture with w-bit-wide flits 
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and simple static routing [28]. Our main contribution is the proposition of a parallel pipelined switch 

architecture (which we further refer to as the PPIRF switch) based on the use of non-VOQ input FIFO 
buffers and an output register matrix (buffered crossbar) controlled by a built-in distributed flit scheduler 

implementing a novel row-wise oldest-flit-first discipline formalized based on the construction and ma-

nipulation of flit consistency graphs. The proposed architecture achieves the throughput of at least 78% 
for all practically significant scenarios and 100% asymptotic switch throughput (assuming Bernoulli 

uniform traffic). The major effect gained is that neither virtual queuing at input ports, nor internal 

speedup is required to achieve up to 100% asymptotic throughput, which leads to a quadratic asymptotic 
hardware complexity—an order of magnitude less than that of VOQ-based switches. Compared to sim-

ilar buffered-crossbar-based switches, the PPIRF switch demonstrates slightly higher throughput and 

significantly shorter delays in some cases (e.g., for heavier flit traffic patterns), resulting from the novel 

scheduling policy employed. In what follows, we formally state the structural organization and operation 
of the proposed parallel pipelined switch; further, we present and briefly discuss some simulation results; 

finally, we make some comparison and present concluding remarks and future directions as well.  

2. THE PARALLEL PIPELINED IRF SWITCH ARCHITECTURE 

Figure 1 shows a formalized structural model of the parallel pipelined IRF switch. The switch has several 

external connections (trunks)—a set of inputs 1 2, , , nI I I  and a set of outputs 1 2, , , nO O O —and is 

composed of input FIFO buffers (queues) 1 2, , , nQ Q Q  of length (size) L, a register matrix 

, , 1,ijB B i j n  , demultiplexers 1 2, , , nR R R , multiplexers 1 2, , , nK K K , 1 2, , , nM M M  and gates 

1 2, , , nG G G . In Figure 1, the solid lines represent flit transfer paths, while the dashed lines indicate the 

control signal paths.  

Input 1I  and output 1O  have a predefined function to connect the switch to the corresponding processor 

core (current tile). The rest of the inputs and outputs link the current node to the neighboring nodes in 

the multiprocessor mesh. This means that for a two-dimensional (2D) mesh multiprocessor, a 5 5  

switch is required ( 5n  ) at each node; in turn, a 3D mesh system would require the use of a 7 7  

switch ( 7n  ).  

The functions of the blocks in Figure 1 are as follows. The input FIFO buffers 1 2, , , nQ Q Q  are used to 

temporarily store flit streams arriving at the corresponding input trunks before they are transferred to 

the register matrix B. It has to be mentioned that the size (L) of the buffers is specified at the switch 

implementation stage and is assumed to be arbitrary. Each input has the only associated FIFO buffer 
structured around a set of static registers, each of which is capable of holding a single w-bit-wide flit. 

The set of demultiplexers 1 2, , , nR R R  implement a predetermined flit routing algorithm . The function 

of the register matrix B is to automatically distribute incoming flit streams between its rows following 

the output directions obtained from the routing algorithm. The multiplexers 1 2, , , nM M M  implement 

a given flit scheduling scheme  (the oldest-flits-go-out-first policy, in our case), which is presented in 

detail below. Furthermore, the multiplexers 1 2, , , nK K K  together with the gates 1 2, , , nG G G  are 

needed to temporarily block flits from being transferred to the register matrix from the corresponding 

queues if their respective target registers still contain unissued flits (HOL blocking). 

3. THE OPERATION OF THE PIRF SWITCH 

The operation of the PPRF switch is generally organized in four cyclically repeating steps, which are as 

follows: 

1. Determine the output directions for all the flits located in the head cells of the input queues (fur-

ther referred to as the head flits) based on the routing algorithm . 

2. Transfer the head flits from the respective input queues to the register matrix B, unless the corre-
sponding target registers in the register matrix contain any other flits; then shift the queues in the 

case of a successful transfer. 

3. Analyze the current flits-to-registers mapping and select a subset of flits, which must be issued from 

the register matrix based on the scheduling scheme  taking into account the time elapsed from the 
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 moments of their arrival. 

4. Issue the selected subset of flits to the respective outputs and reset the corresponding registers of the 

register matrix B. 

1

1Q

2Q

nQ

1I

2I

nI

1O

2O

nO

11B

2

n

n21

12B 1nB

21B 22B 2nB

1nB 2nB nnB

1G

2G

nG

1R 2R nR

1K

2K

nK

1M

2M

nM

 
Figure 1. A formalized structural model of the parallel pipelined IRF switch. 

Figure 2 shows a detailed parallel flow-chart representing the operation of the PPIRF switch. The flow-

chart uses some formal constructs and symbols, whose meanings are explained below. 

In Figure 2, kF  stands for the actual set of flits distributed between the registers of the register matrix 

B, where k denotes the current cycle on the switch operation timeline. The flit consistency graph k  

with a set of vertices kF  and a set of edges k k kF F    is introduced to indicate whether a pair of flits 

can be issued from the register matrix in parallel. The following rule formally defines the flit consistency 

relation k : 

      
1 1

, , : ,
n n

q r k q k i j r k i j

j j

f f f S B f S B i i 

 

                                 (1) 

where kS  is an indicator function, such that  k ij qS B f  if the register ijB  contains the flit qf  before  

the kth cycle begins; and  k ijS B   if the register ijB  is empty. Each vertex of the graph k  is given 

a non-negative weight q , which reflects the time elapsed since the flit qf  had arrived at the respective 

input of the switch (measured in cycles). A clique ,k k kF     , k kF F  , k k
    in the graph k  is 

selected, such that the total weight of its vertices becomes the maximum across the set of candidate 

cliques:  

 max.
q k

q

f F 

                                                              (2) 

If the graph k  contains a set of cliques, for each of which condition (2) holds, then any clique k
  of 

this set is picked out assuming uniformly distributed random selection process. It is evident from the 
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above formal statements that the vertices kF   of the clique k
  are consistent based on (1) and the cardi-

nality of kF   is maximal by inclusion.  

In Figure 2, we also employed a new indicator function s, such that   1ls Q  if the queue lQ  currently 

contains at least one flit and   0ls Q  otherwise. The symbol  denotes register/trunk read/write op-

erations. For example,  headi if Q  means the extraction of the head flit if  from the queue iQ  and 

ii jO f  implies that flit 
ij

f  should be issued to output iO . Additionally,  if  stands for the direction 

(i.e., the output trunk) that flit if  is supposed to be routed based on the algorithm . 

The operation of the PPIRF switch according to the algorithm of Figure 2 is organized in a series of 

cycles (loops). Each cycle (kth cycle) consists of vertices 3 to 14 and is performed within a single time 

slot.  

First, condition 3 is checked. If at least one input queue contains flits, the condition holds and the loop 

begins. Otherwise, the algorithm terminates and the switch keeps staying idle.  

Each cycle starts with a parallel section composed of n threads. The ith thread ( 1,i n ) consists of ver-

tices 4.i-8.i and describes how the flits are fetched and transferred from queue iQ  to the ith column of 

the register matrix. First, a flit (referred to as if ) is read from the head register of queue iQ  (vertex 4.i). 

Second, the output trunk (and the corresponding target register of the register matrix) is determined to 

which if  has to be relayed according to the supported routing algorithm (vertex 5.i). Third, the HOL 

blocking condition (vertex 6.i) is checked. If the target register still contains another flit, the ith thread 

terminates and the state of queue iQ  remains unchanged. Otherwise, flit if  is extracted from the head 

cell of queue iQ  and immediately uploaded to the target register. Then, iQ  is shifted by 1 position. 

As soon as all the threads have terminated, the loop proceeds with vertices 9 and 10. According to vertex 

9, graph k  is formed based on the current flit-to-register distribution. In fact, it is a dummy operation, 

because the graph is automatically formed immediately after all the arrived flits have been mapped onto 

the register matrix. Thus, it takes no extra time. Then, according to vertex 10 of the algorithm, a clique 

of the graph is selected based on formula (2). In the selection process, each row of the register matrix is 
examined separately and in parallel to its peers. In each row, a flit is picked out whose vertex in graph 

k  has the maximum weight amongst the flits mapped onto the same row. This process has  O n  

runtime complexity if implemented sequentially. In the case of parallel calculation of the maximum, the 

runtime complexity is  1O  at the cost of parallel hardware. If a pyramidal maximum computation 

circuit is employed, the process will take  logO n  time units. Because the rows of the register matrix 

are examined in parallel, the entire process of picking out a clique requires  1O  time in the best case 

(parallel scheme) and  O n  in the worst case (sequential scheme). Immediately after a clique has been 

picked out, another parallel section begins (vertices 11.j-12.j). In accordance with the jth thread of this 
section, the selected flit of the jth row (the one whose vertex belongs to the clique) is transferred to the 

jth output trunk and the corresponding register is immediately reset (vertex 12.j). 

Hence, the final part of the loop commences, which consists of vertices 13 and 14. In line with vertex 

13, the current graph k  is reconstructed by eliminating all the vertices that correspond to the relayed 

flits and by incrementing the weights of all the remaining vertices corresponding to the flits that could 

not be selected and transferred within the kth loop. And finally, k is incremented (vertex 14) and the 

next loop starts. 

Figure 3 gives an example of how flit consistency graphs are constructed and treated in the operation 

of a PPIRF switch according to the algorithm of Figure 2 (vertices 9 and 10). In Figure 3, a 5 5

switch is considered and the state of the register matrix for 9 consecutive cycles (marked with letters a, 

b, …, i) of the algorithm is presented. Hereinafter in the example, the squares and the circles denote 

the registers of the register matrix and the flits (vertices of graphs k ) being processed, respectively; 
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the designation k

if  stands for a flit extracted from queue iQ  in cycle k; the weights q  of the flits are 

placed inside the corresponding circles.  
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Figure 2. A parallel flow-chart representing the operation of the PPIRF switch. 
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Figure 3. Example of flit consistency graph construction and manipulation in the operation of a 5 5  

PPIRF switch according to the algorithm of Figure 2. 

Figure 3(a)-(i) demonstrates how the cliques  k
  (encircled in dashed curves) of the corresponding 

flit consistency graphs  k  are picked out according to (2) and how the graphs are reconstructed as 

the process evolves step by step. Note that new flits are added to the register matrix at random as if they 

were directed using the routing algorithm . 

4. SIMULATION STUDIES AND RESULTS 

We conducted a series of comprehensive simulation studies to investigate the throughput, delay and 

some other characteristics of the proposed PPIRF switch and compare our solution with similar buffered 
crossbar switches supporting typical packet scheduling policies (uniform and round robin) [29]-[30]. 

Based on the extended Q-chart modeling language—in a similar way as utilized in [31]—we constructed 

a queuing model that represents the behavior of the PPIRF switch and the buffered peers under consid-
eration. The choice of the language we used is determined by the presence of simulation entities such as 

group controls, which greatly simplify the implementation of various switching functions; for example, 

multiplexing and demultiplexing, which allows creating quite compact models for complex devices and 
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systems. To perform the simulation experiments, we employed a dedicated Q-chart-based simulation 

testbed (Visual QChart Simulator) developed by Zotov et al. [32]. The Visual QChart Simulator inte-

grated environment enables the user to input Q-chart models as graphics, automatically check and com-
pile them to C++ code. Further, it generates an executable using a C++ command line compiler/linker 

chain to simulate the behavior of a given unit/system with preset to simulation parameters such as sim-

ulation duration, number of flits issued and flit traffic characteristics, to mention but a few. 

All the switches examined were assumed to be queuing networks, in which flits arriving at the inputs 

were considered as random service request streams. Typically, Bernoulli uniform, Bernoulli hot spot 

and bursty uniform traffic patterns are assumed when studying the throughput and performance of the 

switch architectures [10], [19], [24] and [29]. However, bursty traffic is specific to the ATM-based 
networks and uncommon for the multiprocessors considered in the paper; therefore, we studied the uni-

form and hot spot traffic patterns only. Short-term traffic asymmetry was admitted. In our experiments, 

we set up all simulation conditions as done in [10]. Considering Bernoulli uniform traffic, the probability 

that a flit arrives at the ith input of the switch  1,i n  in the next cycle was assumed to be p; thus, the 

probability of no packet arrival is 1q p  . The supported routing algorithm  was considered a priori 

unknown and therefore we supposed uniformly distributed selection of the register matrix target rows 

to transfer flits from the input buffers. 

In the simulation experiments, the number of inputs/outputs n was selected from the range of 5 to 25 

with one step increment, which corresponds to practically significant scenarios for modern multiproces-

sors such as mesh [4]-[5], torus [33], cube [34], twisted torus [35] and crossed cube [36]. We also studied 

next-generation switches separately, with 25n   (up to 1000) and set the Bernoulli distribution pa-

rameter p equal to 1 for all n inputs to evaluate the throughput of the switch. The duration of the simu-
lation study was assumed to be 10,000 switch flit relay cycles. Besides, the required number of repeti-

tions with fixed parameters was determined by the Student's criterion for the significance level of 

0.02  . 

Figure 4 shows the 5 5  switch Q-chart utilized in our experimental studies (note that the same Q-chart 

structure is used to model both the PPIRF switch and existing buffered crossbar peers [29]-[30], but 

different control logic is employed reflecting the corresponding scheduling policies). Five types of en-

tities (elements) are utilized in the Q-chart: flit generators (denoted as Gx), flit processors (Dx), queues 

(Qx), group controllers (RCx and MCx) and gates (Kx). Table 1 presents a list of the functions of the 
simulation entities. In the chart of Figure 4, the solid lines denote the information links which fix flit 

transmission paths and the dashed lines show control signals (links) that specify the conditions affecting 

the state of the controlled simulation elements that are letting flits pass through or blocking them tem-
porarily. Arrows specify in which directions flits or control signals are transmitted. Furthermore, both 

information and control links are unidirectional. 

The gates are a cornerstone of the Q-chart logic. For the chart shown in Figure 4, the following gate 
enable/disable rules apply: 

 one gate is enabled (open) only among gates K1i1, K2i1, K3i1, K4i1 and K5i1 ( 1,5i  ), with 

the probability of 0.2 (or the probability of 1
n

 for arbitrary n); 

 gate Kji2 ( , 1,5i j  ) is enabled (open) if queue Qji2 is empty;  

 gate Kji3 ( , 1,5i j  ) is enabled (open) subject to Qji2 containing a flit waiting to be issued 

(depending on the time the flit has spent in the switch); 

 gate K_LOAD_i ( 1,5i  ) is enabled (open) if all queues Q1i1, Q2i1, Q3i1, Q4i1 and Q5i1 are 

empty; 

 gate K_LOST_i ( 1,5i  ) is enabled (open) only if queue Q_i has a limited capacity and is full 

of flits (this is useful to identify the conditions when the switch starts losing incoming flits). 
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Table 1. The functions of the simulation entities of the Q-chart given in Figure 4. 

No. Element ID Element function 

Flit generators 

1 G_i ( 1,5i  ) They simulate a flit stream that arrives at input iI  (input traffic). 

Flit processors 

2 Dji ( , 1,5i j  ) They simulate a flit stream initially arrived at input iI  and now 

leaving the jth row of the register matrix via output jO  (output 

traffic). 

Queues 

3 Q_i ( 1,5i  ) They represent input queues iQ . 

4 Qji1 ( , 1,5i j  ) They simulate the transferring of a flit from the queue iQ  to the 

jith register of the register matrix. 

5 Qji2 ( , 1,5i j  ) They simulate the storing of a flit in the jith register of the regis-

ter matrix for flits initially uploaded from the queue iQ  

Group controllers 

6 RC_i ( 1,5i  ) They select a row of the register matrix based on the routing 

algorithm  (with equal probabilities in this study). 

7 MC_j ( 1,5j  ) They select a register in the jth row of the register matrix to issue 

the flit in accordance with the algorithm  (oldest flits are issued 

first in this study). 

Gates 

8 Kji1 ( , 1,5i j  ) They enable/disable the selection of the queue iQ  before up-

loading its head flit to the jith register of the register matrix. 

9 Kji2 ( , 1,5i j  ) They enable/disable the upload of the head flit of the queue iQ  

to the jith register of the register matrix. 

10 Kji3 ( , 1,5i j  ) They enable/disable the issuance of the flit stored in the jith reg-

ister of the register matrix to the output jO . 

11 K_LOAD_i ( 1,5i  ) They enable/disable the transfer of flits from the queue iQ  to the 

register matrix (HOL blocking). 

12 K_LOST_i ( 1,5i  ) They enable/disable the reception of incoming flits for the queue 

iQ  (buffer overflow). 

The group controllers RCx and MCx are key elements of the Q-chart as well. While the RCx controls 

model the supported routing algorithm  (operating like column-wise random selectors), the MCx ele-

ments reflect the implemented row-wise flit scheduling policy. To switch to a different scheduling 

scheme, the MCx controls need to be reconfigured (internally, this means a different C++ subroutine is 

selected to manage the element). 

Figure 5 shows graphs representing the throughput versus the number of inputs/outputs dependencies 

for the PPIRF switch and the buffered crossbar peers implementing the uniform and the round robin 

row-wise scheduling policies resulting from our simulation studies based on the Q-chart of Figure 4. 

Here only low-size switches, with 5 25n  , are considered (we assumed that the cases 5n   are prac-

tically unfeasible for the multiprocessors of the class under consideration). 

By analyzing the obtained graphs, it was found that the throughput of the PPIRF switch has the lower 
bound of approximately 0.78, which was observed to grow smoothly as the number of inputs/outputs of 

the switch increases. Furthermore, it was found that short-term traffic boosts have no significant effect 

on switch throughput. Yet, the PPIRF switch was shown to have about 1.2–2.5% higher throughput 
compared to the buffered crossbar switches controlled by the uniform and the round robin scheduling 

mechanisms. 
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Figure 5. Throughput versus the number of inputs/outputs graphs for the low-size PPIRF switch  

and the buffered crossbar switches with the uniform and round robin flit scheduling  

(the confidence interval is shown for 0.02  ). 

 

Figure 6. Throughput vs. number of inputs/outputs graphs for the high-size PPIRF switch  

and the buffered crossbar switches with the uniform and round robin flit scheduling. 
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We additionally conducted a series of simulation studies considering high-size switches with 

100 1000n  . Figure 6 shows graphs representing the throughput versus the number of inputs/outputs 

dependency for high-size switches obtained from the simulation studies based on the Q-chart of Figure 

4. Since the confidence interval is less than 1% of the throughput average with 0.02  , error bars are 

not shown in Figure 6. Notwithstanding, it was observed that the throughput of the PPIRF switch ex-

ceeds 90% starting at 190n  ; asymptotically, it eventually becomes 100%. This is because for higher 

values of n, the HOL blocking probability BL

iP  smoothly decreases to zero. According to Figure 6, the 

PPIRF switch has approximately 2.5–3.2% and 3.5–3.8% higher throughput compared to the buffered 

crossbar switches with uniform and round robin flit scheduling, respectively. 

Figure 7 presents graphs reflecting the HOL blocking probability versus the Bernoulli distribution pa-

rameter p dependency for PPIRF switches with n input/output trunks (the error bars in this figure are 

not shown, since they are less than 1% of the average). The graphs validate that the probability BL

iP  

decreases with an increase in the number of inputs/outputs n, with the most significant decrease occur-

ring at the maximum intensity of incoming flit streams. For instance, in the case of a 10 10  PPIRF 

switch, the probability is about 1.62 times lower than for a 5 5  switch. However, for a switch having 

15 inputs/outputs, the specified probability is about 1.32 times less. For a 20 20  switch, it decreases 

by about 1.22 times. Further, for a switch with 25 inputs/outputs, a decline of about 1.17 times was 

observed. Further simulation study conducted for large-sized switches revealed a further decrease in the 

probability BL

iP . With 100n  , the maximum probability is at approximately 0.04, while with 500n   

it is at approximately 0.013 and with 1000n  , it is at about 0.0081.  

 

Figure 7. The HOL blocking probability versus the Bernoulli distribution parameter graphs  

for a PPIRF switch having 5 25n  . 

The reason why BL

iP  behaves like it is stated above is that the probability (referred to as 1p ) for a flit 

to be transferred to a particular target register of the register matrix decreases as n grows; in addition, 

the decrease is non-linear. For example, while 1 0.2p   for a 5 5  switch, it goes down to as low as 

0.04 for a 25 25  one (if uniform distribution is assumed and 1 1p n  therefore). Assuming 2p  to be 
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the probability that a register of an arbitrary column is not empty (still contains another flit), we obtain 
BL

1 2iP p p ; i.e., BL

2iP p n  in the case of uniform distribution. Hence, BL

iP  will go down with n 

whatever value of 2p  is given. Our simulation has confirmed that 2p  is significantly less than 1 for any 

admissive traffic patterns.  

Based on extra simulation experiments, we studied the delay of the PPIRF switch and compared it to 
that of the buffered crossbar switches with uniform and round robin flit scheduling (measured in time 

25n  slots, with a time slot corresponding to the switch clock pulse period duration). Figure 8 pre-

sents the corresponding delay versus the Bernoulli distribution parameter p graphs for 5n  , 15n   

and (the error bars in this figure are not shown for the sake of simplicity). According to the graphs, the 

proposed architecture has no speed advantage over the peers for 0.6p  ; however, as the incoming 

traffic grows heavier, the PPIRF switch demonstrates better performance in terms of delay. Moreover, 

the greater the number of input/output trunks, the higher the difference between the compared archi-

tectures. Assume 0.8p  , which is rather heavy traffic. In this case, a 5 5  buffered crossbar switch 

with the uniform scheduling policy shows an average delay of as high as 232 time slots, a 5 5  buff-

ered crossbar switch with round robin scheduling is capable to relay a flit in 177 time slots on the av-

erage, while a 5 5  PPIRF switch has a delay of as low as approximately 141 time slots. For 15 15  

switches, the delay mean values are significantly lower owing to decreased HOL blocking probability 

and are equal to 84, 89 and 18 time slots, respectively. And finally, for 25 25  devices, the average 

delays are as low as 29, 34 and 7 time slots, respectively. In general (for any admissive n), the PPIRF 

architecture is a faster solution than the other switches considered in this study in the case of heavy 

traffic ( 
 
).   

5. A SUMMARY OF COMPARISON OF THE PROPOSED ARCHITECTURE TO VOQ-

BASED SWITCHES 

A comparative study of the PPIRF approach versus the latest VOQ-based (including crosspoint-buff 

ered) approaches is of significant interest as well. Some VOQ-based switches are known to be stable; 

thus, they can achieve up to 100% throughput for any admissible traffic. At the same time, they have a 

hardware complexity of at least  2O n L  (n FIFO buffers of length L at each of n input trunks) and, 

therefore, the implementation cost may not be acceptable for multiprocessors of the considered class.  

Additionally, VOQ-based approaches with no crosspoint buffers require a speedup of about two, which 
increases the implementation cost and decreases the potentially reachable external speed of the switch. 

Table 2 presents a comprehensive summary of the comparison results (uniformly distributed traffic is 

assumed). 

6. CONCLUSIONS AND FUTURE DIRECTIONS 

In this paper, we have proposed a parallel pipelined flit switch architecture for mesh-connected multi-
processors with independent flit routing (the PPIRF switch) based on non-VOQ input FIFO buffers and 

an output register matrix supporting a novel row-wise oldest-flit-first flit scheduling policy. Via a com-

prehensive simulation study, it was found that the proposed approach allows achieving a throughput of 

at least 78% for practically significant scenarios and up to 100% throughput asymptotically (as n 

) with no internal speedup and square hardware complexity in contrast to existing VOQ-based switch 
architectures. Due to its lower implementation complexity, the PPIRF switch is suitable for large-scale 

designs and complex network topologies, such as twisted torus, crossed cube, to mention but a few (e.g., 

see [34]-[35]), requiring many input/output trunks at each node. Compared to known non-VOQ switches 
with crosspoint buffers, the proposed device demonstrates slightly (1.2–3.8%) higher throughput and 

substantially (up to several times) shorter delays under heavy traffic patterns. 

In the future, it is important to study how to increase the throughput of low-size PPIRF switches by 

adding some modifications to the scheduling policy to alleviate the influence of the HOL blocking prob-
ability and how to efficiently implement our methodology in practical switches taking into account state-

of-the-art limitations. In addition, it would be interesting to study the multiprocessor behavior when 

applying our algorithm to the real communication networks which deliver real-world traffic. 

0.7p 
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5n   

 
 
15n   

 
 
25n   

 

Figure 8. Delay versus the Bernoulli distribution parameter graphs for the low-size PPIRF switch  

and the buffered crossbar switches with the uniform and round robin flit scheduling. 
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Table 2. Summary of the comparison of the proposed switch architecture with several state-of-the-art 

architectures. 

Switch architecture Throughput (uni-

formly distributed 

traffic) 

Hardware complexity Speedup 

iSLIP scheduled VOQ 
switch [19] 

Up to 100% asymptot-
ically 

 2O n L  2 

SQUID VOQ 

crosspoint-buffered 
switch [20] 

Up to 100%  2O n L  1 (not required) 

RR/LQF scheduled 

VOQ switch [24] 

Up to 100%  2O n L  1
2

n
  

Proposed IRF switch 

architecture 

At least 78% for prac-

tical scenarios and up 

to 100% asymptoti-
cally 

  2max ,O n nL  1 (not required) 
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 ملخص البحث:

فييييييالوييييييتملاقتراييييييريل يييييي رلاا ييييييجاتلمتعدر ييييييرلقعه ييييييدتلر    لقعتدق ييييييد لم تيييييي   لم  يييييي رل ت يييييي دل

للإ يييييي لا يييييي   ا لم عتلإييييييرلميييييي لم يييييي  ا لا   ييييييد ل يييييي بتضلفييييييالكييييييك لكييييييبكريلخدقييييييعل مييييييدت 

خم ييييييهتفرلفييييييي   لفييييييالاقع ييييييجلل ل يييييينل  ييييييج لاقيييييي لكرلفيييييياللإعيييييي لاقعه ييييييدتللإيييييي ل ج يييييي ل

م طييييييةلي خقييييييرل ييييييي م لاقيييييي لاق ت  يييييي لاقيممييييييا ل يييييي رلا يييييي   ا ل  يييييي ل د يييييي لخ ييييييي ةلميييييي ل ييييييي ل

يييي لفيييياللإ بييييترلاقعه ييييدتيل ل يييينل  ييييج لفىييييي رلميييي لر  مييييرلاقيييي لم عتلإييييرلميييي لاأ يييييياتلاق ييييالف تي 

لميييييي ى ر  %لق تبيييييترلاقعيييييت   ل78اق  يييييد لاقعى يييييجتل لىييييي ل ييييييبرللإبيييييترل لفىييييي للإييييي ل مييييييدرا ق

% لخقيييييييي  لمىدر يييييييرلاق  ييييييييد ل100 د  ظيييييييد يلخ عكييييييي ل هلفىييييييييدر لفيييييييال يييييييي  ودلاألإ ييييييي ل ييييييييبرل

يلخيييييييي  دل هلاقعه يييييييدتلفييييييي لمييييييي لمهيييييييدف  لاقيييييييج    لاق ى    يييييييراقعى يييييييجتلفيييييييالويييييييتملاق را يييييييرل ع  ا

اقييييي ل ييييييبرلاقتبيييييترلاقى يييييت لقييييي ل خهلاقلدييييييرلاقييييي ل  يييييد  لاقييييييجلإرلاق ا   يييييريللاقعى يييييجتل  ييييي 

 دو يييييعللإييييي ل  ييييي ل اييييي لفتى ييييي ا لمييييي ل  ييييينلاقعتييييي ا لاقعيييييي   مر لخ دقعىدر يييييرلمييييي لمهيييييدف  لفى    يييييرل

لإ بيييييترل عط يييييريلفبييييي  ل هلاقعه يييييدتلاقعى يييييجتل ع  يييييعل ييييييبرللإبيييييترل لإ ييييي لا ييييي    م لف  يييييدل ق يييييد ل

لاق يييييييل  جلف ييييييي لويييييييتل اييييييي ل  ييييييي ك لييييييييتوج لفيييييييال تيييييييضلاقليييييييد  لدا لاأوع يييييييرل ى  ييييييي يلخ ه 

%يلفيييييال ييييي  لميييييدهل8 3%لخل2 1اقت ع ييييير لفىييييي لفجاخ ييييي ل ييييييبرلفهيييييت لاقمعيييييتدللاقعى يييييجتل ييييي  ل

 .مجا لفال تضلاقلد  ل5 جل لتاقالاق ل  جل ا



       نولوجيا المعلوماتالمجلة الأردنية للحاسوب وتك 

( مجلة علمية عالمية متخصصة محكمة تنشر الأوراق البحثية الأصيلة عالية المس توى JJCITالمجلة الأردنية للحاسوب وتكنولوجيا المعلومات )

 وهندسة الحاسوب والاتصالات وتكنولوجيا المعلومات.في جميع الجوانب والتقنيات المتعلقة بمجالات تكنولوجيا 

( المجلة الأردنية للحاسوب وتكنولوجيا المعلومات، وهي تصدر بدعم من صندوق دعم PSUTتحتضن جامعة الأميرة سمية للتكنولوجيا )

 وطباعتها وتوزيعها والبحث عنها البحث العلمي في الأردن. وللباحثين الحق في قراءة كامل نصوص الأوراق البحثية المنشورة في المجلة

لى المصدر. ليها. وتسمح المجلة بالنسخ من الأوراق المنشورة، لكن مع الاإشارة اإ  وتنزيلها وتصويرها والوصول اإ

 الأهداف والمجال

لى نشر آ خر التطورات في شكل آأوراق بحثية آأصيلة  (JJCIT) تهدف المجلة الأردنية للحاسوب وتكنولوجيا المعلومات اإ

وبحوث مراجعة في جميع المجالات المتعلقة بالاتصالات وهندسة الحاسوب وتكنولوجيا المعلومات وجعلها متاحة للباحثين في 

تصالات ش تى آأرجاء العالم. وتركز المجلة على موضوعات تشمل على سبيل المثال لا الحصر: هندسة الحاسوب وش بكات الا

 وعلوم الحاسوب ونظم المعلومات وتكنولوجيا المعلومات وتطبيقاتها.

 الفهرسة

 المجلة الأردنية للحاسوب وتكنولوجيا المعلومات مفهرسة في كل من:

 

 

 

 

  

 فريق دعم هيئة التحرير

 ادخال البيانات وسكرتير هيئة التحرير     المحرر اللغوي  

ياد الكوز           حيدر المومني    اإ

جميع الأوراق البحثية في هذا العدد مُتاحة للوصول المفتوح، وموزعة تحت آأحكام وشروط ترخيص  
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