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FULL-RATE SPACE-TIME BLOCK CODE FOR FOUR
TRANSMIT ANTENNAS WITH LINEAR DECODING

Younes Djemamar!, Saida Ibnyaich! and Abdelouhab Zeroual*

(Received: 3-Feb.-2020, Revised: 22-Apr.-2020, Accepted: 7-May-2020)

ABSTRACT

This paper proposes a new full-rate space-time block code for MIMO systems at four transmit antennas, which
aims at minimizing the bit error rate with low-complexity decoding using ZF and MMSE linear detection
techniques in Rayleigh fading channels. The purpose of this code is to optimize the space-time resources offered
by MIMO systems and to ensure optimal exploitation of spectral resources. The idea is to take advantage of the
direct sequence spread spectrum (DSSS) technique using the orthogonal codes of Walsh-Hadamard in order to
ensure the orthogonality between all the symbol vectors to be transmitted and to construct an orthogonal and
full-rate STBC code. BER performance versus Eb/No of the proposed STBC code is evaluated for MIMO 4x2,
4x4 and MISO 4x1 configurations in single-user detection mode, using 16QAM modulation, on Rayleigh's
MIMO channels assumed to be quasi-static and not frequency selective, compared with those of the orthogonal
STBC of Tarokh of 1/2 rate and the full-rate quasi-orthogonal STBC of Jafarkhani. The results of the simulations
show that the proposed STBC code significantly improves BER performance while allowing a higher
transmission rate with spectral efficiency of 4 bits/s/Hz and simple linear decoding using ZF or MMSE
techniques.

KEYWORDS
MIMO system, STBC, Full-rate, BER, Zero forcing, MMSE.

1. INTRODUCTION

Space-time block coding is a very popular diversity approach, used to combat channel fading and
minimize bit error rates [1]-[2]. Thanks to this diversity approach, a maximum diversity of NtxNg
equal to the number of independent paths available can be obtained. Orthogonal space-time block
codes (OSTBC) have been designed to obtain the maximum diversity order for a given number of
transmit and receive antennas using a simple linear decoding algorithm at reception [3]. This has made
these codes the most dominant forms of space-time codes, adopted in several wireless communication
standards [4].

For an optimal exploitation of spectral resources, it is interesting to have an STBC code with unit rate.
The code rate Rsrec is defined as the ratio between the number of transmitted symbols K per code
word and the number of symbol durations T during which these symbols are transmitted R=K /T .
The best STBC codes in the literature are those with a unit rate and achieve maximum diversity for a
given number of transmit antennas. Alamouti's complex STBC code using two transmit antennas,
proposed by S. Alamouti in 1998, is the only full-rate orthogonal complex code [5]. This code allows
maximum diversity using a single antenna for reception. Alamouti code then is the only STBC code
making it possible to achieve these two characteristics characterizing the optimal STBC code, with
acceptable BER performance at reception [5]. Therefore, Alamouti code is a very special code and one
of the most widely adopted codes.

Increasing the number of both transmit and receive antennas improves system performance and
reduces bit error rate [6]-[7]. In this setting, in 1999, V. Tarokh et al. had the initial idea to generalize
the concept of Alamouti to a number of transmit antennas more than two by reducing the code rate
(Rstec <1) and by leaving diversity and orthogonality unchanged [8]. Consequently, these lower rate
codes alter the transmission rate and degrade the spectral efficiency of the MIMO system [9]. Full-rate
quasi-orthogonal codes (QOSTBCs) have been proposed to achieve total transmission rate for wireless
systems with more than two transmit antennas, at the cost of losing some of the diversity and
increasing the decoding complexity. However, these codes affect performance in error rates at low and

1. Y. Djemamar*, S. Ibnyaich and A. Zeroual are with Instrumentation, Signals and Physical Systems (I12SP), Faculty of Sciences
Semlalia, Cadi Ayyad University, Marrakech, Morocco. E-mail: *younes.djemamar@gmail .ma
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high SNR, which limits their use [10]. Many unit rate codes have been developed, including codes
based on Alamouti code with switching between antenna groups, linear dispersion codes and DAST
diagonal algebraic codes, allowing maximum diversity. However, some of them present higher
complexity in coding and/or decoding or even limited BER performance. Full-rate linear dispersion
algebraic codes have been the subject of several studies until today; however, the disadvantage of this
type of STBC codes lies in the difficulty of optimizing the dispersion matrices (they are dependent on
the constellation) in order to maximize diversity, as well as high complexity in coding. This paper
proposes a new full-rate space-time block code for MIMO systems for four transmit antennas, which
aims at minimizing the bit error rate with low-complexity decoding using ZF linear detection
technique in Rayleigh fading channels. The purpose of this code is to optimize the space-time
resources offered by MIMO systems and therefore allow optimal exploitation of spectral resources.
The paper is organized as follows: in Section 2, the system model of STBC-MIMO is described. Next,
main existing STBC codes for MIMO systems of four transmit antennas are presented in Section 3. In
Section 4, the proposed STBC code for four transmit antennas is presented. In Section 5, the
simulation methodology is discussed; then, results and analysis are presented. Finally, Section 6
concludes this paper.

2.SYSTEM MODEL

The idea behind MIMO systems based on space-time block codes (STBC) is to transmit data in such a
way as to guarantee great diversity, while allowing a simple decoding process. The STBC code
consists of blocks. Each block is coded according to precise rules and independently of the other
blocks. The idea is to send each block of symbols to the Nt transmit antennas. A decoding error
occurring in one block does not jeopardize other blocks.

My transmit antennas M= receive antennas

1 1
Symbols to 2 2 Revovered
transmit symbols
STBC . * STBC
. encoder . decoder
N+ Ng

Figure 1. STBC-MIMO system.

A space-time block code is generally represented by an Nt x T matrix, where each line represents a
transmit antenna and each column represents a block of symbols of block duration:

S S1 Sy
Sy Sy, o Syr

C=| . : : : @
SNTl SNTZ SNTT

where sj; is the coded symbol on the i" transmit antenna at the j* time slot.
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For a MIMO system with Nt transmit antennas and Nr receive antennas, the received signal y; at each
moment on the j receive antenna is the sum of the symbols derived from the Nt transmitted signals:

Ny
Y, =Y hs;+n, 2
i=1

where hj; is the attenuation and phase shift (transfer function) of the non-selective frequency channel
between the j™ transmit antenna and i™ receive antenna and n; is the additive noise. The complex
matrix H of the channel can then be written as follows:

h, o by,

NRNT

The MIMO signal model can be described as:
y=H.C+n 4)

where y and n are respectively receive and noise vectors of size Nr x 1, H is the channel matrix of size
Nr % Nt and c is the transmitted vector of size Nt x 1.

Each STBC code is characterized by a code rate Rstec. The code rate Rsrtac is defined as the ratio
between the number of transmitted symbols K per code word and the number of symbol durations T
during which these symbols are transmitted:

R=K/T (5)
The STBC C code is orthogonal if it satisfies the following criteria:
CC"=Al, (6)

where CH denotes the Hermitian transpose of the code matrix, A is a real coefficient and I, is the
identity matrix of size nxn (n € IN).

3. MAIN EXISTING STBC FOR FOUR TRANSMIT ANTENNAS

3.1 Orthogonal-STBC Codes of Tarokh

Tarokh et al. proposed complex orthogonal space-time block codes in [11] for four transmit antennas.
These codes provide maximum diversity; however, they have the disadvantage of having a rate lower
than one. The matrices of codes Cs and X4 of rates Rsrac = 1/2 and Rsrec = %4, respectively, for four
transmit antennas, are as follows:

*
*
*
*

s, -S, —-S, —-S, S, ~-S, —S, —-S,
s, s S, -S. S S S —S.
C4 — 2 1 4 3 i 1* i 3 (7)
s, =S, & S, S, —-S, S S
s, S, -S, S S, S, -S, S
. S, S,
s —s =3 =3
! 2 \/5 \/E
. s, s,
S, s = -
- V2 N ®
4 = * * * *
S, S, =S-S5 45,5, S, +S,+5 -5
22 2 2
S, S, —S,=S,+S-S S +S +S,-5,
2 2 2 2
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where s1, S, S3 and s4 are the symbols to be transmitted and (.)* denotes the complex conjugate.

The channel matrices obtained are therefore orthogonal. Consequently, the decoding of the symbols
can be done simply with the maximum likelihood technique while reducing the processing complexity.

3.2 Quasi-OSTBC Codes

Interesting compromises for MIMO systems at four transmit antennas were proposed by H. Jafarkhani
in [12] and Tirkkonen in [13]. The idea is to create quasi-orthogonal complex codes admitting a
simplified maximum likelihood decoding (but more complex than the decoding of an orthogonal
code).

The matrices of full-rate quasi-orthogonal space-time block codes C,; and C,, proposed by
Jafarkhani and Tirkkonen, respectively, are as follows:

s, S-S, -S,
CJaf = * * (9)
s, -S, S, -S,

S, S5 S, S

S, =S, S5 -S,

s s, S,

2 il 4 3

CT" = * * (10)

w w w
&)
|
w
~
l\)m N
m I
= w
N

s S3

Both full-rate quasi-orthogonal codes of Jafarkhani and Tirkkonen have the same BER performance at
low and high SNR in Rayleigh fading channels [14].

The orthogonal STBC developed by Tarokh with a rate of 1/2 and the full-rate quasi-orthogonal STBC
of Jafarkhani, for four transmit antennas, are widely used and most adopted in modern and futuristic
digital wireless communication systems, due to their lower complexities in coding and decoding. For
this reason, they constitute the reference codes for simulating the performance of our proposed STBC.

4. PROPOSED STBC CoDE

The principle of proposed STBC coding in this research aims at exploiting the technique of spectrum
spreading by direct sequences (DSSS) using the orthogonal codes of Walsh-Hadamard, in order to
ensure orthogonality between all the symbol vectors to be transmitted and build an orthogonal STBC
code at a rate of 1.

The idea is that each of the four information symbols to be transmitted is multiplied in the time
domain by its own Walsh-Hadamard code (correlation product). The four resulting symbols to be sent
are applied to a square matrix of order 4 for real space-time coding, where each of these symbols is
different from all adjacent symbols and is orthogonal with them, as shown in Table 1. Our design
criteria for the proposed code do not depend on the used constellation.

Walsh-Hadamard codes are not very long or PN type for a significant spread spectrum. Walsh-
Hadamard codes are adopted in our designed STBC-MIMO system for their orthogonality, ease of
generation and simplicity of implementation. They provide optimal performance in the presence of
synchronous transmission.

Figure 2 presents the general scheme of the proposed transmit system. It comprises four main
subsystems: modulator, serial-parallel converter, Walsh-Hadamard coder and space-time coder in
blocks. After mapping operation, data to be transmitted is converted from series into parallel from
with four symbols at the output. Then, these four symbols are correlated (multiplication in the time
domain) with their different four own Walsh-Hadamard codes of the same length, as shown in Figure
3. We can express this in mathematical form by writing the Walsh-Hadamard spreading code vectors
and the information symbol vectors successively in the matrices C and s:
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C=[c, ¢, ¢ ¢ (11)

S= (X1 X, X X4) (12)
To carry out the matrix multiplication of the code vectors of C with the matrix s of the information
symbol vectors, it will be advantageous to put the matrix C in diagonal form:

C=diag(c, c, ¢; c,) (13)
The implicit form of multiplication can then be represented by:
S=sC=(s, s, S 5,) (14)

Finally, the reconverted symbols from parallel form into serial form apply to the space-time block
coder for a real space-time coding in accordance with the following square coding matrix 4x4, where
each of these symbols is different from all adjacent symbols.

Table 1. Space-time coding of the proposed 4x4 code.

Antennal | Antenna2 | Antenna3 | Antenna4
Timet S1 S2 S3 Sq
Time t+T S2 S1 S4 S3
Time t+2T S3 S4 S1 Sy
Time t+3T S4 S3 So S1

The number of symbols transmitted K per codeword is equal to the number of time slot T necessary to
transmit these symbols; K =T = 4, then, Rsrec = K/ T = 1. The proposed STBC code for four transmit
antennas is therefore full-rate and is presented as follows:

S, S, S, S,
S, S, S, S

CSTBC 4= (15)
S, S, S S,
S, S, S, S

with $=X;.C; , where xi is the information symbol to be transmitted and c; is the Walsh-Hadamard

spreading code specific to the information symbol xi. The matrix of the proposed STBC code is
symmetrical:

Sl 2 s3 S4

s
S, S, S, S, (16)
S, S, S, S,

s

S4 S3 2 Sl

_cH _
C STBC =C STBC —

Each symbol s of the proposed STBC code is a correlation product of a useful symbol with its own
Walsh-Hadamard code. The four signals obtained from the four correlation products are orthogonal to
each other. The proposed STBC coding scheme is shown in Figure 3.

Transmit
antennas

Data
- | | Serial to DSsSsS sSTBC
GolecivlEiTem e parallel Walsh-Hadamard encoder [|7

Proposed STBC coder

RSN

Figure 2. Block diagram of the proposed STBC-MIMO system in transmission.



207

"Full-rate Space-time Block Code for Four Transmit Antennas with Linear Decoding", Y. Djemamar, S. Ibnyaich and A. Zeroual.

As mentioned above, the design criteria for the proposed STBC code do not depend on the
constellation used and the useful symbol x; can be from a real or complex constellation.

X1 @ i
T
code 1
X3 X %2
T
code2
g STBC
5 SIP X3 3 : FIS encodin
symbols . T ¢ to transmit
to transmit code 3 antennas
Xq X i
code4d
Correlation product with
Hadamard codes

Figure 3. Principle of the proposed STBC coding.
Walsh-Hadamard codes of a length n are constructed from a Hadamard matrix of an order n. An
example of the 8-bit Hadamard codes used in this study is shown in Figure 4.

The length of the 8-bit Walsh-Hadamard orthogonal codes was adopted in our proposed STBC code
for simulations so that they ensure the orthogonality of the STBC code, and provide a better
compromise between the used frequency band and the processing complexity especially at decoding.
W-H sequences of length greater than 8 can be used (16 bit, 64 bit...).

1 11111
I\t -11 -11H
Iyjrj-1-11 1 -1H1
IH|-11 1 -1 11
1
1
1
1

H. =

’ 11 1 1-1 1M
111 -1 -1 1 -1]1
11-1 -1 -1-1111
/-1 1-11 1

code 1 code 2 code 8

Figure 4. 8-bit Walsh-Hadamard codes from Hadamard matrix of order 8.

Due to this orthogonality property, cross-correlation between the four symbols si1, Sz, S3 and sa
transmitted simultaneously every four time slots is zero due to perfect synchronization of their
transmission.

s1(n), s2(n), s3(n) and s4(n) are orthogonal to each other over the interval [ni, ng] and their scalar
product is zero :
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Ng
Y. s1(n)sz(n) =0 (17)
n=n,
Ng
D" s(n)s3(n) =0 (18)
n=n,
Ng
Y. s1(n)s4(n) =0 (19)
n=nq
Ng
D s5(n)s3(n)=0 (20)
n=n,
Ng
Y s2(n)s4(n) =0 (21)
n=n;
Ng
Y. s3(n)s4(n) =0 (22)
n=n;
Similarly, all the columns of the code matrix are orthogonal to each other:
Ng
D" (s1(n)sa(n)+5s2(n)sy(n) +s3(n)s4(n) +54(n)s3(n)) =0 (23)
n=n;
Ng
2. (s1(n)sg(n) +53(n)s4(n) +53(n)sy (n) +s4(n)s(n)) =0 (24)
n=n,
Ng
D (s1(n)s4(n) +55(n)sz(n) +s3(n)s,(n) +54(n)sy(n)) =0 (25)
n=nq
Ng
D" (s2(n)s3(n)+s1(n)s4(n) +5s4(n)sy(n) +s3(n)s,(n)) =0 (26)
n=nq
Ng
D" (s2(n)s4(n)+s1(n)sz(n) +54(n)s,(n) +53(n)sy(n)) =0 (27)
n=nq
Ng
2. (83(n)s4(n) +s4(n)s3(n) +s1(n)sz(n) +s,(n)sy(n)) =0 (28)
n=n,
Consequently, the STBC 4x4 code achieves the following orthogonality criterion:
1000
Ho 2 2 2 2 0100
Come Corme =81 +18, [ +ISs P41 ) g 0 o (29)
0001

where CH denotes the transposed matrix of the code. The code is then orthogonal.

The orthogonality property of the proposed STBC code allows spatial orthogonality between all the
symbol vectors to be transmitted. The proposed orthogonal STBC code also provides inter-channel
orthogonality between different transmit antennas. Similarly, the shape of the transmitted symbols
(resulting from DSSS) allows a higher resistivity of the signal to interference in the channel and a
more robust signal on reception.
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The proposed system at the reception performs the inverse operation of the transmit system, as shown
in Figure 5, by using one of the linear detection techniques ZF or MMSE.

The equivalent channel matrices obtained H,,, H,, and H, , respectively of the proposed STBC
code in MISO 4x1, MIMO 4x2 and MIMO 4x4 configurations, for four time slots, are represented

below:
hl h2 h3 h4
h h, h
Hopa=| ok (30)
h3 h4 hl h2
h4 h3 hZ hl

where h; is the complex sub-channel coefficient between the j™ transmit antenna and the receive
antenna.

h, h, hs h,
hZ,l h2,2 hz,s h2,4
h, h, h, hg

H,, = hz,z h2,1 h2,4 hz,e (31)
s by by hy
h2,3 h2,4 h2,1 hz,z
h, hs h, hy
h2,4 h2,3 hz,z h2,1
h, h, hg h,
h2,1 hz,z hz,s h2,4
h3,1 h3,2 hss h3,4
h4,1 h4,2 hys h4,4
h, h, h, h,
hz,z h2,1 h2,4 h2,3
h3,2 hs, h3,4 h3,3
H,, = h, h4,1 h4,4 h,s
hy h, Ry h,
hz,s h2,4 h,, hz,z
hss h3,4 h. h3,2
h4,3 h4,4 h,s h4,2
hy Mg h, h,
h, h2,3 h,, h2,1
h3,4 h3,3 hs, hs,l

h,.4 h4,3 h, h4,1 (32)

where hi; is the complex coefficient of sub-channel between the j™ transmit antenna and the it receive
antenna. Assuming that the elements h;; of the matrix H are independent and identically distributed,
and then the columns of the matrix H are independent, the detection of the transmitted symbols from
the received vector can be carried out simply by using (ZF or MMSE) linear detection techniques.
These two techniques ZF and MMSE consist in applying to the received vector y; respectively, the
equalization matrices Wzr and Wwuwmse are as follows:
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W, =(H"H)™H" (33)
Wy e = (H"H +5°1) " H" (34)

where (.)" denotes the Hermitian transpose operation and ¢ is the statistical information of the noise.
The estimate of the transmitted signal vector is then given by:

S, =W,y (35)
§MMSE :WMMSE Yy (36)

Thereafter, the information symbols can be recovered, after STBC decoding, by multiplying each by
its own Walsh-Hadamard code (correlation product), as shown in Figure 6.

Receive
antennas

B :
STBC —> Despreading Demodul. [——=

decoding Recovered
Proposed decoder data

Figure 5. Proposed reception scheme.

X
S]_ @ 1
code 1
X
S) X -
code2
STBC SIP X P/S
s . 3 .
. decoding o3 m
Received \1\/ Recovered
symbols symbols
code3
i Xy
Sy X
code4
Correlation product with
Hadamard codes

Figure 6. Principle of the proposed STBC decoding.

5. RESULTS AND DISCUSSION

The performance of the proposed code is evaluated in the bit error rate (BER) versus signal to noise
ratio per bit (Eb/No) with 16QAM modulation in MATLAB using the quasi-static Rayleigh channel
model. The MIMO channels are assumed to be frequency non-selective and not correlated.
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The four Walsh-Hadamard codes used for each four symbols to transmit in the simulated proposed
STBC code that are of 8-bit lengthare: [1-1-111-1-11],[1-11-1-111-11],[1-11-1-11-11]
and [1 1-1-1-1-11 1], which are shown in Figure 4. Detection is in single-user mode and the
channel is assumed perfectly estimated.

Figure 7 and Figure 8 show BER performances obtained versus the signal to noise ratio per bit
(Eb/No) of the proposed STBC code for four transmit antennas with Nr= 1, 2 and 4 respectively using
ZF and MMSE decoding, compared with the Tarokh orthogonal code C, of 1/2 rate with Nr = 1 and
the unit rate quasi-orthogonal code Cjs with Ng = 1, using 16QAM modulation. It is clear from both
figures that the proposed STBC code using ZF or MMSE decoding offers much better BER
performance compared to the Tarokh orthogonal code C. of 1/2 rate and the full-rate quasi-orthogonal
code of Jafarkhani Cx using the same modulation 16QAM. Indeed, the proposed STBC code with Ng
= 4 has better performance, then comes the proposed code with Ng = 2, afterwards the proposed code
with Nr= 1, then the orthogonal code of Tarokh C, and finally the quasi-orthogonal code of Jafarkhani
Ciar. We also note the significant difference between the BER curves of the proposed code in the
MISO system having a theoretical diversity of 4 and the MIMO systems having the higher theoretical
diversities of 8 and 16. The obtained results of the performances of the MIMO and MISO systems
with the proposed STBC code confirm the theoretical performances in diversity and in decoding based
on linear processing ZF and MMSE. In fact, the more the number of receive antennas increases, the
lower the curve of the bit error rate becomes.

As shown in Figure 7, the proposed STBC code using ZF decoding with Nr = 1 presents a slight
reduction in the error rate in very low signal-to-noise ratios (Eb/No< 5dB) and a noticeable reduction
in the ratios 5db< Eb/No< 18dB; afterwards, its BER curve becomes above that of the OSTBC code
Cs until Eb/No = 25dB. For MIMO systems with Nr = 2 and 4, the proposed STBC code using ZF
decoding presents a significant reduction in the error rate at low and high signal-to-noise ratios
compared to the Tarokh orthogonal code and the quasi-orthogonal code of Jafarkhani, as shown in
Figure 7. In the case of MMSE decoding, the proposed code with Ngr = 1 presents a noticeable
reduction in the error rate at low and high signal-to-noise ratios until Eb/No = 24dB compared to the
Tarokh code and a significant reduction in the error rate at low and high signal-to-noise ratios
compared to the quasi-orthogonal code of Jafarkhani, as shown in Figure 8. For MIMO systems with
Nr = 2 and 4, the proposed STBC code using MMSE decoding presents a significant reduction in the
error rate at low and high signal-to-noise ratios compared to the Tarokh orthogonal code and the quasi-
orthogonal code of Jafarkhani, as shown in Figure 8.
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Figure 7. BER performance with 16QAM modulation for ZF decoding.
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Figure 8. BER performance with 16 QAM modulation for MMSE decoding.

Figure 9 and Figure 10 show the BER performances of the STBC codes for a spectral efficiency n=4
bit/s/Hz using ZF and MMSE decoding, respectively. We note that the best performances are obtained
by the systems with the proposed STBC code combining the 16QAM modulation. Indeed, the
proposed STBC code with Nr = 1 having a theoretical diversity of 4 and using ZF decoding presents
good performances in BER at low and high SNR compared to the quasi-orthogonal code of Jafarkhani
and at low and high SNR up to Eb/No = 21dB compared to the Tarokh orthogonal code, as shown in
Figure 9. In fact, the Tarokh orthogonal code C4; of 1/2 rate with a theoretical diversity of 4 is
associated with the 64QAM modulation which is less robust than the 16QAM modulation; hence, loss
of performance (translation of its BER curve upwards) occurs. For MMSE decoding, the proposed
STBC code in MISO and MIMO systems presents good performances in BER at low and high SNR
compared to the Tarokh orthogonal code and the quasi-orthogonal code of Jafarkhani, as shown in
Figure 10.
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Figure 9. BER performance at n = 4 bit/s/Hz for ZF decoding.
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25

The proposed STBC code in MISO and MIMO systems in case of MMSE decoding provides much
better BER performance than in the case of ZF.

6. CONCLUSIONS

This paper proposes a new full-rate space-time block code for MIMO systems with four transmit
antennas, which aims at minimizing the bit error rate with low-complexity decoding using ZF and
MMSE linear detection techniques in Rayleigh fading channels. The simulation results show that the
proposed STBC code significantly improves BER performance while allowing simple linear decoding
using ZF or MMSE techniques and higher transmission rate with a spectral efficiency of 4 bits/s/Hz, in
a Rayleigh channel assumed to be quasi-static, not frequency selective and spatially uncorrelated. This
proposed code allows an optimal exploitation of space-time resources offered by MIMO wireless
systems based on space-time coding and therefore, an optimal exploitation of spectral resources.
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ABSTRACT

Analyzing student coding data can help researchers understand how novice programmers learn and inform
practitioners on how to best teach them. This work explores how using static analysis tools in programming
assignments can provide insight into student behavior and performance. The use of three static analysis tools in
the assignments of an introductory programming course has been analyzed. Our findings confirm previous work
regarding that formatting and documentation issues are the most common issues found in student code, that this
is constant regardless of major and performance in the course and that there are certain error types which are
more correlated with performance. We also found that total error frequency in the course correlates with final
course grade and that the presence of any kind of error in final submissions correlates with low performance on
exams. Furthermore, we found females to produce less documentation and style errors than males and students
who partner to produce less errors in general than students working alone. Our results also raise concerns on
the use of certain metrics for assessing the difficulty of fixing errors by students.

KEYWORDS

Introductory programming, CS1, Static analysis, Automated feedback, Coding style, Gender differences.

1. INTRODUCTION

Students generate a great amount of data as they learn how to program. This data is a precious mine
for understanding how they learn, what challenges they face and how they interact with tools. This
work complements ongoing efforts to analyze student coding behavior by tackling a type of data that
has received limited attention so far. Considerable work has been done on analyzing submission and
compilation behavior, compile time errors and other issues related to the correctness of student code
[1]. This work analyzes issues that do not necessarily affect correctness and that can be detected using
static analysis; i.e., without having to execute the code, like documentation, testing and style issues.

The importance of this work derives directly from the importance of analyzing student coding
behavior in general. The better we understand the types of issues students face, how they address them
and how they interact with the tools that report them, the better we are able to improve these tools,
adapt teaching to directly address the challenges they face and intervene early to help struggling
students. More particularly, studying static analysis errors provides the following two advantages:

o It is another source of information beside information available from compiling and executing
the code. Having an extra source of information is especially important when data is scarce.

e |t provides another dimension for looking at novice programmers. Most issues detected by
static analysis tools do not prevent the code from running correctly. Such issues are
orthogonal to issues that are detected by the compiler or that cause programs to crash or
produce incorrect results.

In this work, we analyze a large dataset of student submissions to programming assignments in an
introductory programming course. The main goal is to answer questions about static analysis errors
along the following two dimensions:

The errors:

1. Which static analysis errors are most frequent in students’ code?
2. Which errors appear most in initial submissions? Which errors persist in final submissions?

1. Ibrahim Albluwi is with Princeton University, Princeton, New Jersey, USA. Email: isma@cs.princeton.edu
2. Joseph Salter is with Quartet Health, Caldwell, New Jersey, USA. Email: joesalterl7@gmail.com
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3. Which errors take longer to fix, and which errors take more submissions to fix?
4. Is there any relationship between the number of errors in student code on assignments and their
performance on exams?

The students:

1. Are there any differences in the number and type of errors between students based on their
major, prior-programming experience, gender or performance in the class?

2. Are there any differences in the number and type of errors between students who partnered on
their assignments and students who worked alone?

By answering such questions, this work implicitly attempts to answer also broader questions on the
suitability of using static analysis to understand the behavior of students in introductory programming
courses and to predict their performance.

Note that we refer to issues flagged by the static analysis tools as “errors”, although these issues do not
necessarily represent “errors” in the code. They represent violations to rules that are checked by the
tools and that span a wide range of issues related to formatting, documentation, testing, style and
possible programming bugs.

This article is organized as follows. Section 2 discusses previous work related to this study and
Section 3 describes the data, context and methodology of the conducted analysis. Section 4 reports
results at the aggregate level and Section 5 reports results specific to the different student subgroups
analyzed in the study. A discussion of the main results and their implications is provided in Section 6
and the limitations of the study are discussed in Section 7. Future work horizons are finally indicated
in Section 8.

2. PREVIOUS WORK

2.1 Learning Analytics in Introductory CS Courses

Interest in analyzing student data in introductory programming courses is part of a more general trend
of interest in learning analytics. This trend gained momentum with the increased availability of
resources for storing and processing data. Generally speaking, learning analytics research aims at:
(1) identifying student behavioral patterns and (2) deriving interventions that improve learning [2].
Hui and Farvolden [3] proposed a framework for how and when learning analytics can be used in the
classroom and demonstrated the utility of this framework with a case study in a CS1 course.
Hundhausen et al. [2] also proposed a process model for improving CS courses using tools integrated
in the IDE that collect and analyze data and apply interventions. lhantola et al. [1] performed an
extensive review on learning analytics in programming courses and provided a thorough discussion of
issues and challenges facing the field. One of these issues is that data is mostly private, limited in size
and unique to a particular institution, which makes research reproduction and replication difficult. The
problem is also amplified with the bias many researchers in the CS education community have against
replicating, reproducing and repeating previously published studies, as reported by Ahadi et al. [4].

2.2 Analysis of Coding Behavior

There is a wide range of student activity data that could be analyzed. The most relevant data to this
work is coding behavior data. The most known tool for automatically recording such data is BlackBox
[5], which records program line-edits in the BlueJ IDE. Other examples of tools include online coding
environments like PCRS [6] and CloudCoder [7] and IDE plugins like TestMyCode [8].

Several works have analyzed the process through which students work on their assignments. For
example, Piech et al. [9] tracked the evolution of student code over compilation events and developed
a model for predicting struggling students. Karavirta et al. [10] classified students into categories
based on their pattern of resubmission to an automatic grader. They found that some students used the
ability to resubmit in an inefficient way and that limiting the number of submissions for such students
at the beginning of the course could improve their performance later on. Blikstein [11] found that
novice students tended to copy and adapt large batches of sample code, whereas experienced students
tended to code more incrementally. Blikstein et al. [12] also found that changes in code update
strategies over the semester were correlated with performance on exams. On the other hand, Allevato
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and Edwards [13] found that students who had more increasing changes in code between submissions
to an automatic grader generally performed better in the course.

Several works have also analyzed errors that novice programmers make. For example, Altadmri and
Brown [14] studied 37 million compilation events to analyze the frequencies of different errors and the
time taken to fix them. Brown and Altadmri [15] also found that instructor beliefs about error
frequencies do not agree with the data. Tabanao et al. [16] used compile-time errors and Jadud’s Error
Quuotient [17] to detect at-risk students and predict midterm exam scores, which is an algorithm that
has been shown to find correlation between errors and student performance. It is difficult though to tell
whether or not it can be used as a reliable predictor [18]-[19].

2.3 Static Analysis Tools

Static analysis tools are useful for detecting code that does not follow programming standards and
pointing out potential bugs, performance issues and flaws in logic. The tools used in this study are
Checkstyle!, PMD? and FindBugs [20], which are among the most commonly used open source static
analysis tools. Checkstyle has a focus on Java style. PMD focuses more on programming flaws and
unreadable or non-simplified code than on style. Common PMD checks include finding unused
variables, non-simplified expressions and empty statements. FindBugs is run on byte code rather than
on source code. Its purpose is to find byte patterns that are often bugs, like assignments to variables
that are never used and values that will always be null. Together, Checkstyle, PMD and FindBugs
search for a wide range of flaws in programs, both cosmetic and non-cosmetic.

Although these tools can be used for educational purposes, they were originally designed for software
professionals. Therefore, much of the research on these tools targets the non-educational community
(e.g. [21]-[24]). In an early study, Mengel and Yerramilli [25] argued for the value of using static
analysis tools intended for professionals in grading student programs. Nutbrown and Higgins [26]
warned against applying direct mark deductions based on errors reported by these tools. They found
this to produce results that are very different from how instructors evaluate student code. Truong et al.
[27] developed a static analysis framework specifically for checking the quality of student programs
and their structural similarity to model solutions. Their goal was to provide better-than-standard
feedback to students and tips for improvement. Other similar tools were also described in the
literature, like PyTA [28], Gauntlet [29] and Expresso [30]. For reviews on how static analysis tools
can be used for educational purposes, see Striewe and Goedicke [31] and Rahman and Nordin [32].

2.4 Static Analysis of Student Code

Edwards et al. [33] conducted a thorough qualitative study of issues reported by CheckStyle and PMD
for around half a million student Java submissions. They found that documentation and formatting
issues were the most commonly reported issues by the tools and that issues that are potentially coding
flaws were most indicative of performance even when students fixed these issues. They also found that
the most common issues were consistently the same among majors, non-majors and students at
different experience levels. In our work, we conduct the analysis along the same lines in Edwards et
al. [33]. Our results confirm the above-mentioned results, with a few differences as will be discussed
in Section 6. Our work also expands the analysis, reports new results and provides further insights.

Keuning et al. [34] conducted an analysis of errors reported by PMD on student code. However, their
analysis was restricted to issues related to code quality, like modularization, decomposition and the
use of idioms, which is a subset of what static analysis tools report. Their analysis included issue
frequencies and time needed to fix them. Their work also compared students who used static analysis
tools to students who did not and concluded that quality issues in student code are rarely fixed and that
students typically ignore issues reported by the tools. These results seem to be course-specific, as they
are not consistent with what has been observed in this work as will be discussed in Section 6. Liu and
Peterson [28] also reported positive results when using PyTA in an introductory course, where they
observed (compared to a previous year) a significant reduction in the number of repeated errors per
submission, submissions to pass a programming exercise and submissions required to solve the most

1 https://checkstyle.sourceforge.io/
2 https://pmd.github.io/
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common errors. Other studies confirming the utility of using static analysis tools in introductory
programming classes include Delev and Gjorgjevikj [35] (in C) and Schorsch [36] (in Pascal).

3. METHODOLOGY
3.1 Context

COS 126 is the introductory programming course at Princeton University. The course is required for
CS majors and engineers and open for non-majors. The course has 9 Java programming assignments
(46% of the course grade) and a machine code assignment (4% of the course grade). Students are
allowed to work with a partner on the last 4 of the Java assignments.

On assignments where partnering is allowed, students are required to follow the pair programming
protocol [37]. The collaboration policy on the course website provides the details of this protocol and
instructors emphasize verbally in their sections that students who partner must follow it. Students who
partner must also state in a readme file submitted with each assignment that they have followed the
pair programming protocol. However, there is no way to tell whether or not students actually followed
the pair programming protocol beyond taking their word for it.

Students submit their work to an online system that runs automated tests for checking correctness,
performance and API adherence. The system also runs CheckStyle, PMD and FindBugs and includes
issues reported by these tools in the automated feedback. Students are allowed to receive feedback
from the system as many times as they wish before marking their submission as ready for grading.
Human graders then use a rubric to grade the final submissions and provide personalized feedback on
correctness, performance and style. The feedback in the first assignment includes a warning for
students who do not address all the issues flagged by the tools and indicates that a deduction will be
applied in later assignments. These deductions are minor (typically < 3 points out of 20) and depend
on how many issues flagged by the static analysis tools are left unaddressed. The rubrics are not
provided to the students beforehand, so it is not directly clear to them what the deductions are before
their work is graded. Note that students are not directly “taught” how to format or comment their code
in the classroom but are provided with a link to a page that lists the style guidelines for the course.

The IDE used in the course was Dr. Java, which does not automatically format the code, but provides
a menu option for achieving that. While the course did not require using Dr. Java, it did not provide
support for other IDEs and used a custom version of the IDE pre-packaged with the libraries required
in the course. This made almost all students use it instead of other IDEs. Anecdotally, the number of
students who used IDEs other than Dr. Java was very small and insignificant.

The course has two programming exams (7.5% each) and two written exams (17.5% each).
Programming exams are conducted on-campus under exam conditions, where students are expected to
complete within 80 minutes a few programming exercises that are much smaller in size than the
programming assignments. Grading is done based on code correctness only, without any consideration
to style, commenting or testing issues. Written exams are also timed (80 minutes each) and conducted
on-campus under exam conditions. However, they test programming knowledge as well as other
computer science concepts, like algorithm analysis, digital logic and theory of computation (state
machines, computability and intractability). Programming knowledge in these written exams is tested
with questions that do not involve code writing (e.g. multiple-choice, true/false, ...etc.)

The course has an average score of 87.2% and a standard deviation of 7.2%, where around 0.6%
receive an F grade at the end of the semester and around 5.3% drop out after the first written exam.
Students who drop out in the first few weeks of the semester (before the first exam) are typically
students who “shop” for courses rather than students who struggle with the material. Moreover, not all
students who drop out after the first exam are struggling students, as it is not uncommon for some
students to drop the course if they feel that they won’t achieve a grade of an A or an A-.

3.2 Dataset

Data has been collected in COS 126 in three semesters; Fall 2016, Spring 2017 and Fall 2017. The
data includes every Java file in every submission for every student who attended the final exam of the
course in these three semesters. This includes intermediate submissions that were not considered for
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grading. The data also includes the text of every piece of feedback students received from the
automated feedback system, as well as timestamps for when the files were submitted. Overall, the
dataset has a total of 1,051,105 occurrences of 304 distinct issues flagged by the static analysis tools
covering a total of 968 students who completed the course. This is around 87.8% of the students who
were enrolled in the course on the first day of classes in each of the three semesters. Around 13.2% of
the students dropped out at different points in the semester and were excluded from the analysis, as it
is impossible to tell for each of them until which point in the semester they were taking the course
seriously. As discussed before, a large proportion of these students did not sign up for the course with
the intention of completing it.

3.3 Metrics

The analysis in this work broadly follows the analysis performed by Edwards et al. [33]. The first two
of the metrics used in the analysis are commonly used in error analysis studies and were implemented
in the same way as reported by Edwards et al. [33]. The third metric was not used by Edwards et al.

o Error Frequency. Error counts for each source file were normalized by the number of lines of
code and considered as occurrences per thousand lines of code (KLOC).

e Time-to-Fix. This is an estimate for how long an error stays unfixed in the student’s code after
it has been reported by the tool. An increase in the frequency count of an error from a
submission to another is considered as an introduction of new errors, whereas a decrease in the
count is considered as a resolution of errors. The time-to-fix is the difference between
timestamps of introduction and resolution events for a certain error.

e Submissions-to-Fix. This is an estimate for the number of submissions taken by the
student to fix the error. The same protocol used for computing the time-to-fix is used, but
the submission number is recorded instead of the timestamp.

Note that the time-to-fix is not necessarily the same as the actual time-on-task by the student trying
to fix the error. The student might take breaks between submissions or put off fixing the error if
they feel that it is not important to fix the error immediately.

3.4 Error Categories

Static analysis tools report many errors on different types of issues. Edwards et al. [33] grouped these
errors into categories that we adopt in this work:

e Coding Flaws: “Constructs that are almost certainly bugs (such as checking for null after a
pointer is used ...)”.

o Excessive Coding: “Size issues, such as methods, classes or parameter lists that exceed the
expected limits and may indicate readability problems”.

e Formatting: “Incorrect indentation or missing whitespace”.
o Naming: “Names that violate capitalization conventions, are too short or are not meaningful”.
e Readability: “Issues other than formatting that reduce the readability of the code”.

e Style: “Code that can be simplified or that does not follow common idioms”.
The following categories were adopted with modification:

e Documentation: Unlike [33], Checkstyle Javadoc comment checkers are ignored, since
Javadoc comments are not taught in the course. The issues considered instead are: not
preceding a field or a method by a comment, leaving an empty method body without a
comment, not adding a header comment for a file and not formatting a header comment
according to the course guidelines.

e Testing: Formal unit testing was not required in the course. Therefore, this category includes
only one custom CheckStyle error that checks whether or not the student calls all public
methods in the main method. Understandably, this is a naive check. A student might call a
public method in main, but not genuinely test it (by printing out the result, for example). The
check does not catch such instances, but submissions flagged by the check certainly lack
sufficient testing.
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Table 1. Examples for each of the 10 most frequently occurring errors.

Error Category Example
WhitespaceAround Formatting x=4 instead of x = 4.
Comment Documentation A method is not preceded by a comment.
RegexpSingleline Documentation The student name or ID is missing from the

header comment.
/*comment*/ instead of

IllegalTokenText Formatting /* comment */ Or //comment
instead of // comment

MainCallsAllPublicMethods Testing A public method is not called in main

WhitespaceAfter Formatting (int) x instead of (int) x.

Not starting every line in a multiline
comment block with an asterisk.

LinelLength Formatting A line has more than 85 characters.

Using a numeric literal instead of defining
and using a constant.

RegexpHeader Documentation Header comment is missing from a file.

RegexpMultiline Style

NumericLiteral Style

Edwards et al. [33] also include a Braces category for errors related to missing optional braces. This
category was omitted, because such errors were not encountered in our analysis. It must also be noted
that Edwards et al.’s analysis includes 112 distinct errors across Checkstyle and PMD, whereas ours
included 304 distinct errors across Checkstyle, PMD and FindBugs. Errors that were not seen by
Edwards et al. were categorized into the above groupings®.

4. RESULTS: AGGREGATE STUDENT ANALYSIS

We first performed an analysis on average error statistics across all students to describe the behavior
of a typical student in the course.

4.1 Error Category Frequency

After grouping errors into the categories described in Section 3.4, the resulting frequencies are
displayed in Figure 1. The figure shows the average error frequency across all submissions compared
to error frequencies in the initial and final submissions. To put the frequency rates per KLOC into
perspective, student assignments in this study contained an average of 194 lines of code, which means
that an average submission has around 6 errors in the Formatting category, 3.7 in the Documentation
category and 2.4 in the Style category.

Considering the average error frequencies, Formatting errors are most prevalent, with an average of
31.24 per KLOC, followed by Documentation errors at 19.16 per KLOC. Together, Formatting and
Documentation errors account for 60% of the total errors in the student code. Note that Formatting and
Documentation errors encompass only 19 of the 304 unique error types used in the analysis. So, 60%
of the error count is covered by just 6.25% of the error types seen. Appending Style to this count adds
121 unique error types and 15% to the total error count. The top three error categories, then, account
for 75% occurrences of all errors. The vast majority of errors being made are thus limited to a small
number of different error types.

Looking at final submissions, it is clear that most of the errors get fixed, with Documentation errors
getting fixed at a very high rate. Overall, only 2.3% of the total errors occurred on final submissions.
Formatting errors remain by far the most common, which could be the result of formatting error
messages being less clear to novices compared to error message on missing comments. It could also be
that students are less receptive to changing their style in formatting the code. The small discrepancy
between Testing errors on initial versus average submissions suggests that students might be adding
tests only in their final submissions to silence the error, as opposed to writing tests to actually test their
code. More on this issue will be discussed in Section 6.

3 A full listing of the errors along with their groupings and occurrence per KLOC can be found at: https:/figshare.com/s/che48ead7dcc7b15a5bf
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Figure 1. Error rates (in KLOC) on initial, average and then final submissions.
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Figure 2. Average rate per KLOC for the 10 most frequently occurring errors.
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Figure 5. Average number of submissions taken to fix errors from each category.

4.2 Error Frequency and Popularity

Considering the errors individually, Figure 2 shows the 10 most frequently occurring errors, where
Formatting and Documentation errors account for seven of the top 10. Table 1 shows examples for
each of these errors to explain what they mean. Figure 3 shows the percentage of students who make
errors from each category at some point during the semester. Almost all students make Formatting,
Style, Documentation and Coding Flaw errors, while slightly less make Testing and Naming errors.
Readability and Excessive Coding errors are much less common. This order closely resembles the
order of frequency presented in Figure 1. We will describe later in more detail which types of students

produce more errors from each category.
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Figure 6. Error rates per KLOC over time for assignments 1 to 9.

Table 2. Average exam scores for students who leave at least one error in a final submission for any

Assignment

assignment versus those who fix all errors.

Written Exam

Programming Exam

Errors No Errors  Errors  No Errors
CodingFlaws 69.4% 76.8% 79.3% 87.4%
Testing 67.0% 758%  78.0%  86.0%
Style 722% 77.0%  83.0%  86.7%
Documentation 68.8%  76.3% 79.5% 86.5%
Formatting 724% 76.7%  83.1%  86.5%
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4.3 Error Progression over Time

Figure 6 displays the average rates of the error categories that show an interesting trend line. Error
categories not shown have arbitrarily fluctuating trend lines or error rates that are too small for the
trend line to be meaningful. The clear decline in Formatting errors suggests that students eventually
gain a grasp on what their code should look like. This is interesting, as the only instruction students
receive in the course on formatting is through the error messages produced by the static analysis tools.
Another possible explanation for this decrease in Formatting errors is that more students into the
semester might start using the code formatting option in Dr. Java, which is hidden in one of the menus.
However, this is difficult to tell from the data.

On the other hand, Figure 6 shows an increase in Documentation and Coding Flaw errors over the
semester. The increase in Documentation errors could be explained by lack of care; over time, students
may grow tired of Documentation errors and choose to ignore fixing them until the final submissions.
The increase in both the Documentation and Coding Flaw errors could also be related to the growing
complexity of assignments over the semester.

4.4 Correlation with Exam Performance

We examined the total error counts, as well as the error counts from each error category, versus grades
in programming exams and written exams. No apparent correlation was revealed in any case.
However, we found a correlation between the presence of error categories in final assignment
submissions on both written and programming exam performance. Table 2 displays average written
exam scores for students who left at least one error from the given category in a final submission for
any assignment versus those who did not. Only error categories with statistically significant
differences are shown (T-test p-val. < 0.0001). For reference, the average score on written exams was
74.2% with a standard deviation of 12.8% and on programming exams was 84.7% with a standard
deviation of 12.9%.

5. RESULTS: STUDENT SUBGROUP ANALYSIS

5.1 Low-Performing versus High-Performing Students

We have already examined the relationship between error frequencies and exam performance. We
provide here a more detailed analysis to compare low- and high-performing students in the course in
general. To perform this analysis, we break students into groups. We approached this in the following
three different ways:

1. Break students into three evenly sized tertiles based on their final course average.

2. Create a C+ and-below subgroup, a B-range subgroup and an A-range subgroup based on final
course average, using the standard cutoff points (80% for B; 90% for A).

3. Group students by taking course averages of at least 1 standard deviation below the mean,
within one standard deviation of the mean and at least one standard deviation above the mean.

It turned out that the three options listed above produced very similar results in terms of significant
differences in error behavior between subgroups. Consequently, we choose to present Option 1 and we
define the three subgroups as low-performers, medium-performers and high-performers. For reference,
the mean course grade was 87.2% with a standard deviation of 7.2%.

Table 3 shows statistics for each subgroup individually compared to all the students together. The
“Avg. Duration" column is the average duration between initial and final submissions. Note that the
“Avg. Duration" does not necessarily reflect the actual number of hours that a student spent working
on the assignment. It describes the duration between the first and last files submitted.

As seen in the table, low-performers produce more errors in overall than the average student, while
high-performers produce significantly less. A one-way ANOVA shows that the error rates for each
performance group are statistically significant (F = 42.8, p < 0.0001) and Tukey’s HSD test* shows
that the average error rates for low-, medium- and high-performers are statistically different.

4 Tukey’s HSD is a statistical tool often used as a post hoc test with ANOVA. ANOVA provides a significance test; Tukey’s HSD compares
all pairs of means and determines which pairs are statistically different.
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Table 3. Student performance groups.

Performance Grade Range Number of  Errors/ Aver_age Aver_ag_e # of Ho_urs to Subm_issions
Level Students KLOC*  Duration*  Submissions **  Fix ** to Fix **
Low 47% - 85.9% 329 88.2 41.2 hrs. 16.7 12.6 5.14

Medium  85.9% - 91.1% 318 75.2 54.0 hrs. 17.4 15.6 5.05
High 91.1% - 99.2% 321 66.6 63.5 hrs. 14.4 15.25 4.3
All Students  47% - 99.2% 968 74.3 52.8 hrs. 16.17 14.5 4.85

*: Significant differences between all groups.
**: Significant differences between high- and low-performers and between high- and medium-performers.
Calculated by ANOVA and Tukey’s HSD.

The table also shows that low-performers, interestingly, take less time, but more submissions, to fix
errors compared to high-performers and these differences are significant (time-to-fix: F = 36.7, p <
0.0001; submissions-to-fix: F = 118.1, p < 0.0001) and different from each other, as suggested by
Tukey’s HSD. This may suggest that low-performers submit their code more blindly than high-
performers and cram their work into shorter periods of time, which requires them to submit more and
at a faster rate. On the other hand, high-performers seem to rely less on the automatic grader, spending
more time in overall on assignments while using less submissions.

Figure 7 displays the difference in average rate per assignment across error categories for each
performance group, omitting the statistically insignificant categories (Naming, Readability and
Excessive Coding). It is evident that high-performers produce less errors in all categories than
medium- and low-performers and medium-performers produce less errors than low-performers in all
categories but Documentation and Testing. An ANOVA suggests that the most significant differences
among the three are in Formatting and Coding Flaws and the least significant differences are in
Documentation and Testing. The disparity in Coding Flaws suggests a higher level of
misunderstanding amongst low performers. Interestingly, all three performance groups seem to be
testing their code relatively equally.

Further analysis reveals that differences in error counts on initial submissions are statistically
insignificant for all categories except for Coding Flaws. Low-performers produce 11.5 of these types
of errors per KLOC in initial submissions, compared to 8.92 from medium-performers and just 5.79
for high-performers (F = 23.5, p < 0.0001). The course average is 8.75. This suggests that low-
performers are producing more buggy code on their initial submissions.

Table 4. Student major groups.

P 12377
Formatting | ]130.99 - e
I 3024 . Number of V9 wxayg, Avg. #
—— Major Group "o\ ents COUTSE b ration of
. d1748 Grade Submissions
Documentation [ ]20.05
I 1996 CS 97 89.7%  55.4 hrs. 14.8
Style :1|°1;88 Engineering 230  86.6% 46.3hrs. 159
B 375
_Other 40  878% 545hrs. 139
§i5.31 Science/Math
i 49 ) .
Testing g:.ss Social Science 46 84.2%  47.9 hrs. 15.0
f.i3.67 2 High Humanities 555 87.4% 56.0hrs. 16.8
CodingFlaws [ ]5.43 [] Medium o " -
I s .54 B Low * Significant differences between CS and all other majors

except Science/Math.
** Significant differences between Engineering and
Humanities.

Average Rate / KLOC

Figure 7. Error category rate per KLOC for
different performance groups.

*** Significant differences between (CS and Humanities)
and (Humanities and Other Sciences).
Calculated by ANOVA and Tukey’s HSD.
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5.2 Majors versus Non-Majors

Students were grouped into five major groups, as shown in Table 4. Analyzing error counts per KLOC and
the number of submissions taken to fix errors (not shown in the table), we found no significant differences
between the major groups. However, we found CS students to take significantly longer to fix errors than
each of the other groups (17.6 hours per error). Non-CS Engineering students take just 12.7 hours, which is
significantly shorter than humanities and social science students (14.8 hours). This difference in the time-
to-fix, but not in the submissions-to-fix, suggests that CS majors might be working longer before
submitting or taking longer breaks between submissions. Engineers on the contrary seem to be cramming
their work into a shorter amount of time. This contrast between CS majors and engineers seems difficult to
explain only using the data.

We also performed three binary comparisons: first grouping CS and engineering students together and
comparing them to their counterpart and second comparing students in STEM fields versus those not
in STEM fields. These yielded no significant results. However, comparing CS majors and non-CS
majors reaffirmed our earlier statement that CS majors take more time to fix errors (F = 30.2, p <
0.0001). It also showed that CS majors produce less Coding Flaw errors on initial submissions,
averaging 5.9 occurrences per KLOC versus 9.1 from non-majors (F = 5.8, p = 0.003).

5.3 Students with Different Prior Programming Experience

Students in the course entry survey indicated their level of programming experience by choosing
between “None”, “Some”, “Plenty” and “I’ve worked on some sizable projects”. Omitting the latter
two categories due to their small size, Table 5 contains the description of the former two.

Table 5. Comparison between student groups. Table 6. Male vs. female characterization.
# of Avg. Avg. Avg. # of Male Female
Students Grade* Duration* Submissions —
" % Majoring in CS 11.7% 7.95%
No Prior o
Experience 433 85.1% 49.6hrs. 16.5 % Majoring in 248%  19.7%
Some Prior Engineering
0
Experience 458 88.7%  56.6 hrs. 16.0 % Majoring in 54.1% 64.6%
Male 545  87.8% 53.1hrs. 16.1 Humanities
Female 390 86.7% 53.2 hrs. 16.2 Avg. Prior Experience  0.69 0.56

* Significant differences between students with some
and with no prior programming experience (ANOVA).

Table 7. Differences in male vs. female error frequencies on initial, average and final submissions.

Testing Style Documentation
Initial|  Average Final Initial | Average| Final | Initial | Average | Final
Female | 6.46 | Insignificant| Insignificant] 17.5 10.7 1.76 24.0 15.9 0.91
Male 7.73 | Insignificant| Insignificant] 21.6 13.6 2.77 32.5 21.3 2.09

Gender

Table 9. Significant differences in error rates on

Table 8. Average partner statistics. S L
initial submission.

Course Duration® Number of Codin
Grade Submissions* Flawsg Testing Style Doc Formatting Naming
1 0,
Pair 87.2% 544 Mrs. 17.7 Pair 845 92 173 321 223 13
0,
Solo 87.9% 97.4hrs. 24.9 Solo 120 125 256 432 326 22

* Significantly different (ANOVA).

Students with no prior programming experience and those with some show no statistically significant
differences in their error rate or time-to-fix. An ANOVA on average number of submissions-to-fix
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does yield significant results (F = 12.12, p < 0.0001), but the submission numbers are very close
together to have any meaning. Breaking down the errors into categories, we again find one significant
result regarding Coding Flaw errors on initial submissions. While the average student produces 8.75 of
this error per KLOC in their initial submissions, students with no experience generate an average of
10.6 and students with some experience generate 7.61 (F = 12.7, p < 0.0001). This shows a repeated
trend with Coding Flaw errors on initial submissions. Aside from this finding, though, prior
programming experience does not seem to be clearly related to the static analysis error behavior.

5.4 Gender Differences

The gender breakdown of the students is displayed in Table 5 and Table 6 attempts to characterize the
typical male versus the typical female in our course. There are more females in the humanities than
males and more males in CS and Engineering than females. Male students also typically enter the
course with more prior programming experience than female students. The averages in Table 6 (0.69
and 0.56) were computed by considering “no prior experience” a 0 and “some prior experience” a 1.

An analysis of the aggregate error counts showed that female students produce an average of 67.8
static analysis errors per KLOC on assignments, while males produce 78.3 (F = 13.0, p < 0.0001).
Females also take slightly less time to fix errors — 13.5 hours versus 15.2 for males — and also slightly
less submissions — 4.7 versus 5 (time-to-fix; F = 21.8, p < 0.0001; submissions-to-fix: F = 27.5, p <
0.0001). The differences in these figures are not enough to justify a deep analysis.

Breaking down error frequencies based on error categories, Table 7 displays the significant differences
found in initial, average and final submissions between male and female students. As the table shows,
female students produce less Style and Documentation issues on all submissions. Female students also
test their code more on initial submissions, but the differences eventually even out in later
submissions. These differences were not seen when comparing students by major or by prior
experience, which suggests that they are gender related.

5.5 Pair versus Solo Programmers

To test whether students who work with a partner produce less errors than students who work
individually, we limited our analysis to only assignments where students were given the option to
partner (the final four assignments in the course). This ensures that, when comparing partnering versus
non-partnering students, all students in the analysis were working on assignments of equal difficulty.
Note that on average, around 43% of the students worked individually in the assignments we analyzed.

Table 8 shows statistics on partnering versus non-partnering students in assignments where partnering
was allowed. Immediately clear is the significantly fewer hours and submissions spent on assignments
by students who partner. On an aggregate level, students who partner produce 61.4 errors per KLOC
per assignment on average, compared to 77.3 for those working alone (F = 19.2, p < 0.0001).
Partnering students also take 15.9 hours to fix errors on average compared to 19.3 for non-partnering
students (F = 29.6, p < 0.0001). In terms of the number of submissions taken to fix errors, partnering
students take slightly more than non-partnering students, but the difference is too small to report.

Partnering students also make fewer errors across all categories. Table 9 displays the differences for
error categories that yielded significant results. The table shows that partners make significantly less
errors on initial submissions for both non-cosmetic and cosmetic issues. The fact that partnering
students produce less Coding Flaw and Testing issues on initial submissions suggests that students
working in pairs are able to notice potential bugs more efficiently and are keener on testing their code
early on than students working alone. The variance in the remaining error categories suggests that
partnering students help each other conform to style standards. It is also interesting to note that
differences in error rates eventually even out in final submissions. This suggests that students working
individually are solving their errors by the end of the submission process. But, because they spend
more time and more submissions on assignments, they are working harder to do so.

6. DISCUSSION

The previous sections report many positive and negative results that vary in their significance. In this
section, we summarize and discuss some of the main findings.
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Effectiveness of Feedback from Static Analysis Tools. It is clear from Figure 1 that students fix most
of the issues reported by the static analysis tools, where the number of errors drops drastically from
initial to final submissions. There is also evidence that students might be learning from some of these
error messages, as the number of formatting errors drops as students progress in the semester (see
Section 4.3). This is consistent with what is reported by Edwards et al. [33], but not with what is
reported by Keuning et al. [34]. Since there were rubric deductions in this study and in Edwards et
al.’s study for not addressing issues raised by the static analysis tools (but not in Keuning et al. [34]),
students might be fixing errors reported by the tools, because they want to avoid deductions. However,
if these tools were not present, it is not clear whether or not deductions alone would have been enough
for students to fix the issues!

Gender Differences. Results in Section 5.4 show that female students make a statistically significant
lower number of errors compared to male students in the Documentation and Style categories in
initial, intermediate and final submissions. Such differences were not spotted with other student
groups. For example, high-performing students, students with more programming experience and
students who partner make fewer errors in all categories. Moreover, low-performing students and
students who do not partner produce more errors in initial submissions in the Coding Flaws category.
This strengthens the hypothesis that female students in the course are more careful with writing
comments and code that follows recommended style.

Up to our knowledge, this result is new. Previous work pointed out gender differences in learning
programming [38]-[39], debugging [40], interacting with software [41]-[42], performance in CS
degrees [43], self-efficacy in programming [44] and programming contests [45]. However, we are not
aware of studies showing the presence or absence of gender differences in coding style.

While the result fits a stereotypical view of females being more concerned about aesthetics than males,
we should be careful when interpreting the results. For example, the results do not imply that there is a
certain programming style distinct to females, nor do they necessarily imply that style is a good
predictor of gender. In a study by Carter and Jenkins [46], instructors were asked to identify the
gender of students by examining pieces of code randomly selected from student solutions to
assignments. Results revealed that the aforementioned stereotype was clearly present in how the
instructors attempted to identify the gender of the students. However, empirical results supporting this
stereotype (beyond the results reported here) are still absent.

Effect of Partnering. Our results show that students who partnered produced fewer static analysis
errors, completed their assignments faster and submitted less to the automatic grader. This result is
consistent with the literature on pair programming in introductory programming courses (e.g. [47] and
[48]). However, the results reported here are different, since they relate to code quality issues that do
not affect correctness, while most previous work measured code quality by the number of passed test
cases or exam and assignment grades [49]-[50]. As mentioned in Section 3.1, it is important to note
that the pair programming protocol was required for students who worked in pairs, but there was no
way to enforce it, as students worked outside the classroom environment.

Commenting Behavior. Results showed that Documentation errors are the second most common error
type. They stay un-fixed longer than any other type and students receive more of them as the semester
proceeds. This is equally the same regardless of the student major, performance in the course or prior
programming experience. The only difference was with female students who produced a statistically
significant lower number of Documentation errors than males. This pattern of ignoring Documentation
errors is also consistent with the results reported by Edwards et al. [33]. What is interesting is that
Javadoc checks were ignored in this study, while they were the main measure for Documentation in
the study of Edwards et al. and yet the results were the same. This suggests that these results relate to
writing comments in general.

What is interesting about this result is not that the number of Documentation errors is high, as this
could be explained by the fact that a distinct error is generated for every missing comment for a field
or a method, which means that a student who chooses to comment his/her code at the end would
receive many Documentation errors for every submission he/she makes except for the last one. What is
interesting about the results is that students delay writing comments until the end. It is difficult to tell
whether or not this behavior is because students add comments only to avoid mark deductions or
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because they believe that it is unimportant to write comments while coding. Hence, an implication of
these results is that instruction should directly emphasize the importance of commenting in general
and that instructors who wish their students to develop the habit of commenting while coding should
explicitly teach them to do so.

Testing Behavior. Although the assignment instructions required a very simplistic form of testing, the
data shows that students seemed to avoid writing such tests until the very end (Section 4.1), most
probably to avoid losing the testing points. The results also show that both low- and high-performing
students produced a similar amount of testing errors, even though high-performing students produced
fewer errors in overall (Section 5.1).

This behavior is likely the result of allowing students to receive feedback from the automatic grader
without limits, which made it easier for students to use the automated tests than write tests on their
own. Moreover, the course did not teach testing and did not teach or require test-driven development,
which could explain why although the same unlimited submission policy is used in [33], their results
on testing do not agree with ours. In fact, Edwards argued for teaching Test-Driven Development early
in the curriculum to move students away from trial-and-error programming [51]. Another way around
this behavior, suggested by Karavirta et al. [10], that does not involve formally requiring unit testing or
teaching it, is to limit the number of allowed submissions to the automatic grader in the first few
assignments, so that students could develop better testing habits at the beginning of the semester.

Association between Performance and Static Analysis Errors. Results showed an association
between static analysis errors and performance in two ways:

1. The mere presence of errors in final submissions was found to be associated with lower
performance on exams (see Section 4.4). This is interesting, because these errors are not
directly related to the material students are tested on during exams. One possible explanation
for this result is that students who are content with leaving issues in their final assignment
submissions (despite seeing the automated feedback) are lazier students in overall, whose
laziness shows also as weaker performance on exams compared to students who make sure to
address all the automated feedback they receive. Another plausible explanation is that students
who are unable to address all the issues by their final submission are students struggling with
programming in overall.

2. Lower-performing students, non-majors and students with less prior programming experience
were found all to have more errors in their initial submissions from the Coding Flaws category.

This suggests that these two indicators are good candidates for further investigation on their ability to
predict at-risk students and the possibility of their use as features in machine learning models (see
Hellas et al. [52] for a review on predicting academic performance in computing education).

7. LIMITATIONS

One of the goals for using the time-to-fix and submissions-to-fix measures was to investigate which
errors students struggle with most. These measures have also been used by other researchers for the
same purpose (e.g. [53] and [14]). However, inferring meaning from results using these measures
proved to be tricky. Taking longer time or more submissions to fix an error can plausibly be attributed
to the student ignoring the error instead of not being able to fix it. The data can also be distorted by
students work habits. For example, students who start early or take breaks while working on the
assignment will show longer time-to-fix values than students who complete their work in one sitting.
Also, students who tend to rely more on the automatic grader will show higher submissions-to-fix
values regardless of whether these submissions were actually attempts to fix the errors.

Results reported by Edwards et al. [33] for error categories that take longer to fix were actually almost
the reverse of ours. This shows that these measures could be highly sensitive to course-specific
factors, like how assignments are graded, what instructions are given to students and what material is
emphasized more. These shortcomings of the measure should be kept in mind by researchers using it.
For more discussion of time metrics used in the analysis of student programming behavior, see
Leinonen et al. [54].
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The variance in student working habits and submission strategies affects also how error rates per
KLOC should be interpreted. As shown in Section 4.1, the vast majority of errors belong to the
Formatting, Documentation and Style categories, which students might be ignoring until their last
submission, thus compounding the total number of errors. Therefore, more emphasis should be placed
on Coding Flaw errors, as they could reflect bugs and misunderstandings that need direct attention. As
Edwards et al. [33] note, these errors are often masked by the abundance of cosmetic errors which
students place less emphasis on. It might be useful to think about how stronger emphasis could be
placed on Coding Flaw errors in automated feedback systems to make students keener on fixing them.

Another limitation of this work stems to emanate from how errors were grouped into categories. It is
reasonable to expect the results to be dependent on which error groups were used in the study and
which errors were assigned to each category. Also, the fact that students received feedback from the
static analysis tools only through the submission system, rather than by directly running the tools or
having them embedded in the IDE, might have affected when and how the students fixed the errors.
Finally, this study was conducted at a highly selective school (acceptance rate < 7%), which means
that the average student in this study might be academically stronger and more motivated than the
average student at other schools. This is clear from the low failure and drop-out rates described in
Section 3.1 when compared to the failure rates reported at other institutions [55]. The analysis also
excluded students who dropped out from the course (see Section 3.1 and Section 3.2), which must
have left some of the lower-performing students unconsidered.

8. FUTURE WORK

While performing the analysis on error categories has provided many insights, future work could
benefit from studying individual errors instead of broad categories. Looking at individual errors can
provide more fine-grained information on the types of difficulties and misconceptions novices face.
This is especially true for errors in the Coding Flaws and Style categories. Errors associated with
performance in the course and errors that appear most commonly in student code should be addressed
explicitly by instructors in their teaching.

More work can also be done to investigate the effect of different programming languages on the errors
students make and their ability to resolve them. Another interesting direction of research is to study
how errors reported by the tools can be accounted for in rubrics used by automatic graders and how
these tools can report issues in a way that emphasizes potentially serious issues more than other less
important issues. This could affect how student respond to the error messages they see.

Finally, more work needs to be done on how students perceive commenting and to better understand
the relationship between gender, pair programming and coding style.
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ABSTRACT

Nowadays, IT organizations are not seeing DevOps as a competitive advantage or added value, but how can
organizations survive if not adopting it? Many software development organizations are adopting DevOps software
processes to foster better collaboration between development and operation teams, to improve the software
development process s quality and efficiency; therefore, it's very important to measure the adoption of DevOps by
these organizations. Maturity models are used as a tool to assess the effectiveness of organizational processes on
adopting certain practices and identify what capabilities they need to acquire next to improve their performance
and reach a higher maturity level. Few DevOps maturity models have, recently, emerged as a means to assess
DevOps adopted practices. This research aims to conduct an empirical field study to assess the DevOps adoption
level in seven Saudi organizations using one of the published DevOps maturity models; namely, the Bucena model.
The findings show that the adoption of DevOps in the surveyed Saudi organizations is promising; despite that,
some factors related to DevOps culture, process and technology are weak and need more attention to enhance
them to achieve better performance and continuous delivery.

KEYWORDS

DevOps process model, Empirical study, Process adoption, Process assessment, Software process.

1. INTRODUCTION

Software engineers have noticed the gap between development and operation teams. The collaboration
between the two teams has been discussed where this discussion yielded a new process model called
DevOps. Nowadays, IT organizations are not seeing DevOps as a competitive advantage or added value,
but how can organizations survive if not adopting it? The new process model aims to achieve fast high-
quality releases of the software product. DevOps is the new software process that extends the agility
practices within the collaborative culture to enhance the process of software development and delivery
[1]-[2]. Moreover, the DevOps approach is concerned with improving the collaboration between the
development and operation teams, which represents a new shift in understanding the way to build
software systems. Both the development team and the operation team have different goals in the project;
developers’ goal is to release the new features of the software to production, whereas the operators’ goal
is to keep the software as stable and available as possible. To maintain these two goals, the collaboration
between development and operation teams as early as possible in the project is vital. This collaboration
is not considered in agile methodologies to achieve fast, high-quality software releases.

Hence, DevOps changes the workflow of traditional software development to accelerate and streamline
software delivery, which means changing not only the process flow, but also the organizational culture
in developing and delivering software. This means that adopting DevOps may spur the organization to
introduce new processes, personnel and technological change [3]. Nowadays, software delivery is
treated as a continuously evolving process to meet user expectations. DevOps makes this possible by
bringing the development and operation teams together to facilitate collaboration, continuous
integration, continuous delivery and automation, which will result in reduced time to market, enhanced
customer experience, improved quality assurance and reduced costs.

According to Forrester data [4], more than 50% of organizations across industries, including healthcare,
manufacturing and banking organizations, have already incorporated DevOps as part of their digital
strategy. Although DevOps has gained recently more interest in academia and practice, the literature
still has a limited amount of academic publications as well as empirical studies related to DevOps [5].
Consequently, few maturity models and empirical studies related to DevOps exist in the literature. One
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of these maturity models will be used in this study, based on a recommendation of a previous study [6],
to conduct a new empirical study to assess the maturity of DevOps adoption in several Saudi
organizations. The main purpose of this study is to assess the maturity of DevOps adoption level in
Saudi organizations as the DevOps process model is new and those organizations have no idea about
how good they are in adopting it. For this research, a survey study has been designed to assess the
maturity of DevOps adoption in Saudi organizations. The research conducted in this paper is a multi-
case study that collects data via interviews and surveys. The research methodology adopted in this
research is summarized in steps as follows:

1. Reviewing available maturity models and choosing one to use in the empirical study.
2. Developing the assessment method (interview/survey questions).

3. Analyzing and discussing findings.

4. Reporting findings

The first step of this research is a theoretical one that aims to review available DevOps maturity models,
which is briefly discussed in the next section. For more details about this step and detailed comparison,
please refer to [6]. Then, an assessment method is developed to be used in evaluating DevOps adoption
in various Saudi organizations. The second part of this methodology is concerned conducting the
empirical study that assesses the maturity of DevOps adoption in Saudi Arabia, which is discussed in
Sections 4 and 5 of this research.

2. LITERATURE REVIEW

Software products can be improved to deliver better results by adopting DevOps practices. The software
product quality will increase when adopting DevOps practices that consider the strong relationship
between culture, automation, measurement and sharing, as they enhance quality [7]. DevOps is
consisting of practices and cultural values to minimize the barriers between development and operation
teams and DevOps adoption involves a tight relationship between agility, automation, collaborative
culture, continuous measurement, quality assurance, resilience, sharing and transparency [8]. Therefore,
using practices that make the software product available and ready to the requester as soon as it gets
implemented leads to the importance of understanding how the deployment practices are applied in the
development team and that can be achieved through establishing a proper maturity model and using it
to survey the development team and operation team and their practices [9]. A qualitative case study for
three software development companies in Finland was conducted to indicate the benefits and challenges
involved in adopting DevOps in 2016 [10]. Another case study in Finland was conducted to measure
the impact of DevOps adoption focusing on mixing responsibilities between the development and
operation teams [11]. From the result of that study, DevOps practices are influencing positively software
products in terms of released duration and quality. A few years ago, it was claimed that no dedicated
maturity models for DevOps exist [12]. Recently, few DevOps maturity models have been developed
and documented in the literature. Most of them are based on capability maturity mode as this model and
its related models are found feasible to guide the process improvement for DevOps processes [13]. In
the coming few paragraphs, we discuss a sample of these models briefly.

First, Bahrs form IBM provided an analysis of the adoption of the IBM DevOps approach for promoting
continuous delivery of software [14]. The author identified four dimensions in adopting or implementing
continuous software growth within an organization. These dimensions include: planning and measuring,
developing and testing, releasing and deploying and monitoring and optimizing. The maturity mode was
defined with four levels that are: practiced, consistent, reliable and scaled. The IBM DevOps maturity
model is practice-based and reflects a wider context within the adoption framework of a software
development organization. It focuses on defining the best practices to be applied in the adoption of new
software solutions iteratively. The main strengths of this approach include the fact that it provides a
well-articulated way for assessing current DevOps practices within an organization. It also helps in
defining a clear roadmap for DevOps implementation.

Second, a DevOps maturity model was proposed by Mohamed and used to assess global software
development practices and processes [3]. The proposed DevOps maturity model is based on the
Capability Maturity Model Integration (CMMI) and is composed of five maturity levels, which are:
initial, managed, defined, measured and optimized against four dimensions that include: quality,
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automation, collaboration and governance. CMMI helps organizations improve productivity, reduce
defects, optimize the process and ensure predictability and efficiency of operations [15]. Adopting the
CMMI model to develop the DevOps maturity model will help achieve these benefits in the domain of
DevOps processes.

Third, another suggested DevOps maturity model based on (CMMI) process model is proposed in [12].
The model uses a combination of CMMI for development (CMMI-DEV) and CMMI for services (Dev-
SVC) to evaluate the maturity of adopting DevOps. That approach was tested on a specific software
project at a very large telecom organization, where there were more than 100 developers and 8 operation
people working on that project. The software project was adopting DevOps and a test assessment was
conducted using SCAMPI C assessment, which is the least formal assessment method. The results
showed that the use of CMMI model (CMMI-Dev and CMMI-SVC) can support the purpose of
evaluating the processes within software projects that are adopting DevOps practice. However, that
study tested only the processes at level 2 (managed) and level 3 (defined).

Fourth, another model that is aligned with the CMMI maturity for DevOps adoption was presented by
the employees from Hewlett Packard Enterprise (HPE) [16]. That model is designed to cover the entire
lifecycle of an application for large organizations, regardless of the change being determined by the
development team or the IT operation teams. It was applied to measure process, automation and
collaboration dimensions and the levels of this model are: initial, managed, defined, measured and
optimized.

Fifth, a suggested maturity model with five levels is proposed in [17]. The model has three dimensions;
namely: people, process and tools. The model levels are: basic, emerging, co-ordinate, enhanced and
top level.

Sixth, maturity model for DevOps with four levels has been proposed in [18], known as the Bucena
maturity model. Its levels are: initial, repeatable, defined, managed and optimized. The model has four
DevOps dimensions, which are:

e Culture: Adopting DevOps requires a new culture that supports transparency and a good supporting
environment between the development and operation teams [19]. This can be achieved by arranging
regular meetings between both teams. The development team should be supportive of the operation
team during the release and production of the software [13].

e People: The team members of a DevOps process should be skilled persons with high ability in
improving their skills via self-learning and team-learning. Team members should show a high level
of collaboration and support for each other.

e Process: The DevOps process focuses on continuous delivery, continuous testing, continuous
integration and continuous monitoring. The DevOps processes adopt agile practices in development.

e Technology: This dimension discusses the technologies and tools support the DevOps process in
continuous delivery and to bring the development and operation environments to work
collaboratively. It also provides various automation technologies to support the process dimension,
hence increase productivity.

Bucena's model [18] revolves around the provision of a DevOps methodology for implementation within
small enterprises. Note that the authors of this model promote this model as part of helping very small
entities to adopt DevOps via three steps, see [20]. Although this maturity model is focusing on very
small entities, it can still be used for anyone interested in adopting it or experiencing its benefits [20].
Accordingly, this research paper adopts the Bucena maturity model to conduct the field study, because
it assesses the culture dimension which is a critical dimension to improve software quality in a DevOps
environment [7]-[8] and because the model is originated from academia, not white papers. We focus in
this paper only on one step, which is assessing the current organizational DevOps maturity level while
leaving the issue of how to enhance the DevOps maturity level for each organization to decide on it.

3. DATA COLLECTION

The sampling that was chosen to be part of this study consists of seven Saudi organizations that provide
software products and have started practicing DevOps. These organizations are notated as organization
A, B, C, D, E, Fand G and are briefly introduced as follows:
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1. Organization A: A Saudi governmental organization that provides various IT serves to the

public.

Organization B: A Saudi organization that provides IT services to governmental agencies.

3. Organization C: A Saudi organization that provides healthcare information technology (HIT)
solutions

4. Organization D: A business services Saudi organization that is focusing on implementing smart
solutions, business services and data services.

5. Organization E: A Saudi organization that provides and supports custom and commercial off-
the-shelf solutions in different sectors, such as health sectors.

6. Organization F: Saudi organization that supports digital infrastructure, information security and
system development.

7. Organization G: A Saudi organization that provides modern information technology and
communication manufacturing, system integration, as well as operation and maintenance
services in Saudi Arabia.

N

Two types of data generating methods are used in this study: First, a structured interview that consists
of demographic questions with a senior-level employee in each organization to collect demographic data
about the organization, like organization size, organization domain, size of the delivery team, the
duration of experiencing agile development and the duration of adopting DevOps. Tables 1 summarizes
this information for the seven organizations. Second, a questionnaire is developed by using an online
survey tool (SurveyMonkey). This questionnaire is designed based on the Bucena DevOps maturity
model.

Table 1. Summary of organizations.

Oryg. Domain Size De""e.ry Representative position  Agile DevOps
team size
A Business Large ~13 Senior technical manager 1year 8 months
services
B IT solutions Large ~10 Senior manager of 2years 6 months
software development
Application
C service provider Medium ~7 Technical team leader S5years 9 months
(ASP)
D Business services Large ~13 Senior technical 3years 1 year
consultant
Businessand IT ~ Very DevOps transformation
E - ~9 Syears 1year
services Large leader
Software service
F provider Medium ~ 15 Senior software developer 1year 3 months
(SSP)
G IT solutions Very ~8 Senior software engineer 3 years 1year

Large

The goal of the questionnaire is to assess the DevOps maturity level of Saudi organizations. The
guestionnaire consists of 23 questions grouped as follows: 9 questions related to DevOps technology
dimension, 6 questions related to the DevOps process dimension, 5 questions related to DevOps culture
dimension and 3 questions related to DevOps people dimension. Table 2 illustrates a sample of the
mapping of the DevOps dimensions, DevOps factors, questions and possible answers. Moreover, each
question represents a single factor in a dimension and a score is assigned for each question/factor: level
1 for the first option, level 2 for the second option, level 3 for the third option, level 4 for the fourth
option and level 5 for the fifth and other options. Appendix A provides a list of questions developed for
the interview and the questionnaire. Note that the factors for each dimension are identified and discussed
in the Bucena maturity model, while the description of each maturity level for each factor is used to
devise the survey questions and possible answers. For more information about the maturity model refer
to [18].
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Note that the CMMI maturity model provides two representations; the continuous representation where
the processes are assessed individually according to their capability level and the staged representation
where the whole organization is assessed according to its maturity level. For more details about CMMI
maturity model, refer to [13]. In this paper, where Bucena maturity model is used to assess DevOps
maturity and at the time of writing this paper and conducting the case study, no details have been given
about this model in terms of how to calculate the capability level or maturity level of the organization.
Hence, the authors of this paper have calculated the dimension capability level based on the dimension
level formula, see formula number 1. This formula is used to calculate the capability level, because some
of the questions are out of four and not all of them are out of five. Moreover, the organization maturity
level is calculated by summing up the four dimensions’ capability levels and dividing them by four
(number of DevOps dimensions).

Y. fi Gained Score

Dimension Capability Level = @

Y. fi Maximum Score

where: f = the factor in the desired dimension, N = number of factors in the desired dimension | =5
(number of levels).

Table 2. Sample of DevOps dimensions, questions and possible answers.

Technology Dimension

Factor Assessment Possible answer
guestion
. Environments are provisioned manually.
How are the p y

. All environment configurations are externalized and versioned.

Required required

. . . Virtualization used if applicable.
Environment | environments

. All environments are managed effectively.

provisioned?

Deliverables’ | What is the level of . Manual tests or minimal automation.

Validation validation of the . Functional test automation.

deliveries . Triggered automated tests.

developed? . Smoked tests and dashboard shared with operation team.

1
2
3
4
5. Provisioning is fully automated.
1
2
3
4
5

. Chaos Monkey or other tools are used to test resilient to
instance failures.

Deployment | What is the level of | 1. Manual deployment.

Automation | deployment 2. Build automation.
autom_atiqn inyour | 3. Non-production deployment automation.
organization? 4. Production deployment automation.

5. Operation and development teams regularly collaborate to
manage risks and reduce cycle time.

4. RESULTS AND ANALYSIS

After conducting the questionnaire on the seven organizations from different industries in Saudi Arabia,
the maturity level was measured (level 1: initial, level 2: repeatable, level 3: defined, level 4: managed
and level 5: optimized) against the factors associated with each dimension (technology, process, people
and culture). Note that the dimensions rated less than 3 out of 5 are considered weakness points and
need more attention to improve them and their factors.

4.1 Technology Dimension

The technology dimension has nine factors to assess its capability. Five of these factors are having the
possible maximum value of 5 and the other ones are having the possible maximum value of 4. Table 3
shows the achieved level for each factor in the technology dimension among the surveyed organizations.
The analysis of the technology factors shows that six out of the nine factors are showing good average
levels; i.e., achieved average level 3 or above, among the surveyed organizations.

Although all organizations achieved good capability levels for the technology dimension; i.e., achieved
level 3 or above, three technology factors achieved low average levels, e.g. less than 3; namely, data
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management, software configuration management and issue tracking. These technology factors need
more focus by all organizations. In other words, tools and automation of these factors should be activated
and properly adopted by organizations.

Table 3. Technology dimension — factors’ levels (out of 5).

, Org. Org. Org. Org. Org. Org. Org.
Technology’s factors Max. A B c D E £ AVG. STD.
Required 4 3 4 4 4 3 4 3|36 049
environment
Deliverables’ 4 1 4 3 4 2 3 4|30 107
validation
Data management 4 2 4 3 3 1 3 3 2.7 0.88
Deployment 5 5 4 5 5 2 2 4|39 125
automation
Build management 5 2 5 4 4 2 2 2 3.0 1.20
Collaboration 4 3 4 3 4 4 3 3 34 049
Software
configuration 4 3 3 4 2 2 3 3 29 064
management
Data monitoring 4 3 4 3 4 4 1 2 3.0 1.07
Issue tracking 2 1 2 2 2 1 2 2 1.7 0.45
Technology
capability level S 3 > 4 4 3 3 4 3 .

4.2 Process Dimension

The process dimension has six factors to measure the process’s maturity. These factors are delivery,
development, testing, project management, documentation and organization processes, see Table 4.

The analysis of the process factors shows that two out of the six factors are showing good average levels;
i.e., achieved average level 3 or above, among the surveyed organizations. The delivery and testing
process factors are considered the best factors in the process dimension. Although all organizations
achieved good capability levels for the process dimension; i.e., achieved level 3 or above, four process
factors achieved low average levels, e.g. less than 3; namely, the development process, the project
management process, the documentation process and the organization process. These process factors
need more focus from the organizations.

Table 4. Process dimension — factors’ levels.

, Max. Org. Org. Org. Org. Org. Org. Org.

Process’s factors Level A B c D E E G AVG STD.
Delivery process 5 4 5 5 5 2 5 2 40 131
Development process 3 2 2 3 2 3 2 3 24 049
Testing process 5 2 5 5 5 3 5 2 3.9 1.36
Project management 2 2 3 4 3 3 2 |27 om0
process
Documentation 4 5 3 1 3 26 118
process
Organization process 5 2 3 5 3 2 2 3 29 099
Process capability 5 3 4 5 4 3 3 3 31 1
level

4.3 People Dimension

This dimension has three factors to measure its capability, which are team organization, learning process
and development of competencies and capabilities. Table 5 shows the achieved level for each factor in
people dimension among the surveyed organizations.
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The analysis of the people factors shows that two out of the three factors are showing good average
levels; i.e., achieved average level 3 or above, among the surveyed organizations. Two factors achieved
low average levels, e.g. less than 3; namely, team organization and development of competencies and
capabilities.

Table 5. People dimension — factors’ levels.

, Max. Org. Org. Org. Org. Org. Org. Org.

People’s factors Level A B c D E s G AVG. STD.
Team organization 5 5 4 5 4 4 1 4 39 1.25
Learning process 5 2 2 3 5 2 3 2 2.7 1.03
Development of
competencies and 5 2 4 5 5 2 5 2 3.6 1.40
capabilities
People Capability 5 3 3 4 5 3 3 3 34 1
Level

4.4 Culture Dimension

This dimension has six factors to measure the culture capability, which are: communication type,
requirement understanding, culture understanding, collaboration and innovation drivers. Table 6 shows
the achieved level for each factor in the culture dimension among the surveyed organizations.

Table 6. Culture dimension — factors’ levels.

Culture’s Max. Org. Org. Org. Org. Org. Org. Org.
factors Level A B C D E F G

Communication
type
Requirement
understanding
Culture 4 3 2 4 4 2 2 1| 26 105
understanding

Collaboration 4 2 3 4 3 3 3 3 3.0 0.3

Inpovatlon 4 2 2 4 4 2 2 2 2.6 0.90
drivers

Culture
capability level

AVG. STD.

) 4 4 ) 4 3 4 3 39 0.64

5 1 3 5 5 4 5 3 3.7 1.39

3 3 5 5 3 4 3 3.1 1

The analysis of the cultural factors shows that three out of the five factors are showing good average
levels; i.e., achieved average level 3 or above, among the surveyed organizations. Two factors achieved
low average levels, e.g. less than 3; namely, cultural understanding and innovation drivers.

Figure 1 illustrates the achieved capability level for each dimension in each of the surveyed
organizations.

Table 7 illustrates the calculated maturity levels for each organization, while Figure 2 visually illustrates
the maturity levels. Even though the organizations achieved maturity levels 3 or above, Tables 3, 4, 5
and 6 depict that some factors in the different dimensions gained capability levels less than 3 and need
improvement. Accordingly, organizations need to pay attention not only to their overall maturity level,
but also to the individual capability of each dimension and the level achieved per factor as well. For
instance, Organization A has achieved maturity level 3 and its capability level for each dimension is 3,
but some factors gained a level less than 3, so these factors need to be improved for better performance
of the whole DevOps process.

e Technology: Databases are a key component for the operation team, which means that it is part of
the DevOps whole process. Organizations should pay attention to how they manage their databases
in an agile manner; i.e., data should be flexible to change quickly and reliably. For instance,



241

" DevOps Process Model Adoption in Saudi Arabia: An Empirical Study" , M. Zarour, N. Alhammad, M. Alenezi and K. Alsarayrah.

organizations should decide how to shift toward a more agile database; whether to keep using
traditional relational DBMSs or shift toward other forms, such as NoSQL or Casandra. Another
issue is related to adopting more automation in software configuration management as well as issue
tracking for changes that may happen during continuous integration and continuous deployment and
decide which tools suit them more.

Org. A Org. B Org. C Org.D Org. E Org. F Org. G

SN

w

N

[ERN

o

ETech. ®Process M People Culture

Figure 1. Capability level for each dimension for each organization.

Table 7. Organizations DevOps maturity.

Dimension Org. Org. Org. Org. Org. Org. Org.
A B C D E F G
Tech. 3 5 4 4 3 3 4
Process 3 4 5 4 2 3 3
People 3 3 4 5 3 3 3
Culture 3 3 5 5 3 4 3
Maturity level 3 3 4 4 3 3 3

Process: Organizations should improve their agile processes and make sure that agile principles and
practices are implemented in the organization. Sometimes, organizations claim that they adopt agile
development processes, but their processes are run traditionally. Moreover, project managers should
think of how they can manage agile processes that support continuous integration and deployment,
e.g. project managers may think of adopting xProcess agile planning tool. Documentation in agile
processes with short iterations and releases is vital. Organizations need to specify how they
document their development process when using DevOps. Organizations can make use of different
documentation tools available to automate this process and achieve continuous documentation as
well.

People: Learning is seen as a process rather than an event organized once or twice. Organizations
need to adopt a well-organized and planned learning process for their people and engineers to
enhance their understanding of the DevOps process.

Culture: Changing the organizational culture and engineers’ mindset to adopt agility and DevOps
practices is very critical for success. Engineers need to understand the culture of DevOps, where the
development team is not responsible for development only and the operation team is not responsible
for releasing and deploying it only, but instead, both teams are responsible for running the product
and bring the system alive.
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Figure 2. Maturity level per organization.

Table 8. Factors that gained low average ratings for all organizations.

Dimension Factor Average (out of 5)
Technology Data management 2.7
Software
configuration 2.9
management
Issue tracking 1.7
Process Development process 24
Project management 27
process '
Documentation 26
process '
Organization process 2.9
People Learning process 2.7
Culture Culture
. 2.6
understanding
Innovation drivers 2.6

5. VALIDITY THREATS

This research was planned to take into account validity concerns that consist of three categories:
construct validity, external validity and reliability [21].

Due to the novelty of the DevOps process, scientific papers that document the DevOps maturity models
are few. The DevOps maturity model used in this research, as well as other related maturity models, are
published in scientific papers, which in turn, have conducted a literature review to identify these models
as well.

Regarding the conducted empirical study using interviews and survey, one of the possible threats that
relate to reliability and construct validity is finding a sufficient number of Saudi organizations of
different organization sizes that adopt DevOps to assure the reliability of the assessment survey. To
solve this issue, we went to GITEX 2018 and visited some of the Saudi governments’ booths and asked
them about their preferred software provider organizations to consider them in this study.
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Also, we met big Saudi companies that participated in GITEX 2018 and asked them whether or not they
adopt DevOps. After that, we conducted this study with three government organizations, three semi-
government organizations and one private company, with different sizes.

Moreover, another possible threat which is related to construct validity is concerned with
representatives’ interpretation of some questions. To avoid this, we asked the interviewees to answer
the online survey during the face-to-face meeting and after the interview immediately. The questions
have been explained to the organizations’ representatives before they started filling the survey.

Regarding reliability, the survey is based on the Bucena DevOps maturity model, which is documented
in the literature. The model has been validated by the authors in one small enterprise. Furthermore, three
independent software engineers have answered the survey as a pilot study, before publishing it to verify
its clearness.

Finally, another possible external validity threat is that participants may feel the need to present their
company in the best light during the interview and survey. Therefore, to avoid this, it has been
communicated to the participants that the results will be published anonymously and answering the
guestions in the most realistic view would give a better evaluation for their company which will help
them identify the strengths and weaknesses of their DevOps adoption.

6. CONCLUSION

In this research, the Bucena DevOps maturity model was chosen to conduct an empirical study on Saudi
organizations. Choosing the Bucena model does not mean that other maturity models are useless. On
the contrary, other maturity modes deserve practicing to enrich the empirical studies on DevOps
maturity models. The empirical study was conducted on seven Saudi organizations by interviewing these
organizations' representatives and distributing surveys among them. These organizations vary in size;
two organizations are medium-sized, three organizations are large-sized and two organizations are very
large-sized.

This research shows a promising future for Saudi organizations in adopting DevOps. Despite this, Saudi
organizations need to pay attention to various factors in the different DevOps dimensions which are
found to be weakness points. Most importantly, organizations adopting DevOps need to adapt their
engineers' mindset to understand and implement DevOps processes properly and enhance their learning
process in this regard. Although automation and tools used are in a good position in some phases on the
DevOps projects, such as testing, other phases need more work to automate them. This includes
configuration management and issue tracking during the continuous delivery process. Moreover,
organizations need to think about how they will manage their data and DBMS to meet agile principles
and continuous delivery.

One final note for the maturity model developers is that it insufficient to develop the maturity model
and its rating scale. IT is better if the assessment method that implements the model is also published
along with the model. For instance, the CMMI model has its assessment method, which is known as the
SCAMPI method. If the assessment method is not published or documented, researchers will develop
their assessment methods to use the maturity model, as we did here and this can result in divergence
among these methods.
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APPENDIX

Interview questions

[1] In which industry/ domain is your organization? [2] What is the size of your organization? Or how many employees are at

your company?

[3] Does your company practice agile? If yes, for how many years? [4] Does your company adopt DevOps? If yes, for how long?

[5] What is your current position at your company? [6] What is the average size of the delivery team?

[7] Does your team have a different level of understanding DevOps? Why? [8] Do different members of your team have the same motivation to apply

DevOps practices? Why?

DevOps Maturity Assessment: Questions related to the technology key area

1. How are the required environments provisioned?

o Environments are provisioned manually. o All environment configurations are externalized and versioned
o . Virtualization used if applicable. o All environments are managed effectively.
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Provisioning is fully automated.

. What is the level of validation of the deliveries developed?

Manual tests or minimal automation. o
Triggered automated tests. o
Chaos Monkey.

. How is the data management process organized?

Data migration is un-versioned and performed manually. o

DB changes performed automatically as part of the deployment process. o
Feedback from DB performance after each release.

. What is the level of deployment automation in your organization?

Manual deployment. o
Non-production deployment automation. o

Functional test automation.
Smoked tests and dashboard shared with operational team.

Changes to DB done with automated scripts versioned with
application.
DB upgrades and rollbacks are tested with every deployment.

Build automation.
Production deployment automation.

Operation and development teams regularly collaborate to manage risks and reduce cycle time.

. How is the build management performed?

Manual processes for building software/ no artifact versioning. o

An automated build and test cycle every time a change is committed. o
Continuous work on process improvement, better visibility and faster feedback.

. What is the level of collaboration/knowledge flow between team members?

No collaboration tools. o
Team collaboration/toolset integration. o
Others, using more than the previous; please specify.

. Does your organization use software configuration management (SCM)?

No SCM. o

Configuration is delivered with the code. o
. What is the level of process and data monitoring?

No or minimal monitoring. o

Integrated monitoring. o
. In what way issues/bugs are tracked?

No tools or minimal tool usage for issue tracking. o

Issue reporting automation and monitoring. o

Questions related to the process key area
10. How is the deployment of new deliveries to production organized?

o} Inconsistent delivery process. o

o Automated delivery process. o

o Continuous delivery process.

11. What is the way (type/approach) of the development process in your organization?

o Ad-hoc development. o

o Agile development. o

o Development process integrated with Six sigma. o

12. How is the software testing process organized?

o Ad-hoc testing. o

o Integrated testing. o

o Continuous testing. o

13. How is the project management process organized?

o} Inconsistent project management. o

o Integrated project management. o

o Organized performance management.

14. What is the status of the development documentation?

o} Deployment and development documentation is not available or is out- o
of-date.

o Regular validation of the documentation and related configuration o
descriptions is provided.

o Others; please specify.

15. How are processes managed in your organization?

0 Uncontrolled or reactive processes (management is not applied). o

o Processes are standardized across organization. o

o Highly optimized & integrated processes

Questions related to the people key area
16. How are teams organized in your organization?

0
o
[¢]

Around skillsets. o
Around projects. o
Interdisciplinary teams, organized around KPIs.

17. How is the learning process organized in your organization?

0
o
o

Ad-hoc learning. o
Value stream learning. o
External learning.

18. How are competencies & capabilities developed?

(0]
[¢]
o

Ad hoc approach of competences development. o
Analyses and development of competences. o
Continuous capability improvement. o

Questions related to the culture key area
19. What is the main type of communication in your organization?

Regular automated build and testing any builds can be recreated from
source.
Build metrics gathered, made visible and taken into account.

Project planning tool.
Knowledge management tool.

Standardized SCM.
Self-healing tools.

Core (basic) monitoring.
Analytics/ Intelligence.

All issues and bug reports are tracked.
Activities based on the received feedback and data.

Scheduled delivery process.
Frequent delivery process.

Scrum development.
Lean development.
Others, using more than the previous, please specify.

Requirement-based testing.
Qualitative testing.
Others, using more than the previous; please specify.

Project & requirement management.
Quantitative project management.

Development documentation and relevant configuration files are up-
to-date.

Documentation process and structure updates based on gathered
experience and quality requirements.

Processes are managed, but are not standardized.
Visibility & predictability of the entire process & performance.

Around deliveries.
Around products/ business lines.

Team learning.
X-process learning.

Through training and development.
Use of mentors.

Rapid intra-team (inside) communication.
Frequent, collaborative communication.

Clear delivery requirements.
Clear product/business line requirements.

Awareness of cultural aspects that may help or hinder.
Culture viewed as an asset to be managed.

Managed communication.

o} Restricted communication. o
o Rapid communication between teams (inter-team). o
o Rapid feedback.

20. What is the level of requirement understanding?

o} Uncommunicated vision. o
o Clear project requirements. o
o Clear organization requirements.

21. What are the understanding and usage of culture in the organization?

0 Lack of awareness as to how culture is impacting day-to-day business. o
o Cultural traits that support business strategies have been identified. o
o Desired elements of the culture are identified, ingrained and sustainably creating “the way we work here".
22. What is the level of communication and collaboration?

o Poor, ad-hoc communication and coordination. o
o Active collaboration. o

Collaboration based on process measurement, which allows to
identify bottlenecks and inefficiencies.
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23. What drives innovations?
o Sub-innovating/no innovations. o Innovations by necessity.
o} Innovation by design. o} Strategic innovation.
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ABSTRACT

Sentiment Analysis (SA) is a technique used for identifying the polarity (positive, negative) of a given text, using
Natural Language Processing (NLP) techniques. Facebook is an example of a social media platform that is
widely used among people living in Jordan to express their opinions regarding public and special focus areas. In
this paper, we implemented the lexicon-based approach for identifying the polarity of the provided Facebook
comments. The data samples are from local Jordanian people commenting on a public issue related to the
services provided by the main telecommunication companies in Jordan (Zain, Orange and Umniah). The
produced results regarding the evaluated Arabic sentiment lexicon were promising. By applying the user-defined
lexicon based on the common Facebook posts and comments used by Jordanians, it scored (60%) positive and
(40%) negative. The general lexicon accuracy was (98%). The lexicon was used to label a set of unlabeled
Facebook comments to formulate a big dataset. Using supervised Machine Learning (ML) algorithms that are
usually used in polarity classification, the researchers introduced them to our formulated dataset. The results of
the classification were 97.8, 96.8 and 95.6% for Support Vector Machine (SVM), K-Nearest Neighbour (K-NN)
and Naive Bayes (NB) classifiers, respectively.

KEYWORDS

Jordan Telecom, Sentiment analysis, Lexicon-based, Polarity, Facebook comments, Machine learning, NLP.

1. INTRODUCTION

Language Processing (LP) is the field of computer science and artificial intelligence that mainly
studies human-computer language interaction [1]. SA and opinion mining is a field of NLP that
investigates and analyzes people's opinions, sentiments, evaluations, attitudes and emotions from
written language. It is one of the most active research areas in NLP and is also widely studied in data
mining, web mining and text mining [2][24].

The important part of information-gathering behaviour has always been to find out what other people
think. With the growing availability and popularity of opinion-rich resources, such as online reviews
and personal blogs, new opportunities and challenges arise, as people now can actively use
information technologies to seek out and understand the opinions of others. Polarity classification can
be applied in individual reviews to evaluate the goodness of a certain product [22][25]. The sudden
eruption of activity in the area of opinion mining and SA, which deals with the computational
treatment of opinion, sentiment and subjectivity in text, has thus occurred at least in part as a direct
response to the surge of interest in new systems that deal directly with opinions as a first-class object

[3].

To determine whether a sentence, text or any comment expresses a positive or negative sentiment,
three main approaches are commonly used: the lexicon-based approach, machine learning approach
and a hybrid approach. Figure 1 explains these approaches [4][29]. In this work, we implemented the
lexicon-based approach. The reason behind choosing the lexicon-based approach is that both machine
learning and hybrid approaches demand a labeled dataset for supervised learning. Also, Jordanians as
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other Arabs use their dialects and modern Arabized words, letters, symbols, paronomasias and
insinuations for expressing their opinions.

Companies (Zain, Orange and Umniah) interconnect through video, voice and data (mainly internet
browsing and social media). The cost of communications provided by those companies is too low
compared to neighbouring countries and the level of services provided is also very good, but
Jordanians do express their opinions, feelings and sentiments about those companies regarding cost,
coverage, offers, internet speed, ...ctc. These types of opinions may be an indicator of continuing or
leaving one company to another or from offer to offer. Most of those opinions, feelings and sentiments
are expressed using Jordanian different Arabic dialects in addition to lack of using Original Standard

Arabic.
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Customer churn analysis is a very common task in data analysis. It involves trying to predict whether
customers will quit or continue the contract. It is crucial to the telecommunication companies to
review and analyze their customers’ feedback to enhance their provided services and avoid losing their
contracts. NLP is a great method to automatically analyze sentiments and predict whether those
sentiments are positive or negative as an early indicator for the quality of the provided services.

In this work, we are proposing an approach to predict customer satisfaction with the services provided
by the telecommunication companies. The approach collects posts and comments from Facebook
pages related to Jordanian telecommunication companies in order to find out the customer attitude
toward these companies. After collecting and pre-processing the data, sentiment analysis is achieved
using the Lexicons-Based Approach (LBA). Owing to the amount of data handled, the work involves
automatic translation of English sentiment lexicon to create Arabic sentiment lexicons.

The paper is prearranged as follows. In Section 2, we review some of the previous research related to
the field of SA. Then, in Section 3, we introduce the lexicon-based approach for creating the dataset.
In Section 4, we apply supervised learning algorithms on the formulated dataset. In addition, we
describe the supervised learning model on both KNIME and ORANGE software and show the
experimental results and the evaluation of the anticipated method. Finally, we address the conclusions
and discuss future works in Sections 5 and 6.

2. LITERATURE REVIEW

Many kinds of research have been devoted to the field of SA [26]-[28]. Unfortunately, few works
consider discussing SA for the Arabic language. Moreover, research on Arabic sentiment analysis has
not perceived noteworthy developments yet, typically due to the shortage of sentiment resources in
Arabic [20]-[21].
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Rehab M. Duwairi and Islam Qargaz [5] carried out an experiment using Rapid miner, which is an
open-source machine learning software, to perform SA in Arabic text. The dataset was collected from
tweets and Facebook comments that address issues in education, sports and politics. In this study, the
main issue was determining the polarity (positive, negative or neutral) of the given text. The authors
applied two approaches: the machine learning approach and the lexicon-based approach. Three
supervised classifiers (SVM, Naive Bayes and K-NN) were applied on an in-house collected dataset of
2591 tweets/comments from social media to analyze the sentiment of Arabic reviews. Unfortunately,
the dataset was not large enough to make strong conclusions.

Rehab M. Duwairi [6] used classification for SA. After extracting Arabic tweets, the author applied
Naive Bayes (NB) and Support Vector Machine (SVM) classifiers. SVM and NB classifiers were used
on a big dataset that consists of almost 22500 Arabic tweets. The experiments involved comparing the
lexicon values without the dialect lexicon to the values with converting dialectical words into MSA
words. The results show the great impact of the dialect lexicon on the F-measure of the positive and
negative classes as well as the Macro-Precision, Macro-Recall and F-Measures. The results were
limited by the storage deficiency of the Rapid miner software used.

Ahmad A. Al Sallab et al. [7] concentrated on a deep learning framework to analyze the sentiment of
Arabic text with features based on the developed Arabic sentiment lexicon with standard lexicon
features. One supervised classifier (SVM) and four unsupervised classifiers (DNN, DBN, DAE and
RAE) were applied on a dataset of 3795 entries. Results show that RAE produces the best accuracy.

Haifa K. Aldayel and Aqgil M. Azmi [8] proposed a hybrid approach combining semantic orientation
and SVM classifiers. The used data passed through pre-processing operations to be ready to a lexical-
based classifier, then the output data became a training data for the machine learning classifiers. The
proposed approach used 1103 tweets. The experimental results show better F-measure and accuracy of
the hybrid approach.

Hala Mulki et al. [9] proposed two classification models to analyze the Arabic sentiment of 3355
tweets written with MSA and Arabic dialects. Authors considered the sentiment classification of
Arabic tweets through two classification models: supervised learning-based model and unsupervised
learning-based (lexicon-based) model. The conducted experiments showed better F-score and Recall
values using the supervised learning-based model. On the other hand, the unsupervised learning-based
(lexicon-based) model achieved better results if the stemming did not assign the lookup process.

Nora Al-Twairesh et al. [10] collected a corpus of Arabic tweets by collecting over 2.2 million tweets.
Authors presented the sequence of operations used in collecting and constructing a dataset of Arabic
tweets: cleaning and pre-processing the collected dataset included filtering, normalization and
tokenization. Later, with the help of annotators, the dataset was labeled with (positive, negative,
mixed, neutral or indeterminate). Then, the data was classified using the SVM classifier and provided
as a benchmark for future work on SA of Arabic tweets.

Hassan Najadat et al. [11] applied four supervised classifiers on a dataset of 4227 posts’ texts from the
Facebook pages to determine the efficiency of the main three telecommunication companies in Jordan:
Orange, Zain and Umniah, based on the SA of customers who use social media, especially Facebook.
The results were promising. However, the accuracy without sampling was better than that with
sampling.

Leena Lulu and Ashraf Elnagar [12] proposed neural network models from different deep learning
classifiers for the automatic classification of Arabic dialectical text. The proposed approach used the
manually annotated Arabic online commentary (AOC) dataset that consists of 110 K labeled
sentences. This approach yielded an accuracy of 90.3%.

Assia Soumeur et al. [13] and [19] focused on opinions, sentiments and emotions based on various

Facebook pages’ posts written in Algerian dialect. The authors applied two types of neural network
models: MLP and CNN, in addition to Naive Bayes to classify comments as negative, positive or
neutral. After considering the pre-processing steps, both models achieved good accuracy results with a
slightly better accuracy using the CNN model. This indicates obtaining higher accuracies using deep
learning models in general.

Jalal Omer Atoum and Mais Nouman [14] focused on SA of social media users’ tweets written in
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Jordanian dialect. After a sequence of pre-processing steps, the dataset was labeled with positive,
negative or neutral. The study applied two supervised classifiers, Naive Bayes and SVM, on the
tweets. The conducted experiments involved experimenting with different factors. The results show
higher accuracy values using the SVM classifier. Results also show that using stems and root trigrams
on balance data enhances the accuracy. In summary, Table 1 provides a comprehensive and
comparative overview of the studied literature for the research from [5]-[14].

Table 1. A comprehensive and comparative overview of the studied literature.

Paper Dataset Approach Features Classifiers Results (Accuracy)
Tweets Supervised SVM / NB | Best precision with SVM = 75.25%
5] Facebook machine learning N-grams in words
. K-NN Best recall with K-NN = 69.04%
comments Lexicon-based
Hybrid SVM Fl-score of SVM = 87%
[6] Tweets - Words
(superwse_d and Naive Bayes F1-score of NB = 88%
unsupervised)
SVM =45.2%
DNN
ArSenL-sentence DNN = 39.5%
. . DBN
71 LDC-ATE | Hbrid (supervised | 5\ qon) | emma DBN=413%
and unsupervised) DAE
Raw words Deep auto DBN = 43.5%
RAE
RAE =74.3%
; Unigrams
(o e:'étt’lr(')?] and SVM Fl-score = 84%
(8] Tweets machine learnin Bigrams
; 9 Lexical-based Accuracy = 84.01%
techniques) Trigrams
F1-score of SVM = 0.384
: ; g _ Naive Bayes
Super\{lsed Higher-order N F1-score of NB = 0.284
[9] Tweets learning grams (compared to SVM (LIBSVM)
unigrams up to F1-score of baselines = 0.249
Lexicon-based trigrams) : -score ot basetines = 0.
Baseline
Avg. Accuracy = 0.454
TF-IDF (term .
frequency — inverse varélégear Two-way: (Term presence) = 62.27%
- document
Supervised . -
[10] Tweets leaming frec}l::gﬁé/%;erm Two-way, three- Three-way: (Term presence) =58.17%
way, _fqur-yvay Four-way: (Term presence) = 54.69%
Term presence classifications
Naive Bayes Best accuracy with SVM without
. sampling: (Avg.) 93.7%
[11] Facebook posts S:Jep;ermlnsed Words SVM [/ DT
9 Best accuracy with SVM with
K-NN sampling: (Avg.) 73.54%
Arabic online Unsupervised Lexical-based LSTM ~ CNN
[12] commentary per Best Accuracy = 90.3%
AOC learning words BLSTM
(AOC) CLSTM
Word MLP MLP =81.6% CNN = 89.5%
Facebook Hybrid (supervised . L
(1] comments and unsupervised) (text from CNN NB: Before pre-processing = 60.11%
comments) Naive Bayes After pre-processing = 71.73%
Supervised N-grams in word SVM Accuracy of NB with trigram = 55%
[14] Tweets Semantic (unigrams up to N-
" L ~ 760
orientation gram) Naive Bayes SVM with trigram = 76%
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In addition to previously summarized literature in Table 1, Saif M. Mohammad et al. [16] applied two
different approaches to automatically generate several large sentiment lexicons. The first generating
method was using distant supervision techniques on Arabic tweets and the second method was
translating English sentiment lexicons into Arabic using a freely available statistical machine
translation system. The authors provide a comparative analysis of the new and old sentiment lexicons
in the downstream application of sentence-level SA.

Rehab Duwairi and Mahmoud EI-Orfali [18] approached SA in Arabic text using three perspectives.
First, investigating several alternatives for text representation; in particular, the effects of stemming
feature correlation and n-gram models for Arabic text on SA. Second, investigating the behaviour of
three classifiers; namely, SVM, Naive Bayes and K-nearest neighbor, with SA. Third, analyzing the
effects of the characteristics of the dataset on SA.

3. METHODOLOGY

Recently, many researchers have devoted efforts to studying the platforms of social media [30]-[31].
The interest in studying social media is due to the rapid growth of its contents as well as its impact on
people’s behaviour [15]. A major part of their studies focused on SA and opinion mining.

3.1 Collecting Sentiment Lexicons

In the lexicon-based approach, big efforts focused on the English sentiment lexicons [16] while little
focus was placed on Arabic sentiment lexicons. On the other hand, most of these efforts focused on
solving special problem statements. Arabic language sentence flow is a challenging issue due to many
reasons; for example, Arabic sentences are full of using negations, modals, intensifiers and
diminishers. Moreover, the Arabic language is very rich in prepositions, conjunctions, connected
pronouns, object pronouns, demonstrative pronouns, relative pronouns, pronouns, paronomasia,
insinuation and many other issues that require a lot of work when computerizing the Arabic language
understanding. Table 2 shows Arabic language controls.

Negators change lexicons from negative to positive and the other way around. For example, the word
(2=, happy) is a 100% positive sentiment word, but if it is preceded with any suitable negation as
(P pdiay Y Jums al cm 32) then it is negative (not necessarily, maybe neutral).

The same is valid for the negative sentiment words if preceded with any suitable negation; for
example, (Jb=) is a 100% negative sentiment word, but when negated like ( s ¥ ¢ Jlia (ud ¢ Sl 2
19z), then it is positive (not necessarily, maybe neutral). Arabic negations applied are such as ( «al ¢¥
58 e egs oA e e ol <), In diminishers, the word might be negative by itself, but in the sentence,
it gives a positive connotation (<l ) 3eluy) & Jiiy el pall & s S). Other examples are (0 )+ s
&b ac ), The Arabic language is rich in paronomasia words and sentences that give many
meanings, like (&) which has the meaning of (slave), (thin) or (gentle). The insinuations are close to
paronomasias, where the speaker may say positive words, but he/she means negative ones, like (1)
),

Table 2. Arabic language controls.

Controls Meaning in Arabic Example in Arabic Action
Negators AR Y L «al ¥ | Manipulate
Modals daBlil) Jlady) al mual | Remove
Intensifiers T dal<l ) <5 | Remove
Diminishers ciladliial) &k s | Phrases
Prepositions Alldiga o« | Remove
Conjunctions cilal) i g sl a3 | Remove
Connected Pronouns Aaia yilaa 4udi B elgll | Remove
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Demonstrative Pronouns LAY ilada o 1 | Remove
Relative Pronouns U gl gal) £lacsd) i | Remove
Pronouns Hlakll < < | Remove
Paronomasia 4, lasa iAe) | Phrases
Insinuation il las S g Y | Phrases

The approaches used to create Arabic sentiment lexicons can be broadly divided into three categories
[32]. The first and most used approach is strongly based on the automatic translation of English
sentiment lexicons and resources, either for all the entries in the lexicon or only for some parts. The
second approach relies on choosing seed sentiment words and then identifying the words that occur
alongside the seed words, using either statistical measures or simply using conjugates. The third
approach involves human effort in manually extracting sentiment words, either from Arabic
dictionaries or from datasets collected for Arabic SA and subsequently labeling these words with their
polarities (positive, negative, neutral) [17].

In this work, we created Arabic sentiment lexicons through the automatic translation of English
sentiment lexicons and the manual extraction of sentiment words. Next, we describe each of these
resources.

3.1.1 Manually Prepared Lexicon

Our work concentrates on the comments of Facebook users related to social, public issues. The
researchers had to add more words and phrases to the available lexicons because of the dialect phrases
and words used by commenters as well as using negators, intensifiers, paronomasias and insinuations.

The Arabic Sentiment Lexicon comprises 333 negative phrases, 369 positive phrases, 4956 negative
words and 2145 positive words, in addition to a largely manipulated negation applied on negative and
positive words (39648 negative negations and 17160 positive negations). These negations were made
through the concatenation of applicable negations with the sentiment's words and phrases. Figure 2
shows samples from the generated lexicons.

3.1.2 English Translated Sentiment and Emotion Lexicon

There are many English lexicons translated into Arabic, but they are hardly free of mistranslation or
have different synonyms [33]-[34]. In this work, we used some lexicons from Saif M. Mohammad’s
collection [16]. In this collection, the author used automatic translations of English sentiment lexicons
into Arabic. The study in [16] reveals that about 88% of the automatically translated entries are valid
for Arabic and around 10% invalid entries were the result of gross mistranslation. 40% of the invalid
entries occur due to translation into a related word and about 50% occur due to differences in how the
word is used in Arabic. The translations were often the word representing the predominant sense of the
word in the English source [16].

All those lexicons are very powerful in terms of Arabic sentiments words and would be helpful if
researchers were to mainly analyze texts written correctly according to the Arabic linguistic structure.
Unfortunately, most comments were written quickly, without correct wording (misspelling) or
informed prior thinking. The Facebook post was to get the opinions of users regarding services
provided by Jordanian Telecommunication Companies (Zain, Orange and Umniah) and subjects
(persons) of this study who put their comments on the post seemed to be in a hurry and with no
concentration when writing their comments. Most of those subjects used their own words to describe
the service or to talk about their own experience with the company using sentences not always free of
improvised created words, slang vocabularies and inclusion. Saif M. Mohammad and his team [16]
provided huge size files that need a lot of work and approval before applying them. However, we used
what seems to fit and applies to the conducted experiments.
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Figure 2. Sample from the lexicons.

3.2 Formulating Labeled Dataset

Related Facebook comments were collected from the Facebook!? pages of the Jordan telecom
companies with some reviews from different related comments. Figure 3 shows some sample
comments from Facebook regarding the services provided by the major telecommunication companies
in Jordan.
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Figure 3. Sample from the collected comments.

! https://m.facebook.com/OrangeJordan
2 https://m.facebook.com/zainjordan
3 https://m.facebook.com/Umniah
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After loading and labelling the collected comments, the researchers applied some text pre-processing
on them. Pre-processing is a vital step for getting sentimental text. The main tools that were used in
this step are Microsoft Excel and KNIME. Microsoft Excel was used in preparing and proofing the
lexicon words, concatenation of negations with lexicon words, removing modals, prepositions,
pronouns and intensifiers, as well as other text operations, like refinement and trimming of
demonstrative pronouns.

Meanwhile, KNIME was used in the analysis and labeling. The main pre-processing steps that were
performed are the following steps:

- Removing punctuations including apostrophe, colon, comma, dash, ellipsis, exclamation point,
hyphen, parentheses, period, question mark, quotation mark and semicolon.

- Replacing some letters and words with other letters or words that are known to the system. Here are
some examples: (1/)/)/oy 1), (s/sby &), (Cal/coad/) g/ (i wiaad)//lnad/Ludl/ i/ Gsdl/Cadlby adl), (3by
s), (sby ), removing (<) by replacing it with space, replacing (2= ¥/ iz Yhy o).

- Removing of propositions, such as: (2 «sle «oe « o «w).

- Tagging positive phrases, like (<l 4l 5 «dl 5 2 all) and negative words, such as: (4l s el | )
sailall FERTS c(,S:\s)

- Tagging of negations.

- The priority of tagging was as follows: negative phrases, positive phrases, negated negative, negated
positive, negative and positive. Note that after applying Dictionary Tagger in KNIME on a phrase or
word, it will not be changed. Mostly, the researchers focused on negative phrases and words, since this
solution follows the lexicon-based approach to perform sentiment analysis. A recent and
important work can be referred to in [2].

- Filtering the tagged words, so that only sentiment words are included in the counting of sentiments.
- Creating a bag of words that separate each group of sentiment words individually.
- Counting the frequency of each group.

- Calculating the result using Equation 1 and if the value gained from Equation 1 is greater than or
equal the mean (result), then the comment is POSITIVE; otherwise, the comment is NEGATIVE.

POSywords— NEGyord
Results = words wor (1)
TOT ALy ords

Figure 4 represents the previously mentioned steps for pre-processing, analyzing and labelling of
collected comments, then formulating a labeled dataset.

In this research, we have applied the KNIME Analytics Platform for analysis and labeling based on
the dictionary tagger. KNIME is a software built for fast, easy and intuitive access to advanced data
science, helping organizations drive innovation. KNIME* Analytics Platform became one of the
leading open solutions for data-driven innovation, designed for discovering the potential hidden in
data, mining for fresh insights or predicting new features. Figure 5 shows the KNIME analyzing and
labeling model.

From the model in Figure 5, KNIME parts, nodes, extensions and components of the model along with
its purpose are as follows:

- "Excel Reader (XLS)" node is designed for reading Text Data from Excel files. Here, we manually
collected the dataset from three Facebook pages. Then, we inserted it into the Excel sheet in addition
to other lexicon files.

- "Strings to Document” node converts the specified strings into documents. The input is a data table
containing string cells and the output is a table containing the strings of the data of the input table as

4 Knime official website: https://www.knime.com/about
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well as the created documents in an additional column.
- "Column Filter" node filters certain columns from the input table and allows the remaining columns

to pass through the output table.
- "Punctuation Erasure” node removes all punctuation characters of terms contained in the input
documents. Input is the table that contains the documents before pre-processing and output is the

table that contains the documents after pre-processing.
- "String Replacer" node is for replacing and removing pre-positions and other punctuations

previously listed. It replaces values in string cells if they match a certain wildcard pattern. Input is
arbitrary data and the output column contains the SA (NEG, POS) of each data column (comment).

The SA results are calculated using Equation 1.
The labeling process in this manner was unsupervised. It was depending on the collected data, either
from Arabic lexicons or English translated lexicons after refinement and filtering.

4. SUPERVISED MACHINE LEARNING

The previously described workflow in section 3 resulted in labeled data (unsupervised). To test the
accuracy of the proposed approach, we used the labeled dataset to formulate a Machine Learning
model using ORANGE software to implement the classifier. ORANGE is an open-source data
visualization, machine learning and data mining toolkit. It features a visual programming front-end for
explorative data analysis and interactive data visualization. ORANGE is a component-based visual
programming software package for data analysis. ORANGE’s components are called widgets and they
range from simple data visualization, subset selection and pre-processing, to empirical evaluation of
learning algorithms and predictive modeling. In ORANGE, visual programming is implemented
through an interface in which workflows are created by linking predefined or user-designed widgets,
while advanced users can use ORANGE® as a Python library for data manipulation and widget

alteration.

gvaluation
Leamer S Resuts iR
™ = A xue
vet T
= '%‘7 Q
s/\ T[ Test& score (1)  Confusion Matrix (1)
2, 2
SVM % L
(‘o -~
fa % o
B > &
S o
o 4‘03 ()
L=
1 s
9 52
2 O N Predictions )
5 o Evaluation Regits v
0 v A vien
S g xue
8 S ta
> TestDZ :)“*
*/ pata & o\Test & Score (2) Confusion Matrix
& %
57 e
3
Data N Data Sample — Data o
= Uity Sy - 3
i o (L0
= Datg A ?(ed\d -
i
File Data Sampler O% i Wo!
S Predictions (1
5’0 s%6 (1)
o & KNN
13 Q
FANCOR %
i
S
e? 09?3
¢ JeLo™® 3
y - P ®©
Mod® g o
2 <& v
Predictions (2) 2 QZ'Q) .
Leg . S
Naive Bayes Mer ?,1, \9"} Confusion Matrix (2)
® . &
'A &

Test & Score

Figure 6. ORANGE-workflow (ML model of SVM, NB and K-NN).

> ORANGE official website: https://orange.biolab.si/workflows/
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Experiments were conducted on the 1300 comments to produce a Predictive Machine Learning Model
(PMML) (supervised) using the PMML predictor. A text pre-processing step is necessary to remove
all unnecessary and misleading words. Then, we experiment with the pre-processed text on Machine
Learning. Figure 6 shows the workflow of the ML model implemented using ORANGE software.

After that, we tested the collected dataset using SVM, NB and K-NN algorithms, since they are the
most used algorithms in this context.

In summary, Figure 7 illustrates our proposed work from unsupervised labeling using a lexicon-based
approach till supervised learning verification of the labeled comments using the ML model.
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Figure 7. Methodology flow diagram.
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5. RESULTS

This paper has addressed SA in Arabic comments. First, we implemented the lexicon-based approach
for identifying the polarity of the provided text. Lexicons were two types of pure Arabic lexicons and
refined and filtered English translated lexicons. The data samples are from local Jordanian people
commenting on a public issue related to the services provided by the main telecommunication
companies in Jordan. Second, we used the resulting labeled dataset frequently used ML algorithms for
classification of comments in the absence of lexicons. The workflow in Figure 7 shows the whole
process starting with importing the data through labelling it and ending with classification and results
in SA. The procedure involves applying a user-defined lexicon based on the common Facebook posts
and comments used by Jordanians, which resulted in a (60%) positive comments and (40%) negative
ones. The total accuracy of lexicon-based labeling was calculated through a comparison between the
achieved results and the ones achieved through manually labeled comments by experts. The general
accuracy of lexicon-based labeling was (98%). Higher accuracy values can be accomplished by adding
more words and phrases to our lexicons.

Figure 8 shows a sample of the results. The SA column (F) is automatically produced using the
KNIME Software nodes (Tag Filter node in Figure 5). Researchers may see the partial results
comment by comment with their sentiments using (Document view node).
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In Figure 8 and by referring to Figure 5, column A is the comment, columns B and C are sentiments
that have resulted from the (TF node). This data is grouped (Group By) and columns are pivoted
(Pivoting) to produce column D (total sentiments). The (Math formula node) is calculating the result
(E) and finally with (Rule Engine node) a new column is added (F), which is our targeted LABELING
(Sentiment of the comment: POS or NEG). Figure 9 shows a sample of unlabeled comments provided
to the lexicon-based model, whereas the labeling results (SA) are shown in Figure 10.
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Figure 10. Unlabeled comments after labeling.

About 1300 comments were collected from Facebook pages and provided to the lexicon model for
labeling. The accuracy achieved was 98% based on some experts and by expressing some comparisons
with other labeled comments. Unfortunately, this model is still restricted to the availability of the
words or phrases in the lexicons. It is considered as unsupervised learning that depends on a
mathematical counting formula.

On the other hand, researchers can use the resulting labeled dataset to build an ML model that will
efficiently classify any newly outlet comments, which is considered a supervised learning model. To
perform the classification, we applied three classifiers; namely, SVM, NB and K-NN using ORANGE
software tool. The model for the three famous classifiers and its details are shown in Figure 6. The
accuracy results were very promising. Table 3 shows the accuracy results of those classifiers. Table 3
makes clear that all classifiers provided good results, but superiority was for the SVM classifier since
it is powerful when dealing with binary classification problems.

Table 3. Classification results.

Classifier Accuracy
Support Vector Machine (SVM) 97.9 %
k-nearest neighbor (K-NN) 96.8 %
Naive Bayes (NB) 95.6 %

6. CONCLUSIONS

This paper has focused on SA of Facebook Arabic comments for Jordanian telecom companies. The
output of our work was an Arabic Sentiment Lexicon, which comprises 333 negative phrases and 369
positive phrases. Besides, the researchers have collected 4956 negative words and 2145 positive words
in addition to a largely manipulated negation applied to negative and positive words. Most of the
phrases and words came from the Jordanian dialect and MSA in addition to the applicable sentiment
words from the English sentiments translated into Arabic.

The researchers implemented the lexicon-based approach for identifying the polarity of each of the
provided Facebook comments. Data samples are from local Jordanian people commenting on a public
issue related to the services provided by the main telecommunication companies in Jordan (Zain,
Orange and Umniah). The produced results regarding the evaluation of Arabic sentiment lexicon were
promising. When applying the user-defined lexicon based on the common Facebook posts and
comments used by Jordanians, it scored (60%) positive and (40%) negative. The general accuracy of
the lexicon was (98%). The lexicon was used to label a set of Facebook comments to formulate a big
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dataset of unlabeled comments. Using supervised Machine Learning (ML) algorithms that are usually
used in polarity classification, the researchers introduced them to our formulated dataset. The results
of the classification were 97.8, 96.8 and 95.6% for Support Vector Machine (SVM), K-Nearest
Neighbour (K-NN) and Naive Bayes (NB) classifiers, respectively. It is worthy to note that without
applying Arabic language grammar rules and Arabic sentence structure, any lexicon would fail in such
a task because of issues related to the Arabic language.

7. FUTURE WORK

The formulated lexicons can be improved by adding new phrases and words related to sentiments that
will improve the accuracy and quantity of labeling. The paper highlights the need to have a dedicated
website for uploading lexicons and datasets collected by researchers in the field of NLP which may be
helpful in this context. Moreover, there are other fields in NLP that rely on the lexicon approach,
which makes this work exploited in other tasks. To overcome some of the challenges of Arabic
sentiment analysis, we are considering the use of recourses as SenticNet [23].
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ABSTRACT

Text classification is the process of automatically tagging a textual document with the most relevant set of labels.
The aim of this work is to automatically tag an input document based on its vocabulary features. To achieve this
goal, two large datasets have been constructed from various Arabic news portals. The first dataset consists of
90k single-labeled articles from 4 domains (Business, Middle East, Technology and Sports). The second dataset
has over 290k multi-tagged articles. The datasets shall be made freely available to the research community on
Arabic computational linguistics. To examine the usefulness of both datasets, we implemented an array of ten
shallow learning classifiers. In addition, we implemented an ensemble model to combine best classifiers together
in a majority-voting classifier. The performance of the classifiers on the first dataset ranged between 87.7%
(Ada-Boost) and 97.9% (SVM). Analyzing some of the misclassified articles confirmed the need for a multi-label
opposed to single-label categorization for better classification results. We used classifiers that were compatible
with multi-labeling tasks, such as Logistic Regression and XGBoost. We tested the multi-label classifiers on the
second larger dataset. A custom accuracy metric, designed for the multi-labeling task, has been developed for
performance evaluation along with hamming loss metric. XGBoost proved to be the best multi-labeling
classifier, scoring an accuracy of 91.3%, higher than the Logistic Regression score of 87.6%.

KEYWORDS

Arabic text classification, Single-label classification, Multi-label classification, Arabic datasets, Shallow
learning classifiers.

1. INTRODUCTION

Large numbers of online repositories have been created continuously in the recent decades, due to the
non-stop flow of information, as well as the heavy usage of the internet and Web 2.0. This increase of
online documents was followed by a growing demand for automatic categorization algorithms. 80% of
this information is in an unstructured form and the most common type is the “textual” data. Although
it is considered to be an extremely rich source of information, it becomes harder to extract insights
from or deduce trends when it’s presented in enormous amounts. Machine learning techniques are
often used to organize massive chunks of data and perform a number of automated tasks.

Natural Language Processing (NLP) ?, is a field of study concerned with analyzing and processing
natural language data in large amounts. Machine learning algorithms, in addition to deep learning
methods, are used in NLP to fulfil several tasks like the text classification task. It is the task of
classifying text and assigning it appropriate tags, based on its content. The act of classification will
standardize the platform, make the process of searching information easier and more feasible and
simplify the overall experience of automated navigation.

Structuring data is also useful in the world of business and organizations. It will enhance the decision-
making, identify current trends and predict new ones. In addition to automating regular processes,
marketers can research, collect and analyze keywords by competitors.

Manual classification performed by experts is not always fruitful or efficient, due to human errors and
to the long time needed to do it. Using machine learning as an alternative is proving to be more
effective and, in some cases, more precise. Applications of text classification have been explored, such

1 This paper is an extended version of a short paper [44] that was presented at the 2" International Conference "New Trends in Information
Technology (ICTCS)", 9-11 October 2019, Amman, Jordan.

2 Natural Language Processing https://monkeylearn.com/natural-language-processing/
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as sentiment analysis [1]-[6], spam filtering [7]-[8], language identification [9], dialect identification
[10] and many more.

Some languages present big challenges to many NLP applications [11] and the Arabic language is one
of them. It is the mother tongue of over 300 million people and it is considered to be a significantly
inflected and derived language. Compared to the English language, the scale of computational
linguistic research on the Arabic language is relatively small but is now much bigger than what was
available about a decade ago.

The Internet World stats reports that the Arabic language is the 4™ most popular language among
online users, with an estimate of 226,595,470 Arabic users. As of April 2019, that number represents
5.2% of the world’s internet users. Additionally, it shows that 51.0% of all Arabic speaking people (in
2019) use the internet and that the language has the highest growth rate, of online users, among all the
languages in the last 19 years, scoring a percentage of 8,917.3%.

In this context, we present a newly constructed Arabic news articles dataset, collected by scraping a
number of websites for the purpose of our research. We implement 10 classical classifiers to predict
the most suited category for a certain news article. Moreover, we design a voting classifier that
classifies an article with respect to the output of selected models.

A developed system for Arabic news article single-labeling will extract text features from the text
using the Tf-IDF technique. In the training phase, all the articles are turned to feature vectors, which
will identify the common features that define each class separately. After the model is trained on the
features, it will easily predict the class of an article after being vectorized.

To label news articles under one of 4 classes, we propose a single-class classifier, using a supervised
machine learning approach. Two different vectorization methods were tested and compared to observe
the effects of using each on the accuracy of the models. Lastly, the effects of using a custom-made
stop words list in place of the built-in list provided by the NLTK library were also explored.

A decision to build a new multi-labeled Arabic dataset is made after analyzing the misclassified
articles, classified by the single-class classifier. The need to assign multiple tags to an article instead of
a single one was apparent and 2 classical classifiers were implemented for the task. The Tf-IDF
technique was also used to extract the linguistic features. To decompose the multi-labeling problem
into independent binary classification problems, we wrapped each of the classifiers in a OneVsRest
classifier.

With an objective to assign articles to multiple labels (out of 21 labels), we propose a multi-label text
classifier. We test the classifiers and evaluate them using a custom accuracy metric, along with
comparing the hamming-loss scores.

The remaining of the paper is organized as follows: literature review is presented in Section 2. Section
3 demonstrates the datasets. Section 4 describes the proposed classification systems. Section 5
presents the experimental results. Finally, we conclude the work in Section 6.

2. LITERATURE REVIEW

Several papers review the various English text classification approaches and existing literature in
addition to the many surveys covering the subject [12]-[14]. Some surveys that cover Arabic text
categorization are also available [15]-[16].

Light has been shed on the research papers that focused on using the classical supervised machine
learning classifiers, such as Decision Tree [17]-[19], NB [20]-[23], SVM [19], [22], [26]-[27] and
KNN [23], [26], while other authors preferred to explore text classification using deep learning and
neural networks [25] and some also witnessed an overall better performance [27]-[35].

Recently, more research works are focusing on Arabic text classification and on enriching the Arabic
corpus. In [36], the authors have compared the results of using six main classifiers, using the same
datasets and under the same environmental settings. The datasets were mainly collected from
(www.aljazeera.net) and it was found that Naive Bayes gave the best results, with or without using
feature selection methods.

Other papers focus on the feature selection method, like in [37]. Implementing the KNN classifier, the
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authors studied the effect of using unigrams and bigrams as representation of the documents, instead
of the traditional single-term indexing (bag of words) method. Moreover, on feature selection, in [38],
the authors investigated the performance of four classifiers using 2 different feature-selection methods
which are Information Gain (IG) and the (X2) statistics (CHI squared) on a BBC Arabic dataset. The
use of SVM classifier (with Chi squared feature selection) for Arabic text classification, in [39], gives
the best results. In [40], a new feature selection method is presented, where it outperformed five other
approaches using the SVM classifier.

Regarding the availability of Arabic datasets online, [41] suggests that some of the existing Arabic
corpora are not dedicated for classification, because either there are no defined classes such as 1.5
billion words Arabic Corpus [42], or the existing classes are not well-defined. Therefore, the authors
propose a new pre-processed and filtered corpus “NADA”, composed from two existing corpora:
OSAC and DAA. The authors used the DDC hierarchical number system that allows for each main
category to be divided into ten sub-categories... and so on. “NADA” has 10 categories in total, with
13,066 documents. We believe that the size is small with respect to the proposed number of categories.

In addition, [43] investigates text classification using the SVM classifier on two datasets that differ in
languages (English and Portuguese). It was found that the Portuguese dataset needs more powerful
document representations, such as the use of word order and syntactical and/or semantic information.

Overall, it is clear that the performance of classification algorithms in Arabic text classification is
greatly influenced by the quality of data source, feature representation techniques as the irrelevant and
redundant features of data degrade the accuracy and performance of the classifier. This work is an
extension of our work [44] on single-label classification.

3. DATASET

3.1 Single-label Dataset

We propose a newly collected dataset, consisting of 89,189 Arabic articles, tagged under 4 main
categories [Sports, Business, Middle East and Technology]. Using the web-scraping framework,
Scrapy, we collected data from 7 popular news portals (youm7.com, cnbcarabia.com,
skynewsarabic.com, Arabic.rt.com, tech-wd.com, arabic.cnn.com and beinsports.com).

Middle East e // usiness

Figure 1. Single-labeled dataset distribution percentages.

With more than 32.5M words, all the articles in the dataset have no dialects and are written in Modern
Standard Arabic (MSA). To avoid bias, it was essential to build a balanced corpus. On average, each
category almost has 22k articles. Table 1 and Figure 1 show the exact distribution of the articles, with
the count.

3.2 Multi-label Dataset

The same web scraping technique was used, in addition to others like BeautifulSoup and Selenium, in
a hunt for websites that publish Arabic articles with several tags. Numerous amounts of multi-labeled
articles, written in (MSA), were collected from 10 websites (cnhbcarabia.com, beinsports.com,
arabic.rt.com,  tech-wd.com,  youm7.com,  aitnews.com, masrway.com,  alarabiya.net,
skynewsarabic.com and arabic.cnn.com).
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Table 1. Articles count for each scraped news portal.

Websites Classes Articles Count
Sky News Arabia | Sports 7923

Sports 3800

. Tech. 1680

CNN Arabia Middle East | 21516

Business 3908
Bein Sports Sports 6603
Tech-wd Tech. 23682
Arabic RT Business 896
Youm7 Business 14478
CNBC Arabia Business 4653

As it is shown in Figure 2, the first collected dataset “Dataset 17 has 284,860 articles in total and was
used to train and test the multi-labeling classifiers, giving the results apparent in Table 3 and Table 5.
After studying the precision, recall and F1-score of each label, we decided to refine the dataset by
removing redundant articles found in categories like: “Business” and by enriching the rest of them.
The resulting dataset is called “Dataset 2” and contains 293,363 articles.

TAGS IN DATASET_I

Middle East i//// Business Middle East
(?i;:g] ///////// E?if:i} /////f

(73,472} (87,444}
{81,045} 8% {B3,B12) 28%

2 Sports
Technology Technalogy

TAGS IN DATASET_2

\\\\“

Business

Sports

Figure 2. Article distribution in multi-labeled dataset.

4. PROPOSED CLASSIFICATION SYSTEMS

4.1 Text Features

Vectorization is the process of feature building, by turning text into numerical vectors. In text
processing, words of the articles represent categorical features. This is a crucial step, as machine
learning algorithms are unable to understand plain text. The most commonly used methods for this
task are the Count Vectorizer and the Tf-IDF Vectorizer. Using a Count Vectorizer creates a Bag of
words that counts the frequency of each word. However, using a Tf-IDF Vectorizer increases the value
of the word proportionally to its count in a document, but is inversely proportional to its frequency in
the corpus. The Tf-IDF Vectorizer is composed by two terms:

e Term Frequency (TF): measures how frequently a word occurs in an article. Since every
article is different in length, it is possible that a term would appear much more times in long
articles than in shorter ones.

e Inverse Document Frequency (IDF): measures how important a word is by weighing down the
frequent terms and scaling up the rare ones.

It should be noted that unigram features are used in this work, as they reported better results when
compared to bigram features. To show the effects of the using each of vectorizers on the model’s
accuracies, we made a comparison to rule out the best method. We used a portion of the dataset,
containing approximately 40k articles belonging to 3 categories: (Middle East, Business and Sports).
Figure 3 shows the results of the comparison, where the higher accuracy percentages were scored by
the models using the Tf-IDF Vectorizer, which we decide to adopt in our work.
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Figure 3. Accuracy comparison between TF-IDF Vectorizer and Count Vectorizer.

In addition to that, we put together our own custom-made stop words list and tested it against the
NLTK built-in list. Higher accuracies were achieved using our list and we used it in further
experiments.

Lastly, Figure 4 describes the overall workflow of our system. As this is a supervised machine
learning approach, labels were one-hot encoded using sk-learn’s Label Encoder and fed to the
algorithms along side the vectors, during the training of the models.

Feature
Vectors

Logistic Regression
Decision Tree

ARABIC MultinomialNB
NEWS tfidfVectorizer, - SVM
ARTICLES XGBoost
Kneighbors
Random Forest
AdaBoost
MLP
I LABELS labelEncoder Nearest Centroid
Feature Predictive
Vector| Model
New
News I
Article 1
Expected Label

Figure 4. Summary of the work-flow of the classifiers.

4.2 Selected Classifiers

There exists an array of supervised shallow learning classifiers that are suitable to perform the text
classification task. These classifiers have to map input data to a specific predicted category. We
compared the results of 10 classifiers, in addition to a majority voting classifier. The classifiers are:

Logistic Regression: Logistic Regression is the appropriate regression analysis to conduct
when the dependent variable is dichotomous (binary). Like all regression analyses, the logistic
regression is a predictive analysis. It is used to describe data and to explain the relationship
between one dependent binary variable and one or more nominal, ordinal, interval or ratio-
level independent variables.

Multinomial Naive Bayes: Using Bayes Theorem, this classifier calculates the probability of
each label for a given data, then outputs the label with the highest probability. The classifier
assumes that the attributes are independent of each other. In other words, the presence of one
feature does not affect the presence of another; therefore, all the attributes contribute equally
in producing the output.

Decision Tree: This classifier resembles a tree, with each node representing a feature/attribute
and each corresponding leaf representing a result. Each branch represents a condition and
whenever a condition is answered, a new condition will be distributed recursively until a
conclusion is reached. Recursion is used to partition the tree into a number of conditions with
their outcomes.
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e Support Vector Machines (SVM): This is a supervised non-probabilistic binary linear
classifier that is extremely popular and robust. It constructs a model and outputs a line, known
as the hyperplane, between classes. This hyperplane separates the data into classes. Both linear
and nonlinear classification can be performed by the SVM classifier. The hyperplane can be
written as the vector of input articles ** satisfying w.x —b=0w.x —b =0 where ww is
the normal vector to the hyperplane and ¥ is the bias.

¢ Random Forest: This is a supervised ensemble learning-based classifier. It uses an array of
decision trees. The outcome class is determined as an aggregate of such trees. Technically,

given a set of articles #p¥zeeen¥p¥dze.xy and  their  corresponding  classes
Yu¥ar ¥a¥u Yo ¥, each  classification tree fb is trained using a random sample

(X ¥p) (X5 ¥5), where b ranges from 1 to the total number of trees. The predicted class shall be
produced using a majority vote of all used trees.

o XGBoost Classifier: This is a supervised classifier, which has gained popularity because of
winning a good number of Kaggle challenges. Like Random Forest, it is an ensemble
technique of decision trees and a variant of gradient boosting algorithm.

e Multi-layer Perceptron (MLP): This is a supervised classifier. It consists of three (or more)
layers of neuron nodes (an input and an output layer with one or more hidden layers). Each
node of one layer is connected to the nodes of the next layer and uses a non-linear activation
function to produce output.

o KNeighbors Classifier: This is a supervised classifier. In order to classify a given data point,
we take into consideration the number of nearest neighbors of this point. Each neighbor votes
for a class and the class with the highest vote is taken as the prediction. In other words, the
major vote of the point’s neighbors will determine the class of this point.

e Nearest Centroid Classifier: This is a supervised classifier. It’s a no parameter algorithm,
where each class is represented by the centroid of its members. It assigns to tested articles the
label of the class of training samples with mean (centroid) closest to the article.

e AdaBoost Classifier: This is a supervised classifier. It is a meta-estimator that begins by
fitting a classifier on the original dataset and then fits additional copies of the classifier on the
same dataset, but where the weights of incorrectly classified instances are adjusted such that
subsequent classifiers focus more on difficult cases.®

e Voting Classifier: It is a very interesting ensemble solution. It is not an actual classifier but a
wrapper for a set of different classifiers. The final decision on a prediction is taken by majority
vote.

It should be noted that only a number of supervised classical classifiers are suitable for the multi-
labeling tasks and they are implemented using specific methods. For example, Logistic Regression and
XGBoost both can classify text into multiple labels if each of them is wrapped in a OneVSRest
Classifier. This will divide the bigger classification problem into many sub-problems.

We used the TF-IDF technique to vectorize the articles and used the default hyperparameters for each
classifier. To encode the labels, we used MultiLabelBinarizer () that returns the string labels assigned
to each article in a one-hot encoded format.

5. EXPERIMENTAL RESULTS AND DISCUSSION

5.1 Setup and Pre-processing
5.1.1 Single-label Text Classification

The main objective is to conduct a comparative study on 11 classification models, testing them in
classifying Arabic news categories. All classifiers are implemented using the popular scikit-learn
(machine learning in Python). The experiment begins with classifying the articles, then analyzing the
results and determining the best classifier. After that, the same algorithms will be trained and tested on
another newly reported dataset called ‘Akhbarona’ [34]-[44], that divides the articles into 7 classes.

3 https://scikit-learn.org/stable/modules/generated/sklearn.ensemble. AdaBoostClassifier.html


https://en.wikipedia.org/wiki/Normal_(geometry)
https://scikit-learn.org/stable/modules/generated/sklearn.neighbors.NearestCentroid.html#sklearn.neighbors.NearestCentroid
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We used the 80/20 ratio to split our dataset, where 80% of the data is in the training set, consisting of
71,707 articles and 20% in the testing set, containing 17,432 articles. More than 344k features were
extracted from the training set. It should be noted that 10% of the training dataset is used for validation
purposes in order to fine-tune parameters.

We report the accuracy score for each classifier, to evaluate their performance, which is calculated as
the ratio of the number of correctly classified articles.

Moreover, cleaning and pre-processing the text are mandatory and recommended specially for text
collected from the web. All non-Arabic content is removed and the articles are processed by
eliminating punctuation, isolated characters, qur’anic symbols, elongation and other marks, along with
the stop words.

Because the dataset is large enough to assign enough samples for each Arabic character, we believed
that the normalization step is not necessary. In contrast to most research works on Arabic
computational linguistics that apply normalization on the collected corpus, we skipped it as it can
affect the meaning of some Arabic words. The stemming step is also skipped, as it results in a less
deep view of the semantic relationships of the words, as it is concluded in [45].

5.1.2 Multi-label Text Classification

For this classifying approach, the dataset is split into 80% training set consisting of 118,700 labeled
articles and 20% testing set consisting of 29,676 articles. The same text pre-processing steps used on
the single-labeled dataset are used on the multi-labeling dataset.

A portion of the multi-labeled dataset proposed earlier, “Dataset 2” has been used to train and test the
models. We chose to train on the labels with the highest frequency, because the performance of
supervised deep learning classifiers is highly dependent on the number of instances for each label.
Figure 5 shows the count of the 21 labels chosen from the dataset.
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Figure 5. Tag count used in multi-labeling experiment using “Dataset-2".

One evaluating metric we used is a custom accuracy metric, to evaluate the accuracy of the
predictions. It calculates the ratio of correctly predicted tags (output as 1) over total expected tags
(originally 1 in dataset). The more correct labels the model predicts, the more accurate it is. We choose
a threshold of 50%, meaning that if the probability percentage of the tag is equal to or higher than
50%, then its value will be set as 1.

The second metric is the hamming loss, which is a commonly used metric for multi-labeling tasks. It is
the fraction of wrongly predicted labels to the total number of labels. The smaller the value, the better
results the model is achieving. Figure 6 shows the relative distribution of the tags in “Dataset 2”,
where the highest number of tags for an article is 6 and the lowest is 2.

5.2 Performance Evaluation
5.2.1 Single-label Text Classification

All the classifier models were implemented using Scikit-learn and by using the default hyper-
parameters as a black-box, with the addition of L1 penalty for some of the classifiers. The proposed
classifiers were tested using the testing set. Figure 7 shows the accuracy scores of each classifier. The
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percentages are exceptionally high and prove the strength of the default hyper-parameters used in the
system.
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Figure 6. Tag count used in multi-labeling experiments.
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Figure 7. Accuracies for single-labeling classifiers using our dataset.

Producing the best result of 97.9% is the SVM classifier, while the worst percentage was produced by
Ada-Boost. 4 classifiers achieved scores between 97.5% and 97.9% and the overall average of the
percentages was 94.8%.

Two of the algorithms (KNeighbors and MultinomialNB) scored higher than the average, with
percentages of 95.4% and 96.3%, respectively. The other models scored lower than the average with
percentages ranging from 87.7% to 94.4%. The confusion matrix for SVM, the best classifier, is
shown in Figure 8, while Figure 9 shows the matrix of the worst classifier Ada-Boost.
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Figure 8. Confusion matrix for the best classifier. Figure 9. Confusion matrix for the worst classifier.
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The matrices highlight that the 2 categories (Business and Middle East) had the greatest number of
misclassifications and we believe that this is caused by feature similarity between the two. Table 2
shows the scores of the additional accuracy metrics used. The majority voting classifier and the SVM
achieved the highest F1-score of 97.9%. The lowest score of 87.7% was produced by AdaBoost.

Table 2. Accuracy metrics for classifiers tested on our dataset.

Algorithms Precision | Recall | F1-score
Logistic Regression 0.98 0.98 0.98
SvC 0.98 0.98 0.98
DT Classifier 0.91 0.91 0.91
Multinomial NB 0.96 0.96 0.96
XGB Classifier 0.94 0.93 0.94
KNN Classifier 0.95 0.95 0.95
RF Classifier 0.95 0.94 0.94
Nearest Centroid 0.95 0.94 0.94
Ada-Boost Classifier 0.89 0.88 0.88
MLP Classifier 0.98 0.95 0.95
Voting Classifier 0.98 0.98 0.98

5.2.2 Multi-label Text Classification

Table 4 displays the evaluation metrics scores of both OVR-Logistic Regression and the OVR-
XGBoost using “Dataste 2”. The average of the accuracies is 89.4%. XGBoost scored the highest of
the two with a 91.3 % accuracy, while Logistic Regression scored an 87.6% accuracy. The hamming
loss scores were low, where XGBoost scored the lowest with a percentage of 1.54% and Logistic
Regression scored a percentage of 1.8%. The results prove that the XGBoost classifier was the better
of the two.

Table 3. Evaluation metrics for multi-label classification using “Dataset_1”.

Evaluation metrics OVR-Logistic Regression | OVR - XGBoost
Custom Accuracy 81.3% 84.7%
Hamming Loss 2.24% 2.22%

Table 4. Evaluation metrics for multi-label classification using “Dataset_2".

Evaluation metrics OVR-Logistic Regression | OVR - XGBoost
Custom Accuracy 87.6% 91.3%
Hamming Loss 1.8% 1.54%

Table 5. Accuracy metrics for OVR-XGBoost classifier using “Dataset 1.

Labels Precision | Recall | Fl-score | Support
Business 0.99 0.98 0.98 5154
QOil 0.92 0.98 0.91 2026
Business-America 0.91 0.72 0.81 1549
Business-Egypt 0.93 0.92 0.92 1197
Business-Saudi 0.86 0.83 0.85 1154
Middle East 1.00 1.00 1.00 9164
Syria 0.95 0.91 0.93 3181
Egypt 0.96 0.90 0.93 2270
Yemen 0.95 0.87 0.91 1774
Saudi 0.88 0.82 0.85 1759
Iraq 0.94 0.86 0.90 1616
Sports 1.00 0.99 0.99 7428
Premier League 0.92 0.91 0.92 3193
Real Madrid 0.90 0.90 0.90 2120
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Barca 0.91 0.90 0.90 2048
Football 0.86 0.43 0.57 1856
Technology 0.98 0.98 0.98 6529
Android 0.62 0.25 0.36 2187
Apple 0.55 0.14 0.22 1566
Google 0.61 0.33 0.43 2319
Social Media 0.74 0.19 0.30 1630

Lastly, we calculated the F1-scores, precision and recall for each label predicted by the XGBoost
classifier. The results shown in Table 6 slightly vary due to the imbalance in support numbers.

Table 6. Accuracy metrics for OVR-XGBoost classifier using “Dataset_2”.

Labels Precision | Recall | Fl-score | Support
Business 0.97 0.94 0.95 5116
Qil 0.91 0.89 0.90 2041
Business-America 0.90 0.69 0.78 1557
Business-Egypt 0.91 0.84 0.87 1163
Business-Saudi 0.84 0.72 0.78 1162
Middle East 0.98 0.98 0.98 9197
Syria 0.94 0.90 0.92 3222
Egypt 0.93 0.86 0.90 2224
Yemen 0.94 0.87 0.90 1804
Saudi 0.83 0.76 0.79 1710
Iraq 0.92 0.86 0.89 1633
Sports 1.00 0.99 0.99 7309
Premier League 0.92 0.90 0.91 3136
Real Madrid 0.92 0.87 0.89 2169
Barca 0.90 0.88 0.89 2041
Football 0.81 0.43 0.56 1757
Technology 1.00 0.99 0.99 8054
Android 0.89 0.87 0.88 2493
Apple 0.93 0.86 0.89 2463
Google 0.87 0.87 0.87 1715
Social Media 0.94 0.90 0.92 2433

5.3 Sample Experiments
5.3.1 Single-label Text Classification

This phase is divided into 2 parts. The first part is to test the performance of the best classifier (SVM)
by checking the predicted class of an article taken from the testing set.

Figure 10 shows an example of an article grabbed from the testing set and originally tagged as
Technology. The SVM model assigned the same tag for the article with a confidence of 95.7%. For the
record, our model has clearly shown how robust and coherent it is by showing a confidence of 99.6%.

Moreover, we further studied the predictions of the model on the test set by checking a portion of the
misclassified articles. In our investigation, the model proved that some of the articles were a good fit
under the predicted categories more than the originally assigned categories by the news website. In
Figure 11, we show an article that is tagged under the “Technology” category. However, after
checking the article, we are convinced that the “Business” category is more suited for this article
which is the same category that was predicted by the SVM classifier. This proves again that the model
is precise and trustworthy.

Finally, the article in Figure 12, taken from (cnbcarabia.com), was originally tagged as “Business”.
The SVM model was more biased for the “Middle East” tag with a probability percentage of 40.3%.
The model was also giving a percentage of 37.7% for the “Business” tag. The small difference in the
confidence was toward the more suited tag.
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Figure 10. Example of a correctly classified news article.
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Figure 11. Example of an incorrectly classified news article as “Business”.
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For the second part of the testing, we experimented with a recently reported dataset (Akhbarona). It’s
an unbalanced dataset that consists of seven categories [Medicine, Politics, Sports, Religion, Culture,
Technology and Business] holding 46,900 articles. The dataset is cleaned by removing elongation,
punctuation, Arabic digits, isolated chars, qur’anic symbols, Latin letters and other marks. We split the

dataset into 80% training and 20% testing.

It can be stated that lower accuracies are to be expected by the models for 2 reasons; the increase in
the number of categories will lead to a higher possibility of misclassifying an article and the

unbalanced dataset may steer the classifier to be biased to a certain class.

Table 7 demonstrates the accuracy results that have been obtained on Akhbarona dataset. The SVM
classifier proved to be the best classifier by producing an accuracy of 94.4% on the test set. In



True label
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contrast, the Ada-Boost classifier produced no more than 87.7%. The average of the accuracies is 90%
only. Furthermore, four classifiers were producing a close result to the best classifier with a range
from 94.4% to 93.9%. The KNeighbors classifier performed above the average with an accuracy of
90.8%. The other six classifiers performed below the average with accuracy scores ranging from
77.9% to 88.4%. Figures 13 and 14 show the confusion matrix of the best classifier (SMV) and the
worst classifier (Ada-Boost).
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Figure 12. Another example of an article classified by SVM.

Table 7. Classifiers’ accuracies on “Akbarona”.

Algorithms Accuracy %
Logistic Regression 93.9
SVC 94.4
DT Classifier 83.0
Multinomial NB 88.0
XGB Classifier 88.4
KNN Classifier 90.8
RF Classifier 87.8
Nearest Centroid 86.2
Ada-Boost Classifier 77.9
MLP Classifier 94.1
Voting Classifier 94.3

Confusion matrix of the SVM classifier
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Figure 13. Confusion matrix for the best Figure 14. Confusion matrix for the worst
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In Table 8, four different classifiers: (SVM, Logistic Regression, MLP and the voting classifier)
scored the highest F1-score of 94%, while Ada-Boost scored the lowest score of 78%.

Table 8. Accuracy metrics for classifiers testing on “Akbarona”.

Algorithms Precision | Recall | F1-score
Logistic Regression 0.94 0.94 0.94
SVvC 0.94 0.94 0.94
DT Classifier 0.83 0.83 0.83
Multinomial NB 0.91 0.88 0.88
XGB Classifier 0.89 0.88 0.88
KNN Classifier 0.91 0.91 0.91
RF Classifier 0.88 0.88 0.88
Nearest Centroid 0.89 0.86 0.87
Ada-Boost Classifier 0.80 0.78 0.78
MLP Classifier 0.94 0.94 0.94
Voting Classifier 0.94 0.94 0.94

5.3.2 Multi-label Text Classification

During this phase, we test the performance of the OneVsRestXGBoost Classifier on recently published
articles. Figure 15 shows an article taken from “Arabic.cnn.com”. The article discusses how the
coronavirus could possibly impact the smartphones industry, since most of these factories are located
in China. It’s originally tagged under “Business” only. Looking at the content of the article, it seems as
it heavily talks about Technology as well. The XGBoost classifier picked up on both topics and
predicted “Technology” and “Business” labels.

$2,S31 ATlggll elia e LigjgS uopd 1iga Ja
::‘; o 2020 Elus / ulies 08 ipusasll yiu | slaoisl

8)glg aiSall LaTlggll ailphl datino aSpb 1St wuyin -- (CNIN) &1S3p0 0l 5anXall culyslgll cgSunnilya ol
-@llall Joo @lganall catiggll dcllun JBjoy 15 UgygS Jugpid ul so pllall 8 osgall

JEg guall o8 sugpall a3 e Tifjs 23181 gyl lgalf auagd muaas lgil dlay il pgs "pgsligs” —ulag
ligyeS Jugpd yili Joo 5y oSl callin® @il 5paill alydll &islas Juls callgasily (olsh @spill (Jlall paall
ayyoill Alualiug Alganall cailggll Sl wallall e

&jaill Solspd caalel i Auallall &laill Jlackll e 1S JSdy Gugpall i i a5g . guall b agalias
lam o Gilw Sidg 8 elall bail jlawd Cdning cguall g (s LgTilag Olphall Silsps caally aliall ilis
Jeais Ilasally giiaill o guall e s JSu salad il (&usall callggll Aclive Laul 615 of Jaiaall gog
of las padll sgiuall tayspail lasg cpuall go uls (nalall plall @il Syl Cauni lga O "pgsligs”
gl (8 o) jguds pgand « Jo @Spl ells (4 Las i lgiilas (1o Maall

$5ai iligyeS jugpd aig jokl jlpaiwl go” ail dasil ooy Splll (s3uaiill iyl AsgSidge A Jlag

né gagll ligs Igpl Guall clilgl =llisq . agislileg lisyjgag liftlazg puall b posllsS albigs (3o uazll
 Bosasll

oo Jolll 0gils /paus b aiiall gspll jilgs jlile 5.08 ualy aflge ge aflpddl dcliva @$ps ilel 35 uilsg
18 A Lgaloff Semanil laiy o alall slall o 8580 S5 e %5 lmyad 33l 02019 slall

Figure 15. Example of a news article classified by OVR-XGBoost.

Another interesting article that has been correctly predicted by the model is shown in Figure 16. This
time, it is taken from the “arabic.rt.com” website, where it was originally tagged with “Sports”,
“Premier League”, “Real Madrid” and “Barcelona”. All of them were accurately predicted, without
missing a single one. In Figure 17, the article originally is tagged under the “Business” category. Our
trained classifier added to this tag two other labels: “Oil” and “Saudi Business”. This shows how
specific the predictions by the model are.
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Figure 16. Example of a correctly classified news article by OVR-XGBoost.
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Figure 17. Example of a news article classified by OVR-XGBoost.
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Figure 18. Example of a misclassified news article by OVR-XGBoost from the test set.
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Lastly, in Figure 18, we show an example of a misclassified article grabbed form the testing set. The
article is originally tagged as “Middle East”, “Egypt” and “Yemen”. The predicted results show that
the model has agreed with the author to a certain level, by predicting “Middle East”, “Yemen”, in
addition to two other additional tags: “Iraq” and “Syria”. Along with the absence of the tag “Egypt”,
we found that the model’s overall prediction was much more suitable for the article and its content,
proving that it can rectify human errors.

6. CONCLUSIONS

In summary, this paper has presented both a multi-class text classifier system for Arabic news articles
and a multi-label classifying system. We propose a single-labeled dataset that holds over 89k Arabic
news articles divided into 4 categories, from seven websites. Another dataset is also proposed that
contains 293k multi-labeled Arabic articles along with their tags, scraped from 10 different websites.
The first dataset was examined by 11 different classifiers, all trained and tested using the single-
labeled dataset. From 87% to 97% is the range of final accuracies, where the SVM classifier scored
the top accuracy and F1-score. The voting classifier was used in hopes of improving the accuracy, but
the resulting percentage is comparable to the SVM classifier’s score. To further explore how robust
our proposed system is, we conducted additional experiments on a recently reported dataset
“Akhbarona”. The dataset has 7 classes and the results of using it for training and testing the same
classifiers were as good as on our dataset. The highest accuracy was scored by the SVM classifier as
well. The second dataset was examined by implementing and comparing the results of two different
classifiers. A custom accuracy metric was implemented to evaluate the performance along with
hamming loss metric. The OVR-XGBoost classifier performed better than OVR-Logistic Regression
classifier, scoring 91.3% accuracy, while Logistic achieved 87.6%.

In future, we intend to increase the number of classes in the single-labeled dataset and the number of
labels in the multi-labeled dataset, which will require more scraping scripts. We would also like to
compare and study our results with some deep learning methods.
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ABSTRACT

One of the best ways of communication between deaf people and hearing people is based on sign language or
so-called hand gestures. In the Arab society, only deaf people and specialists could deal with Arabic sign
language, which makes the deaf community narrow and thus communicating with normal people difficult. In
addition to that, studying the problem of Arabic sign language recognition (ArSLR) has been paid attention
recently, which emphasizes the necessity of investigating other approaches for such a problem. This paper
proposes a novel ArSLR scheme based on an unsupervised deep learning algorithm, a deep belief network
(DBN) coupled with a direct use of tiny images, which has been used to recognize and classify Arabic
alphabetical letters. The use of deep learning contributed to extracting the most important features that are
sparsely represented and played an important role in simplifying the overall recognition task. In total, around
6,000 samples of the 28 Arabic alphabetic signs have been used after resizing and normalization for feature
extraction. The classification process was investigated using a softmax regression and achieved an overall
accuracy of 83.32%, showing high reliability of the DBN-based Arabic alphabetical character recognition
model. This model also achieved a sensitivity and a specificity of 70.5% and 96.2%, respectively.

KEYWORDS
Arabic sign language, Sign language recognition, Deep belief network, Softmax regression, Classification.

1. INTRODUCTION

The most natural ways that human beings used to communicate with each other are by using voice,
gestures and human-machine interfaces. The last method is still very primitive and forces us to adapt
to the machine requirements. Also, the use of voice signals to communicate with hearing-impaired
people is impossible or not desirable at all. However, deaf signs or gesture signs of sign language can
be desirable and used to communicate with deaf people during their daily life. It’s well-known that
sign language is the language of deaf people that depends on the body movements or any visual-
manual way, particularly the human hands and arms, to convey meanings, where the deaf sign
language is typically different from one language to another and from one country to another.

In the Arab society, the community of Arab deaf people is small and very limited; this is due to the
fact that only specialists deal with them. Statistics show that over 3% of the Palestinian population are
hearing-impaired [1]. Also, according to the Palestinian Central Bureau of Statistics, 19% of disabled
Palestinian people are deaf and mute [2]. Indeed, helping those people is very important and thus
developing technical systems capable of translating sign languages into text or spoken language is
highly needed. Developing such systems will definitely participate in facilitating the communication
between the hearing-impaired and hearing people. In addition to that, it has been shown that Arabic
sign language (ArSL) is the most difficult recognition task among other foreign sign languages due to
its unique structure and complex grammar [3], where the researchers in the Middle East and Arab
countries started to pay attention to this problem in the early 1990s. Therefore, developing recognition
systems for ArSL is still an open question and a challenging task, which involves three phases of
recognition: the first phase is alphabets recognition; the second one is the recognition of an isolated
word with one sign and finally, the recognition of a word that contains continuous signs. However, we
have seen that most of the existing ArSLR models have been satisfactory for Arabic alphabet
recognition with excellent accuracy. Figure 1 shows the 30 letters of Arabic alphabet.

Generally, ArSLR can be performed through two main phases: detection and classification. In the
detection phase, each captured image is pre-processed, improved and then the Regions of Interest
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(ROI) are identified using a segmentation algorithm. The output of the segmentation process can thus
be used to perform the classification process. Indeed, the accuracy and speed of detection play an
important role in obtaining accurate and fast recognition process. In the recognition phase, a set of
features are extracted from each segmented hand sign and then used to perform the recognition
process. These features can, therefore, be used as a reference to understand the differences among the
different signs.

2ED

3

Eﬂ"ﬁﬂ
EEEmE

E’IEEIﬁ
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Figure 1. Left: Original Arabic sign language alphabet [4]. Right: The corresponding 32x32 small
images.

As mentioned earlier, ArSLR systems have only been paid attention recently [5]-[7]. Some of these
attempts are vision-based ArSLR and used the K-nearest neighbor rule [5] or used the hidden Markov
model (HMM) [6] and achieved promising results. Some others are sensor-based ArSLR and used the
CyberGlove coupled with principal component analysis for feature extraction, followed by a support
vector machine (SVM) [7]. Therefore, investigating and developing a new ArSLR model are
important and using alternative approaches has to be considered. This paper thus proposes an
alternative simpler Arabic sign recognition system based on deep feature extraction methods followed
by a simple linear classifier method. Deep learning models have recently shown significant successes
in different applications, such as robotics [8], neuroscience [9], traffic sign recognition [10], object
detection and recognition [11], audio recognition [12], Bib number detection and recognition [13],
Arabic handwritten recognition [10], [14] and image compression and information retrieval [15]-[16].

The rest of the paper is organized as follows. Section 2 presents an overview of the related works.
Section 3 presents the proposed model for the recognition of 28 Arabic machine-print characters.
Section 4 details the experimental results. Finally, the discussion and conclusions are presented in
section 5.

2. RELATED WORKS

Generally, sign language recognition systems for American, British, Indian, Chinese, Turkish and
many international sign languages have received much attention compared to the Arabic sign
language. A review of the recent development in sign language recognition for foreign languages can
be found in [17]-[20]. Also, most of the proposed approaches to the problem of ArSLR have given
rise to sensor-based techniques [7], [21]-[22]. Sensor-based model usually employs sensors attached to
the hand glove and a look-up table software is usually provided with the glove to be used for hand
gesture recognition. However, image-based ArSLR techniques have recently emerged and have been
investigated [23]-[29]. The task of image-based ArSLR typically requires firstly producing an
appropriate code for the initial data and secondly using this code to classify and learn the alphabet in a
fast and accurate manner. Image-based model usually uses video cameras to capture the movements of
the hand. However, image-based techniques exhibit a number of challenges, including lighting
conditions, image background, face and hand segmentation and different types of noise.

Different classification approaches (generative & discriminative methods) have recently been
developed and used to address the problem of ArSLR and most of them focused on recognizing the
signs of Arabic alphabet [23], [26]-[27], [30]-[33]. In particular, the authors in [23] developed a
neuro-fuzzy system, which includes five main stages, including image acquisition, filtering,
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segmentation, hand outline detection followed by feature extraction. The conducted experiment
considered the use of the bare hand and achieved a hit rate of 93.6%. The author in [32] has also
introduced an automatic recognition of the Arabic sign language letters. For feature extraction, Hu's
moments are used and for the classification process, the moment invariants are fed to an SVM. A
correct classification rate of 87% was achieved.

The authors in [26] proposed an automatic ArSLR system, that translates isolated Arabic word signs
into text, which involves four main stages: hand segmentation, tracking, feature extraction and
classification. This proposed model achieved a correct recognition rate of 97% in signer-independent
mode. Another recent ArSLR model based on optical flow-based features and HMM was proposed in
[30]. In this model, the signs were transformed using four transformation techniques, including:
Fourier Transform (MFT), Local Binary Pattern, Histogram of Oriented Gradients (HOG) and
combination of HOG and Histogram of Optical Flow. The best classification result was achieved using
HMM with MFT features with an accuracy of 99.11%.

Furthermore, the authors in [31] proposed an isolated sign language recognition system that extracts
geometric features from a camera for the hand gesture and builds a geometric model for the hand
gesture. Using the extracted geometric features, the recognition process of a specific gesture was then
performed using the rule-based classifier. The proposed model was tested on seven Arabic words and
achieved an overall classification rate of 95.3%. Another work in [32] described two dynamic sign
language recognition systems based on two different methods; real-time (online) and offline ones. The
comparison was made between the two methods and it was found that the recognition rate for the
online hand gesture recognition is lower than the recognition rate for the offline system, which
underlines that further enhancements are still needed to improve the real-time recognition
performance.

Moreover, several recent attempts have been proposed to use recurrent neural networks (RNNs) [34],
convolutional neural networks (CNNSs) [27], [31] to achieve ArSLR. More specifically, the authors in
[34] proposed to use RNNs together with colored gloves in their experiments. This proposed model
achieved an accuracy rate of 89.7%, while a fully recurrent network improved the accuracy to 95.1%;
however, it complicated the learning process. The authors in [31] proposed to use 3D CNNs to
recognize 25 gestures of Arabic sign dictionary. In this model, the features were extracted with deep
behaviour and the proposed model achieved a correct classification rate of 85% for the testing data.
Finally, a similar ArSLR approach was proposed in [27] based on CNNs and direct use of softmax
regression. When 50% of the dataset was used for training, this similar approach achieved 83.27% of
correct classification rate, while when the training dataset was increased to 80%, the correct
classification rate increased to 90.02%.

Although most of the current approaches have achieved excellent classification results, some of them
are either based on sophisticated classifiers, such as [32], or based on complex learning methods, such
as [26]-[27], [31], [33]. In contrast, this paper proposes a deep learning approach that uses a fast
learning technique, a Restricted Boltzmann Machine (RBM) and a simple linear classification method.
The simplification of the overall classification process of Arabic sign letters must also achieve
accurate results. This hypothesis is based on improving the linear separation between signs of Arabic
alphabet in the learning phase. This can be achieved by using a powerful machine learning method
capable of extracting appropriate features that can be used later to generate an appropriate code for the
classification phase. The proposed model is illustrated in the following section and has been recently
proposed as a perspective study in our previous publication [35], where it is mainly based on Deep
Belief Networks (DBNs) and softmax regression.

3. MATERIALS AND PROPOSED MODEL

3.1 ArSL Dataset and Data Preprocessing

The ArSL dataset used in this paper to test the proposed model was collected by Suez Canal
University and used by [4]. In brief, this dataset consists of 210 gray-scale images representing the
gestures of 30 Arabic letters; i.e., 7 images for each letter gesture. As stated in [4], the dataset has been
captured with different rotations, under different illumination conditions and based on various
volunteers who have different hand sizes. In our experiments, we used the first 28 signs of the Arabic
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letters, as shown in Figure 1. 50% of these images were repeated to create a sufficient dataset of a total
of 6000 images, which were randomly distributed into groups to make them appropriate for epoch
training method. The other sub-set was used for testing the proposed model.

One can see that ArSL images contain a lot of hand features, borders, corners and edges which will
contribute and foster the learning network to extract localized and sparse features based on a deep
learning approach. It has been shown that the typical input layer of DBN training should be
approximately around 1000 pixels, which requires a significant reduction of the original images [8].
Therefore, all images were cropped and significantly reduced to 32x32 = 1024 pixels with a fixed
scale, as shown in Figure 1 (right). Despite the big reduction, one can see that the reduced images
remain fully recognizable. It has also been shown that DBNs are still capable of extracting interesting
features from tiny images [8], [36]. To ensure the network to learn sparse and localized features with
higher-order statistics, the tiny images were locally normalized with zero-mean and unit variance. It
has recently been shown that the local normalization method achieved better results in terms of feature
extraction and classification [8]. Consequently, the normalized tiny images have been used as the input
vector to train the network and build the model.

3.2 Deep Learning Model

We developed a novel deep learning approach specifically for the classification of ArSL. The general
workflow of the proposed model includes three main stages (see Figure 2), which can be summarized
as follows: 1) image pre-processing, 2) unsupervised feature space construction and finally 3) Arabic
sign language recognition. The first two steps of the proposed model have recently been carried out
and published [35].

Raw data & DBN-based Avrabic sign
image pre- feature character
processing extraction recognition

Figure 2. General workflow of the DBN-based model for Arabic sign character recognition using the
normalized tiny images.

DBNs are probabilistic generative models composed of multiple RBM layers of latent stochastic
variables [8], as illustrated in Figure 3 (right). The RBM is a powerful machine learning algorithm,
which can be used to train deep networks in a greedy layer-wise way. The RBM is a bipartite
undirected graphical model and consists of two layers (visible (v;) and hidden (h;) layers). The two

layers are fully connected through a set of weights (w;; ) and biases {bi ,C; } Moreover, there is no
connection between units of the same layer.

Typically, the input layer of RBM corresponds to the input normalized data. Thus, given the visible
vector, the activation probability of the hidden layer can be computed as follows:

P(hj :1|v;9)=o(c1+ZWﬁvi] 1)
where @ ={w;;,c;,b;}and represents the model parameters, o(x) is the sigmoid function, w; is the

weight matrix between the visible layer and the hidden layer and c; is the bias of the hidden layer.

Similarly, once the hidden units are computed, the zero-mean Gaussian activation of the visible layer
can be recomputed as follows:

P(vi=1|h;6)<—J\/“(bi+Zvvijhi,az] )
j
where, b, is the bias of the visible layer and (> denotes a Gaussian distribution with zero-mean

. 2
wand variance © .

As proposed in [8], the contrastive divergence (CD) algorithm can be used to build the model. In other
words, utilizing an unsupervised learning strategy, the model parameters are learned by training the
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first RBM layer based on a CD learning technique and using the normalized tiny images as stated
before. As illustrated in Figure 3 (left), CD learning starts by setting the states of the visible units to a
training vector. Then, the binary states of the hidden layer are computed in parallel using Equation 1.
Once binary states have been sampled for the hidden units, a “reconstruction” is produced by setting
each v to 1 with a probability given by Equation 2. Therefore, the model parameters can be updated
using the following equations:

Wi'nc_i'j =H* Wi'ncu + n* (([:UO * hﬂ) - (vl * hl))’fy} — A Wi'j

Wi = wy; + Wing, ;

3)
by = b; + 1+ (vo - vl) (4)
Cj=Cj+I}*(h0—hl) )

2nd REM

1st REM

Data point
Visible Nodes (Data)

Figure 3. Left: Layer-wise training for an RBM with visible and hidden layers using contrastive
divergence learning algorithm. Right: A deep belief network with two RBM layers.

The convergence of the network is achieved once the difference between the data statistics and the
statistics of its representation generated by Gibbs sampling approaches zero, where the training dataset
is fed to the network over the epochs. After the convergence of the network, a simple linear classifier,
like softmax, is finally used to perform the classification process in the feature space and new samples
from the validation dataset are used. It has been shown in many recent studies [8]-[9], [38] that using a
deep learning approach plays important roles in: (1) Reducing the dimensionality of the data by using
the most significant features to represent an object thus speeding up further tasks; the classification
process for instance. (2) Improving the linear separability of the 28 signs of Arabic letters thus
simplifying the overall classification process among them.

Therefore, the use of softmax regression was based on the assumption that the data becomes linearly
separated in the feature space operated by DBNs. To underline this hypothesis, a non-linear
classification algorithm, like SVM, will be used in the classification phase.

4. EXPERIMENTAL RESULTS

4.1 Feature Extraction

Preliminary experiments have shown that the best structure for DBN training in terms of the final
classification rate is the complete one (1024-1024). The training protocol is similar to the one
proposed in [35] (300 epochs, a mini-batch size of 200, a learning rate of 0.02, an initial momentum of
0.5, a final momentum of 0.9, a weight decay of 0.0002, a sparsity target of 0.02 and a sparsity cost of
0.02).

After the network of the first RBM layer is converged, a set of sparse localized features were learned
and extracted, as shown in Figure 4, by training the first RBM layer. One can see that these features
represent most of the gestures of Arabic language letters. Some of the extracted features are very
localized and represent small parts of the initial hands, like finger edges and hand borders and shapes.
Another observation that can be mentioned here is that the thumb and/or index fingers can be seen in
most of the extracted features which can be used later as reference features to code the testing images
and perform the classification process. We have also seen that training a second RBM layer leads to
reduce the classification rate, which might have suppressed some important features. Therefore, we
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assume that there is no need to train a second RBM layer, as the extracted features from the first RBM
layer represent the shapes of most of the 28 signs of Arabic letters [35]. It can also be seen that some
of the extracted features are overrepresented; for example, the signs of the following letters "NOON",
"GHAYN" and "LAM". Some other features are underrepresented, such as the signs of the following
letters "HA", "JIEM", "QAF", "FA" and "SAD". This might be due to the fact that the overrepresented
signs have very sharp shapes which forced the learning network to extract them multiple times over
other less sharp signs. The over-representation of high frequencies in the obtained feature will
definitely play an important role in improving the linear separation of the initial data in the feature
space thus enhancing the classification rate.

Figure 4. A sample of the 32x32 extracted features obtained by training the 1 RBM layer using the
normalized tiny images. A detailed description of the training protocol and its training parameters used
in this experiment can be found in [35].
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Figure 5. Average classification results for each letter sign of the Arabic language using DBNs
coupled with tiny images and followed by softmax regression/ SVM.

4.2 Arabic Gesture Recognition

As mentioned before, after the learning phase and building an appropriate model using the extracted
features, the next phase is the classification process for the testing dataset, which was created from the
original dataset. The best classification results were achieved using a network of a single RBM layer,
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as stated before. Therefore, the real-valued output of the first RBM units is used as an input to a
softmax regression to perform the classification process. Figure 5 shows the classification results
obtained using DBNs coupled with tiny images and followed by a softmax regression method. The use
of a simple classifier was based on the assumption that after an appropriate image coding process is
performed using the extracted features shown in Figure 4, the coded images become linearly
separated.

For each image from the testing dataset, the softmax network uses the coded sign units to compute the
probability of being one of the 28 Arabic letters. Based on the maximum probability value, the system
identifies the corresponding character. As illustrated in Figure 5, the correct classification rate for each
character of the Arabic language was ranging from 70% to 98% using the proposed model. The overall
average of correct classification results for the 28 characters was 83.32% and 83.5% using a softmax
regression and an SVM, respectively. These results are consistent and quite comparable when a
sophisticated classification algorithm, like SVM, was used instead of softmax. This underlines and
demonstrates that the use of DBN has significantly contributed to improving the linear separation
between the gestures of Arabic language characters and thus a simple linear classifier was sufficient in
the classification stage. These results are also quite comparable to the best recently published image-
based approach [27], when the dataset is equally divided for training and testing the model.

5. DiscussiON AND CONCLUSIONS

In this paper, a simple alternative approach based on deep learning and a linear classifier was proposed
to classify the signs of Arabic letters and achieve accurate results. The overall obtained results of this
proposed model are comparable to some of the existing approaches; for instance, see [23], [27] based
on more complicated learning techniques and sophisticated classifiers and outperformed the results
obtained in [29] based on various visual descriptors followed by an SVM. However, these results are
still relatively lower than those obtained based on the use of hand-engineered signatures, like SIFT
descriptors, followed by the use of a sophisticated classifier, like SVM [38]. Based on the obtained
classification results shown in Figure 5, several observations can be discussed. It can be seen that the
correct classification rate for some gestures; for example, the letters "NOON", "GHAYN" and "LAM",
is high and reached 98%, while the accuracy for other gestures; for example, the letters "HA", "JIEM",
"QAF", "FA" and "SAD", was ranging from 70% to 75%. This confirms that the representation of
gestures in feature extraction plays an important role in achieving accurate results. It can also be seen
that the correct classification rate for the following pair of gestures {("DAL", "THAL"), ("TAH",
"THAH") and ("RA", "ZAY")} was ranging from 70% to 80%. The misclassification rate is attributed
to the fact that each pair of these letters has strong similarities of gestures, which has probably forced
the learning network to extract similar features thus complicating their classification process.

The final result is also illustrated in Table 1, where the recognition evaluation system parameters have
been calculated for both models; DBNs followed by softmax regression and DBNs followed by an
SVM. The results of these parameters are somehow similar and demonstrate that the linear separation
of the initial data has been gained by DBNSs and the use of the classification algorithm later will not
significantly affect the result. In other words, the use of a simple classifier, like softmax regression,
was therefore sufficient to obtain comparable classification results and the use of a sophisticated
classifier, such as SVM, slightly improved the classification rate from %83.2 to %83.5. Also, the mean
specificity of the proposed model was less when we used softmax regression compared to SVM,
which indicates that the true negative rate of the classification results is lower. In addition to that, the
mean sensitivity of the proposed model was higher when we used the softmax regression instead of
SV M, showing that the true positive rate of the classification results is higher. Finally, the use of

Table 1. Recognition system evaluation parameters for DBNs followed by softmax/ SVM.

Performance parameters/ | Accuracy | Error | Sensitivity | Specificity | Precision | F1 score
Classification method

DBNs followed by a softmax | 0.832 0.177 | 0.705 0.962 0.955 0.811

DBNs followed by a SVM 0.835 0.175 | 0.675 0.995 0.993 0.804
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DBNs followed by softmax regression achieved 81.1% F1 score, while f the use of DBNs followed by
an SVM achieved 80.4% F1 score, which underlines that the proposed model is more simple and
accurate. The major advantages of the proposed model can be summarized as follows. First, the
obtained results demonstrated that a small image-based model followed by an appropriate feature
space projection is capable of achieving comparable results to the recent methods [27], based on a
complex learning technique (the use of convolutional neural network) and [38], based on a more
sophisticated algorithm (the use of SIFT descriptors followed by the use of SVM classifier). Second,
based on the obtained results, this paper presents a simple alternative to the existing approaches of
ArSLR, by improving the linear separability of the initial data in the feature space thus simplifying the
overall classification process. Third, after projecting the gestures onto an appropriate feature space that
increases the linear separation between them the use of a nonlinear classifier, like SVM, did not
change or improve the results.

Different ways will be investigated in the future to improve the results, including: (1) Assuming sharp
signs to force the learning network to extract them multiple times. Thus, studying the effect of
normalization and whitening on feature extraction remains an open question. (2) If we assume that
extracting sparse features plays an important role in improving the classification results, then studying
the sparsity factor with different parameters needs also to be considered. (3) Increasing the size of the
dataset to ensure its scalability and to include new gestures that represent the Arabic digits for
instance. (4) Increasing the number of images that were underrepresented in feature extraction and
have similarities in gestures, thus studying their effect on the learning and classification phases.
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ABSTRACT

In this article, compact N-way Ultra Wide Band (UWB) equal and unequal split Wilkinson Power Dividers (WPDs)
using exponentially 1/4 Tapered Transmission Line Transformers (TTLTS) are designed. First, 2-way WPDs are
designed, simulated and then cascaded to get 4-way (equal and unequal split) and 8-way (equal split) UWB WPDs.
2- and 4-way (equal and unequal split) WPDs are fabricated and tested. The simulated and measured results of
all the designed dividers are good in terms of insertion, return losses and group delay through UWB frequency
band. The analysis of these dividers is carried out using the commercial ANSYS High Frequency Structure
Simulator (HFSS) software package which is based on the Finite Element Method (FEM). Moreover, A MATLAB
built-in function “fmincon.m” is used to find the optimum values of the three resistors chosen for perfect isolation.
To validate the results, the simulation results are compared with the measured ones.

KEYWORDS
Ultrawide band (UWB), Wilkinson power divider (WPD), Tapered transmission lines (TTLs), N-way WPD, HFSS.

1. INTRODUCTION

Ultra-wideband (UWB) wireless communication is a revolutionary wireless technology that provides
excellent opportunities in the modern wireless communication system due to its special characteristics,
such as low cost, high data rate, small physical size and less power consumption [1]. In 2002, the
unlicensed use of UWB frequency band (3.1 GHz - 10.6 GHz) was authorized by Federal
Communications Commission (FCC) with a restriction on transmit power level to -41.3 dBm/ MHz,
avoiding the interference with the coexisting narrow band frequency technologies, such as Wireless
Fidelity (WiFi) operating under different rules that share the same bandwidth within the UWB frequency
range. Each radio channel in UWB has more than 500 MHz or 20% bandwidth, depending on its centre
frequency [2]. The special characteristics of UWB technology make it more beneficial in many
applications, such as in military, security, civilian commerce and medicine [3]-[4]. Power dividers are
essential devices that enable the RF power to be divided or combined within an environment and they
are widely used in many wireless communication applications, such as antenna diversity, radar
applications, antenna feeders and frequency discriminators [5]. Wilkinson Power Divider (WPD) is the
most commonly used divider and it was proposed to overcome the matching and isolation problems of
T-junction power dividers. Since WPD generally provides narrow band, many efforts were done to make
it suitable for the recent requirements in UWB wireless communication applications. In [6], a compact
UWB WPD was proposed using only one section based on exponentially A/4 TTLTs. One stepped-
impedance open-circuited, overlapped butterfly radial and delta stub was added to each branch of WPD
to increase the bandwidth (UWB) in [7]. Two-section Uniform Transmission Line Transformers
(UTLTs) and TTLTs were used to design UWB WPD with an equal split ratio in [8]-[9]. UWB WPD
with four sections of circular bending shape (TLTSs) optimized based on micro-Genetic Algorithm
(micro-GA) was proposed in [10]. Authors in [11] designed UWB WPD using binomial multi-section
matching transformer. Taper equation in [6] was used to design 2- and 3-way unequal split UWB WPD
in [12] and [13], respectively. UWB 3:1 WPD was proposed in [14] using two sections of Asymmetric
Coupled Transmission Lines (ACTLs) and one section of two different length TTLs. UWB WPD with
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improved Fractional Bandwidth (FBW) was obtained in [15] by adding a circular stub and an L-type
parasitic short line. Recently, Chebyshev type bandpass filtering UWB (1 GHz -5 GHz) equal split
WPD using 5-section transformers with Short Circuited Stubs (SCSs) was designed in [16] based on
synthesis theory, where the number and positions of stubs are controlled. UWB WPD can be also
integrated with tuneable Band Pass Filters (BPFs) [17]-[18] to switch between UWB and other
coexisting narrow bands in multiband communication system to reduce its size (instead of using multiple
antennas).

In this paper, a compact UWB WPD is designed based on the technique used in [6]. N-way WPDs are
mostly used as a feeding network to antenna arrays at different frequency bands [19]-[22]. In this work,
2-way, 4-way (equal and unequal split) and 8-way equal split UWB WPDs are designed using TTLTs
in Sections 2, 3 and 4, respectively. Finally, Section 5 demonstrates the conclusion of this work. The
simulation in this paper is carried out using ANSYS High Frequency Structure Simulator (HFSS)
software package.

2. COMPACT 2-WAY TTLs UwB WPD

In the conventional equal split microstrip WPD, as shown in Figure 1a, the feeding port is connected to
two parallel A/4 Uniform Transmission Line Transformers (UTLTS) with a characteristic impedance of
V2 Zo. The output ports are terminated with a microstrip transmission line having the same impedance
as the line connecting the feeding port. The output ports are decoupled via a resistor R that equals 2 Z.
Unequal split microstrip WPD is used in the design of a microwave distribution network to reduce the
complexity of using a broadband coupler with a phase shifter. Unequal split power division is achieved
if the impedances of A/4 UTLTs are different from each other, as shown in Figure 1b. Furthermore, the
second section of the quarter-wave transformers is needed to bring the arm impedance back to 50 Q (this
section is not included in Figure 1b for simplicity). In this figure, Zo; and Zos are the characteristic
impedances of the upper and lower arms, respectively. Here, K? = P3/P, is the power splitting ratio
between output ports 2 and 3 and R = R'+R” is the isolation resistor between them. According to [5] ,

Zo» = K?Zy3/K(1 + K?) (1.1)

’1+K2
Zo3 == ZO F (12)

2
R =R +R" = 20K (L3)

K

where R' = KZyand R" = %

(a) (b)
Figure 1. WPD (a) Equal split (b) Unequal split.

Based on [6], each /4 UTLT in the equal-split and 2:1 unequal split WPD was replaced by its equivalent
TTLT based on the optimum characteristic impedance profile of the transmission line:

In (%))z o.5|n(j—§) {1+6[B.2(% -05)]} 1)

where Zsand Z, are the source and load impedances and d is the A/4 TTL;
_ B 3 —zn 1
G(B. = s Jo lo{BYT €7} dé )
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where 1o(X) is the modified Bessel function of the first kind (zero order). B is a parameter chosen to
minimize the internal return loss which is given by:

R Inas = tanh| 2 (0.21723)In (\/:)] 3)

As B increases, lower input reflection is obtained; however, this will lead to a wide transmission line.
So, B is selected to obtain a suitable return loss with a reasonable transmission line width. Here, B is
selected to be 5.

Take in consideration that the operating frequency in this work is selected to be 3.1 GHz and the chosen
substrate material is Rogers RO4003C with €r= 3.55, height h = 0.813 mm and dielectric loss tangent
of 0.0027. Table 1 shows the dividers’ design parameters. To find the optimum values of the three
resistors in both equal and unequal split WPDs, the optimization process in [23] is applied. In this
process, a MATLAB built-in function called "fmincon" is used, in which the transmission line of length
d is divided into L sections according to the number of the required resistors. As the number of resistors
increases, perfect isolation is achieved. In this work, three isolation resistors are chosen. Each tapered
line is subdivided into M uniform short sections of length Az = d/M. Then, each L section has M/L
subdivisions. Odd analysis is used to find the required isolation resistors for equal-split UWB TTLWPD,
as illustrated in Figure 2, where Z,» and Z,3 are the load impedances of ports 2 and 3, respectively and
Zin is the input impedance looking into the output port.

d/3 MIE | a3 |
M/L M/L M/L 1
———+ —L—* e ——— Zi“(Odd)
v sections sections sections vV, Port 2
2
Z,
e

RY Rz g R3 % Z,,(0da)
v, 2 2 2 v, Port 3

-— ~ Zys
I M/L M/L M/L I
2 1

A = o e e | — —— - ———
sections sections sections
I I d/3 d/3 d/3

Figure 2. Odd-mode equivalent circuit for equal-split UWB TTLWPD.

To find the values of Ry, R. and Rs and for perfect matching at the output, the following error function
should be minimized via ‘fmincon’ function:

Error,,;= max (Egut, E‘;ut, e E]?n’l“) 4)

where f; (j = 1,2, ....m) are the frequencies in UWB frequency band with Af = 0.5 GHz and

EZ = |Loue ()] (4.8)
Zin fi)—Z,

Toue(f}) = 26707, Efﬁ% (4.b)

And from Figure 2, ‘I/—l =—=Z{,; by setting V. = 0 and solving:

1

V1] A B [Vz]
= ) 5
11 [C D Total 12 ( )

where,
[ABCD]Total: [ABCD]&- [ABCD]lst section: [ABCD]R_Z . [ABCD]an section:
2 2
[ABCD] . [ABCD] 3rd section (5-3)

Ry
2
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The same procedure is also applied to unequal-split UWB TTL WPD to find the required three resistors.

Figure 3 shows the layouts and prototypes of the designed compact 2-way equal and 2:1 unequal split
TTLs UWB WPDs.

Table 1. Calculated and optimized parameters for UWB equal and 2:1 unequal split WPD using
tapered lines.

Parameters Zs () | ZL () | d (mm) | Resistors ()
Equal split 100 50 14.8 | R1=20, R,= 120 and
R3=130
1%t upper section 75 35.36 14.5

R1=82, R,=620 and
15t lower section 150 70.71 15.2 R3=470

2" upper section 35.36 50 14.4

Unequal split

2" Jower section 70.71 50 14.7

(b)

(c) (d)

Figure 3. (a) and (b) Configuration and (c) and (d) fabricated prototypes of the proposed compact 2-
way equal and 2:1 unequal split TTLs UWB WPDs, respectively.
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Figure 4. Measured and simulated (a) return loss (b) insertion loss and (c) group delay of the proposed
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Figure 5. Measured and simulated (a) return loss (b) insertion loss and (c) group delay of the proposed
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As it is clear from Figure 4a, the simulated and measured Sa; is better than -10.7 and -10.1 through (1.6
GHz to more than 15 GHz) and (2.4 GHz -11.7 GHz), respectively. However, the simulated and
measured Sg;= Ss3 is better than -18.7 and -10.4 through (less than 1 GHz to more than 15 GHz) and
(less than 1 GHz -14.5 GHz), respectively. From Figure 4b, the simulated and measured transmission
coefficients, S12 =S13, are around -3 dB and -3 + 0.8 dB, respectively with a disturbance in the measured
one beyond 7.5 GHz because the impedance mismatch becomes worse at higher frequencies. In addition,
for non-pure TEM transmission line at higher frequencies, the insertion loss increased due to the increase
in conductor and dielectric losses [5]. Furthermore, a good isolation between the output ports is obtained
(below -14 dB) for both simulated and measured results throughout the UWB frequency range. Figure
4¢ indicates constant group delays of approximately 0.15 ns (Sim.) and 0.35 ns (Meas.) and this
difference is due to fabrication and measurement tolerance. However, for 2:1 unequal split WPD, as
shown in Figure 5a, throughout the UWB frequency range, the simulated and measured Si1, Sz2 and Ss3
are below -10 dB. The simulated and measured Si, and Si3 are around -2 dB and -5 dB and -2+ 1.5 dB
and -5x 0.9 dB, respectively with a degradation at high frequencies (beyond 7.5 GHz) for the measured
results. Also, the simulated and measured isolation between output ports is better than -14 dB. Constant
group delays of 0.26 ns (Sim.) and 0.45 ns (Meas.) are obtained, as indicated in Figure 5¢c. A comparison
to the other UWB WPDs (equal and unequal split) in the literature is shown in Table 2.

3. CoMPACT 4-WAY TTLs UWB WPD

The output ports of WPD can be extended to N ports, as shown in Figure 6a. However, there will be a
crossover for the resistors, which is difficult to realize, especially in planar technology. N-way WPD
can also be obtained by cascading connection (stepped multiple sections), which avoids the resistors’
crossover and this method is used in this paper to design 4- and 8-way WPDs. Although a design
equation can be used to control the split ratio of multiple sections [24]-[26], for simplicity in this work,
the same designed 2-way equal and 2:1 unequal split TTLs UWB WPDs in section 2 are used to design
4-way UWB WPD. In 4-way equal split UWB WPD, one fourth of the input power will be delivered to
each one of the four output ports. However, for 4-way 2:1 unequal split UWB WPD, 2/3 of the input
power will be delivered unequally (2:1) to ports 2 and 3; i.e., port 2 will have 4/9 of the input power and
port 3 will have 2/9; in addition, 1/3 of the input power will be delivered to ports 4 and 5; i.e., port 4
will have 2/9 of the input power and port 5 will have 1/9. The layouts and prototypes of the proposed
dividers are shown in Figure 6. For 4-way equal split WPD, Figure 7a shows good matching at the input
and output ports; i.e., the simulated and measured Si; is better than -10.4 and -10.8 through (3.55 GHz
—13.3 GHz) and (3.55 GHz -12.2 GHz), respectively. In addition, Sy = Sz3 = Sas = Ss5 (< -21 dB (Sim.)
and < -13 dB (Meas.) throughout the UWB frequency range. From Figure 7b, the simulated and
measured transmission coefficients, Si2 = Si13= Si14 = S35 are equal to -6.02 £ 1 dB and -6.02 = 1.6 dB,
respectively with a degradation beyond 7GHz (for Sis) and 7.5 GHz, because at high frequencies,
conductor and dielectric losses are increased for non-pure TEM transmission line. Figure 7c shows a
constant simulated group delay of approximately 0.38 ns and due to the fabrication and measurement
tolerance, the measured one is around 0.55 ns for all transmission coefficients. As noticed, this group
delay is greater than that of 2-way equal split WPD because of the long path that the signal takes from
port 1 to the output ports (2 stages). Furthermore, in Figure 7d, the simulated and measured isolation
between the output ports Sz; = Sas and Saq is better than -13.8 dB and -20 dB, -14.4 dB and -16.3 dB,
respectively throughout the UWB frequency range. However, for 4-way 2:1 unequal split WPD, the
simulated and measured Sy is better than -11.1 dB and -11.2 dB through (3 GHz to more than 16 GHz)
and (2.4 GHz -12GHz), respectively and Sz, Sss, Sas and Sss are < -10 dB, as depicted in Figure 8a and
Figure 8b. The simulated and measured transmission coefficients in Figure 8c, Si2, S13= Si14 and Sis are
around -4 dB, -7 dB and -10 dB and -4 dB £ 1, -7 £ 0.7 dB and -10 £ 1dB, respectively, with a
degradation beyond 7.5 GHz. The group delay in Figure 8d is around 0.6 ns (Sim) and 0.8 ns (Meas.),
which implies the long path that the signal takes due to the other sections required for matching in both
stages. Good isolation between the output ports is obtained, as shown in Figure 9e, throughout the UWB
frequency range, where the simulated and measured Sz3 = S5 and Ss. are better than -10.3 dB and -20
dB and -22 dB and -25 dB, respectively.
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Table 2. Comparison to related works in the literature.
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Ref. | Substrate | Technique | Tr.(mm) | Rs Fc BW | Overallarea | Siz | Szs | S12(dB) | Si3(dB)
h(mm)/ used (GHz) | (GH2) (mm?) (dB) | (d
&r < B)
<
EQUAL SPLIT
This 0.813/ 1 section 14.8 3 3.1 2.4- ~21.4x13.1 -10.1 | -14 | =-3+0.8 | =-320.8
work | 3.55 of TTLs 11.7
[9] 2- | 0.508/ 2 sections | TTL=4 & 1 6.85 | 3.1- ~15.51x1547 | -11 | -15 | =-3x0.6 | =-3+£0.6
way | 2.2 TTLs and | UTL =3 10.6
Single UTLs
layer
[10], | 0.508/ 4 CUTLTSs | 1%=4.646, 4 6.85 | 3.1- ~20.85x9.5 -14 | -17 | =-3+0.5 | =-3£0.5
2-way | 2.2 based on | 2"=4,131, 10.6
Single micro-GA | 3"=3.386
layer &
4" =3,696
[8], 2- | 0.8/ 2 sections | UTL =32 | 2 7 3.1-10 | =21.1x6.3 -11 | -12 | =-3+1.8 | =-3£1.8
way | 3.58 UTL and | &
Single TTL TTL =11
layer
UNEQUAL SPLIT
This | 0.813/ 2 sections | 1%t=15.2 3 3.1 2.3- ~35.6x18.4 -10.1 | -14 | =-2£15 | =-520.9
work | 3.55 of TTLTs | 2M=14.7 12.9
[12] | 0./ 2 sections | 1%t=27.5 5 2 2-12 76 x 28.5 117 | - | &~ =4.77+1
2- 2.33 of TTLTs 2nd =27 15. | 1.76+0.8
way 5
2:1,
Single
layer
[13] | 0.635/ 2 sections | 1%=27.5/28 | 4 2 2-12 =59.18x 40 -10 | Sz | =4 S13=S14~-
3-way | 2.33 of TTLTs 2M=27/28 <- 55
4:3:3, 15
Single Sos
layer &
Sas
<-
10
[14] | 0.508/ ACTLs & | 1%=159 2 NA 3.1- 81.3.x14 -12.3 | <17 | =142 | ~5.8
2-way | 2.33 TTLs 2M =35 10.6
31,
Single
layer
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Figure 6. (a) N-way equal split WPD [5], (b),(c) Configuration and (d) fabricated prototypes of the
proposed compact 4-way 2:1 equal and unequal split TTLs UWB WPDs, respectively.
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Figure 7. Measured and simulated (a) return loss (b) insertion loss (c) group delay and (d) isolation of
the proposed 4-way TTLs UWB equal split WPD.
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Figure 8. Measured and simulated (a), (b) return loss (c) insertion loss (d) group delay and (e) isolation
of the proposed 4-way 2:1 unequal split TTLs UWB WPD.

4. COMPACT 8-WAY TTLs UWB EQUAL SpLITWPD

An 8-way UWB equal split WPD is obtained by using three stepped sections with the help of the
pervious designed 2-way equal split WPD. The first 2-way WPD is carrying two 2-way WPDs and each

one is carrying two 2-way WPDs; at the end an 8-way WPD is obtained, as depicted in Figure 9. Each
port will have 1/8 of the input power.

In Figure 10a, all output ports are matched in UWB frequency band and Si: is better than -10.2 dB
through (3.9 GHz -13.4 GHz). The simulated transmission coefficients Si» = S13= S14= S15= S1= S17=
Sis = Sig are equal to -9.03 £ 1.5 dB throughout the UWB frequency range. In Figure 10c, the group
delay is around 0.6 ns for all the signal paths. Furthermore, the simulated isolation Sz;= Sas = Sg7 = Sg9
and Sz4= Ss6 = Sy is below -18.2 dB and -26 dB throughout the UWB band, as shown in Figure 10d.
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Figure 9: Layout of the proposed compact TTL UWB 8-way equal split WPD.

-5 0
_-10 )
215 < s
— ~—
g2 z
.g -25 é S10 ™y ‘ ek -
£.30 2 — k‘ﬁg&
2 S s - s, o
o0-35 g e 8 \\
E 40 220 - :15 \
= o= . .
5-45 E ) 516
S50 £ s -y
&~ i 18
-55 L = o Sy
-60 _30 PR P R S SN S —
1 3 5 7 9 11 13 15 1 3 5 7 9 11 13 15
Frequency(GHz) Frequency(GHz)
(@ (b)
! $,,GD Op
";}9: - = =5,GD 5
. v 8,,GD 10 Sy ]
085 ——F——— s $,sGD s
= 0.8 S, GD -15 '\\’\ 34
16 —
Z0.7s —-mem ;G0 Z20 N
= 0.7 S SulP S25 \ [~ ™\
5 3 = = \h ™
2 0.65 SR & S ~~ V[ oI N
= ~ ! { = -30 % 7 \
2 el [ I ARSIV T = NI AN
= 0.55 ; -35 =y Rk
' W w v
0.5 -~ -40 -
v/
0.45 s ,
0.4
=50
! 3 S 7 9 1 13 15 1 3 5 7 9 11 13 15
Frequency (GHz) Frequency(GHz)
(©) (d)

Figure 10. Simulated (a) return loss (b) insertion loss (c) group delay and (d) isolation of the proposed
8-way TTLs UWB equal split WPD.

5. CONCLUSIONS

Exponentially /4 Tapered Transmission Line Transformers (TTLTSs) are used in this paper to design a
compact N-way Ultra Wide Band (UWB) equal and unequal split Wilkinson Power Divider (WPD) with
a cascaded topology. As a building block for N-way divider, 2-way equal and 2:1 unequal split TTLs
UWB WPDs are designed, simulated and fabricated. Both dividers show good input and output
matching, isolation and constant group delay. 2-stage 4-way equal split and 2:1 unequal split TTLs
UWB WPDs are designed based on the designed 2-way dividers with good simulation and measured
results in terms of reflection, transmission coefficients, isolation and group delay. Finally, based on 2-
way equal split WPD, a 3-stage 8-way equal split WPD is designed with good simulation results. The
proposed N-way WPD can be used as a feeding network for an antenna array. For future work, one can
apply such different networks to linear UWB antenna arrays.
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ABSTRACT

This paper discusses the throughput of a fifth generation (5G) new radio (NR) system. The main goal of this
research is to provide and develop a pathway for improving the throughput in the 5G system by investigating and
controlling certain effective factors. The studied factors in this paper are the used modulation technique, the used
subcarrier spacing in the default Clustered Delay Line (CDL) channel and the existence of a reflector in a custom
CDL channel profile. It is found that the performance of the throughput is improved for larger subcarrier spacing
and lower-order modulation technique. The existence and position of the reflector located between the transmitter
and the receiver will be investigated relative to throughput performance in detail. Both fixed and changeable
locations of the reflectors are considered in order to reach an optimal value of throughput. The results show that
the existence of the reflector achieves a better throughput value compared to the one with no reflector. In the
presence of a reflector and at a subcarrier spacing of 30 kHz, the throughput can reach 100% of throughput at 0
dB of signal to noise ratio (SNR) compared with only 40% at 0 dB for no-reflector case.

KEYWORDS
5G NR, Modulation, Reflector, Subcarrier spacing, Throughput.

1. INTRODUCTION

Challenges are the essential part of the technological development; thus, like all innovations, 5 G still
has great challenges to address. As researchers have found, there is a very rapid growth in the
advancement of radio technology. The travel is only around 40 years old (1G in 1980 and 5G in 2020)
from 1G to 5G (Considering 5G in 2020). However, most of the information and communication
technology (ICT)-based industries and consumers have recognized the value of improving the
throughput, as the throughput is preferable to be as good as possible for many applications to ensure that
the data is received appropriately [1]-[3].

5G has a potential and promises a compatible future, where it will give a much faster, wide range of
applications and more reliable systems, without slowing down of running works. Self-driving cars, smart
meters that track electricity usage and health-monitoring devices are just a few examples that may all
take a big leap from what 5G could provide [4].

As a 5G trial experiment, an experiment was held in 2018 in Indonesia to test a 28 GHz system. This
experiment aimed to test the characteristics of 5G mmWave band after implementing some scenarios
in that 5G trial network [5]. One of these scenarios was made to determine the optimum coverage of
that network and how it would be affected by changing some factors, such as the distance between the
equipment of the network, obstacle existence and the reflector distance and angles to TUE (Test User
Equipment) and AAU (Active Antenna Unit) [5]. Later, another experiment discussed the passive
reflectors and how they can be functioned to enhance the coverage of the system for non-line of sight
(NLOS) mmWave links.

Consequently, passive reflectors and some other metallic reflectors have shown significant results in
terms of coverage enhancement for a new radio (NR) 28GHz system, as it used two shapes of reflectors,
which are the spherical shape and the cylindrical shape and compared the results of both cases.
Moreover, further calculations have been made regarding the gain of the reflectors, without ignoring
one of the main factors in the reflection which is obviously the reflection angles, in addition to the
distances between the reflector and both the transmitter and receiver [6].

M. A. T. Almahadeen and A. M. Matarneh are with Department of Electrical Engineering, Mutah University, Al-Karak, Jordan. Emails:
mhammad2100@yahoo.comand aser.matarneh@mutah.edu.jo
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The latest research held regarding the reflectors’ effect discussed the possibility of employing reflectors
to improve the coverage and to extend the range of the mmWave signal. That experiment introduced the
use of ECHO passive reflectors and TURBO active repeaters to achieve an advancement of the coverage
for both indoor and outdoor scenarios, taking into consideration the distance between the transmitter
and receiver [7].

Accordingly, most of the past studies primarily focused on the whole system performance parameters
without putting full focus on the throughput only, as this paper is concerned with. In this regard, the
main goal of this research is to provide and develop a pathway to improve the throughput in a 5G system
by investigating and controlling some effective factors, such as: modulation technique, subcarrier
spacing (SCS) and existence of reflectors (position and location). Therefore, performance assessment
will be carried out based on these factors for 3GPP communications standard.

According to the technical standard (TS) from the latest published version of the 3GPP TS
38.101 presented in 3GPP TS 38.101-1 V15.9.0 (2020-3) [8], the subcarrier spacing is not fixed in 5G
system. SCS values which are used for the shared channels that carry traffic are 15 kHz, 30 kHz, 60 kHz
and 120 kHz; whereas 240 kHz is used only for the synchronization signals. Also, the subcarrier spacing
affects directly the number of the used resource blocks (RBs) for a given suggested bandwidth. Thus, it
is interesting to investigate the significance of varying the SCS the throughput of the 5G system.

The second tested factor was the modulation technique which varied between the values (QPSK,
16QAM, 64QAM and 256QAM). These values affected the modulation order that is used in a formula
which will be mentioned in the transport block size (TBS) in the methodology section.

The third and most important tested factor in this paper is the existence of a reflector. Passive metallic
reflectors can be considered as a promising candidate for 5G systems due to many reasons coming from
the fact that electromagnetic waves behave similarly to light.

The throughput is evaluated in case of a fixed distance between the transmitter and the receiver and in
another case by moving the transmitter or the receiver; for example a driving user, which means that the
distance will be changed between any two sides of the transmitter, receiver and reflector.

Table 1. List of abbreviations.

5G Fifth Generation HARQ Hybrid Auto Repeat QPSK Qua(_jrature Phase Shift
Request Keying
Information and
AAU Active Antenna Unit ICT Communication RB | Resource Block
Technology
A0A Angle of Arrival 10T Internet of Things RTT | Round Trip Time
AoD Angle of Departure LOS Line of Sight RX Receiver
Additive White Multi-input  Multi-
AWGN Gaussian MIMO P SCS | Subcarrier Spacing
: output
Noise
CDL Clustered Delay Line NDI New Data Indicator SIB System Blol(:n:ormatlon
CP Cyclic Prefix NLOS | Non Line of Sight SNR | Signal to Noise Ratio
CRC Cyclic Redundancy NR New Radio SVD Singular V_a_lue
Check Decomposition
csl Channel Status NRB Number of Resource TBS | Transport Block Size
Interference Blocks
Orthogonal Frequency
DL Downlink OFDM Division TUE | Test User Equipment
Multiplexing
pL-scH | Downlink  Shared | - 558 | oyt of Band TX | Transmitter
Channel
Demodulation Physical ~ Downlink
DM-RS - PDSCH Shared UE | User Equipment
Reference Signal
Channel
Physical Resource Quadrature  Amplitude
FR Frequency Range PRB Blocks QAM Modulation
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This paper is organized as follows. Following this introduction, methodology is described in Section 2.
Then, simulation results are presented and explained in detail in Section 3. Conclusions are then drawn
in Section 4.

2. METHODOLOGY

The mechanism of evaluating the throughput of the communication standard 3GPP TS 38.101-1 5G-
system went through the following procedure:

1.

10.

Setting up the parameters of the physical downlink shared channel PDSCH; this included the
number of the resource blocks (RBs), Subcarrier spacing (SCS), the Signal to Noise Ratio (SNR)
range, type of cyclic prefix (CP), number of allocated physical resource blocks (PRBs), number
of PDSCH layers, the modulation technique, the code rate, the number of Hybrid Auto Repeat
Request (HARQ) processes,...etc.

Updating the current HARQ process number, where the system will generate new data after
checking the CRC of the previous transmission for that specific HARQ process and making sure
that there is no need for retransmission.

Resource grid generation, in which the new radio downlink shared channel (nrDLSCH) will
perform the channel coding, as its operation will be on the provided input transport block, while
keeping a copy of the transport block to be retransmitted if needed; then, the precoding operation
will be applied only on the resulting signal.

Waveform generation, where the generated grid will be OFDM-modulated.

Noisy channel modeling, where the waveform will be passed through a CDL fading channel and
then the AWGN will be added; the SNR is defined per resource element (RE) for each user
equipment (UE) antenna. In this step, for an SNR of 0dB, the signal and noise contribute equally
to the energy per PDSCH RE per receive antenna [9].

Synchronization is done using the demodulation reference signal (DM-RS) and then, the
synchronized signal is OFDM-demodulated.

Channel estimation is performed. In this experiment, perfect channel estimation is used. This
assumption will be held in order to make the investigation of the tested factors more focused.
Calculating of the precoding matrix, which is done for the next transmission using singular value
decomposition (SVD).

Decoding the PDSCH, where the recovered symbols are demodulated and descrambled by
nrPDSCHDecode for all transmit and receive antenna pairs in order to obtain an estimate of the
received codewords.

Decoding the downlink shared channel (DL-SCH) and storing the block CRC error fora HARQ
process; the vector of decoded soft bits is passed to nrDLSCHDecoder which decodes the
codeword and returns the CRC error to determine the throughput of the system.

,,,,,,,, Precoding CP-OFDM

i Channel

Estimation Timing synch. CDL Channel

Frequency Range NR : FR1 =sub-6 GHz

[ (FR) standard

' PDSCH DL-SCH 2 ; E i :
[ Decodin decoding Modulation scheme | 'QPSK', '16QAM', '64QAM',
; 3 '2560AM'

e TSR Subcarrier spacing | 15, 30, 60, 120 (kHz)

HARG
Number of transmit | 8 and 2 respectively

and receive (uniformly spaced)
antennas

SCs in each 12
resource block

Figure 1. Flowchart of the simulation steps.
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The flowchart in Figure 1 demonstrates the simulation steps mentioned above.

Evaluating the throughput depends basically on a value called the transport block size (TBS), which can
be calculated using the guide in [10], as it has different formulae based on some factors affecting the
parameters of Nino and coding rate, which both are the main factors of calculating the TBS.

Ninfo:NRE'R'Qm'U 1)

where, R is the code rate, Qm is the modulation order: 2 for QPSK, 4 for 16QAM, 6 for 64QAM and 8
for 256QAM transmissions. v is the number of layers [10]:

Nre =Nz = min(156, Ngg ) - npgp; Where, NXB = 12, which is the number of subcarriers in a physical
resource.

Nge = NEE - N3jmp — Nhis — Noi®; where, N3, © is the number of symbols of the PDSCH

allocation within the slot, NYEB . is the number of REs for DM-RS per PRB in the scheduled duration

including the overhead of the DM-RS CDM groups without data and N5RB: is the overhead configured
by higher layer.

Evaluating the TBS can lead directly to the value of the maximum throughput, by multiplying the value
of the TBS by the number of the slots in the system, which varies based on the numerology and the
number of frames as in Table 4.3.2-1 in [11].

The procedure mentioned above is generally used for the throughput calculation, with changing the
values of the factors that are intended to be investigated.

The third studied factor was the existence of a reflector with the custom delay profile CDL channel, as
that mentioned in [12]. In this paper, the impact of the position of the reflector has been studied in case
of fixed transmitter and receiver and in case of moving transmitter or receiver, with a reflector design
as shown in Figure 2.

Spacing between reflector and both transmitter (Tx) and receiver (Rx) was calculated by assuming a
side and angle of the triangle. After that, the remaining needed values were calculated to decide where
to locate the reflector in the appropriate position to achieve the best possible performance as will appear
in the results.

The reflector type preferred to be used will be the metallic one due to its advantages compared to the
other types [13]. Furthermore, the reflection properties of electromagnetic waves are better at higher
frequencies because of the smaller skin depth [14] and lower material penetration. Thus, metallic
reflectors can act similarly as a communication repeater with the advantage that it can function without
electricity in addition to negligible maintenance, with longer life spans and small initial investment costs
compared to repeaters consisting of active elements.

Reflector

AOA ! AOD

X RX
Figure 2. Reflector design.

These metallic reflectors can be part of our everyday objects, such as lamp posts, advertisement boards
and street signs. For the characteristics of the metallic reflectors, power can be calculated using the
following formula [6]:

— p@® @
P = Prefl + Prefl + Potos + Fs 2
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where PO and P@q are the received powers due to first- and second-order reflections from the
reflectors, respectively, Poios is the power from the obstructed LOS (OLOS) path and Ps is the received
power from other surrounding objects.

The transmitted power density at the reflector can be calculated using the following formula [6]:
Prefl (Rl) — Pthtx(etx ’ Q)tx) (3)
The transmitted power density at the reflector is denoted as Preni (R1), at distance Ry from transmitter, P

4TR?
and Gu(Ow, @) are the transmitted isotropic power and gain (directivity) of the transmit antenna at
respective azimuth and elevation angles of 0w and @i [6].

3. RESULTS AND DISCUSSION
In the following results, the simulations have been conducted using Matlab Platform.

3.1 Subcarrier Spacing

The subcarrier spacing values had varied between 15 kHz, 30 kHz, 60 kHz and 120 kHz, since
the subcarrier of 240 kHz was not used, as it is usually used only for the synchronization signals
and not for the shared channels which carry traffic. The results of changing the subcarriers were
as illustrated in Figure 3.

Throughput vs SNR

100%
90%
80%
70%
60%

50%

Throughput

40%

30%

20%

10%

0%
-5 0 5

SNR (dB)

15 KHz 30 KHz 60 KHz 120 KHz

Figure 3. Throughput percentage at different SCS.

It can be noticed from Figure 3 that small subcarrier spacing allows more subcarriers to be available for
a given amount of bandwidth, thus increasing the spectral efficiency, since more data is available for a
given amount of bandwidth. However, performance degrades as subcarrier spacing decreases due to
inter-channel interference [15].

Table 2. Throughput values for different SCS values.

SCS Throughput (bps) at -5dB | Throughput (bps) at 0dB | Throughput (bps) at 5dB
15kHz |0 639520 3197600
30 kHz | 639168 1278336 3195840
60 kHz | 622976 1284888 3114880
120 kHz | 910080 1516800 3033600
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The throughput performance evaluation of the system has been varied by changing the applied subcarrier
spacing of the system. Different to the previous generations of wireless mobile systems which had a
fixed subcarrier spacing (mostly 15 kHz), 5G has the ability to change the subcarrier spacing value,
where it can have the value of 15 kHz, 30 kHz, 60 kHz and 120 kHz. Accordingly, the used values of
subcarrier spacing in the simulation are varied between 15 kHz and 120 kHz.

Starting from a subcarrier spacing of 15 kHz which produced a value of 12% of throughput at 0dB, the
performance of the throughput improved as the values of the subcarrier spacing are increased, as shown
by the values of 40%, 68.25% and 100% of throughput for subcarrier spacing’s of 30 kHz, 60 kHz and
120 kHz, respectively, as shown in Figure 3. Moreover, for clarity purposes, the values of the throughput
shown in Table 2 are calculated by multiplying the value of TBS by the number of slots in each case of
SCS.

3.2 Modulation Techniques

For the modulation technique used, QPSK, 16QAM, 64QAM and 256QAM techniques had been tested
at 30 kHz SCS and the results are shown in Figure 4. The throughput performance of the system was
investigated with the modulation levels applied, where the modulation levels applied were: QPSK,
16QAM, 64QAM and 256QAM, with fixing the subcarrier spacing to 30 kHz.

A comparison between the performance of throughput with different types of modulation shows that the
throughput performance can be improved further by using lower level of modulation. However, there is
a trade-off between modulation techniques used due to their impact on the spectral efficiency [16]-[17],
where using a lower-order modulation technique would improve the throughput performance but it
would result in a lower spectral efficiency.

Throughput vs SNR
100%
80%
8
2 60%
oo
3
S 40%
L
[
20%
0%
-5 0 5
SNR (dB)
QPSK 16 QAM 64 QAM 256 QAM

Figure 4. Throughput percentages of different modulation levels.

3.3 Existence of Reflector

Based on the previous results, a trade-off should be made to improve the throughput performance, either
by decreasing the data rate and consuming more bandwidth in case of higher SCS, or decreasing the
spectral efficiency to have a good throughput performance in case of lower modulation techniques.

Having a reflector could be a solution to have a balanced system. In this subsection, the existence of a
reflector and how it can help improve the throughput performance will be discussed.

The default values of the CDL have been stated earlier in the previous results of throughput with
changing either the subcarrier spacing or the modulation level, but for the custom values of CDL, the
parameters which have been tested were the position and location of the reflector.
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The existence of the reflector has shown significant results of throughput, where it could cause a much
better performance or a much worse performance depending on the location and position of the reflector.

The existence of the reflector in the 5G system in this paper is investigated for two scenarios. First, a
fixed distance between transmitter and receiver is assumed with changing the position of the reflector.
Second, different distances between transmitter and receiver are investigated in the existence of a
reflector, which might happen as one or more users are moving or driving for example.

In each scenario and for each position and location of the incorporated reflector, the angle of departure
(AoD) and the angle of arrival (AoA) will be calculated and used in the simulation. Furthermore, the
frequency range used in NR 5G system is FR1 which denotes a sub-6 GHz standard.

Therefore, the procedure for testing the reflector impact on the throughput was carried out through
changing some parameters as follows:

1. Angle of Arrival (AoA)

2. Angle of Departure (AoD)

3. Distance from Transmitter to Receiver (Tx-Rx)

4, Distance from Transmitter to Reflector (Tx-Ref)

5. Distance from Receiver to Reflector (Rx-Ref), as will appear in each of the following tables.

In the case of fixed distance between Tx and RX, this distance was assumed to be 16m and the distances
between reflector, Tx and Rx were assumed for the first time and then adjusted closer and further till
reaching the best possible scenario.

For the case of varying distance between Tx and RX, the distances of the first scenario were assumed
and then adjusted in different cases to have different scenarios with varied results of throughput
performance. It should be noted that throughout this section, the SCS is fixed at 30 kHz and NRB=51.

a) Fixed Distance between Transmitter and Receiver

In this part, the separation between Tx and Rx was fixed to 16m and the position and location of the
reflector were varied. The throughput results are shown in Table 3 for five cases and without reflector
for comparison purposes.

Table 3. Different reflector positions for fixed 16m distance from Tx to Rx.

Tx-Rx | Tx-Ref. | Rx-Ref. | Throughput | Throughput | Difference | Difference
% at 0dB % at 5dB % at 0dB | % at 5dB

No Reflector | - - - 42.5 100 - -

Case 1 16 10 10 15 40 -27.5 -60

Case 2 16 15 15 40 100 -2.5 0

Case 3 16 12 20 97.5 100 55 0

Case 4 16 12 22 100 100 57.5 0

Case 5 16 18 8.5 0 0 -42.5 -100

Case 1: Tx-Rx = 16m, Tx-Reflector = Rx-Reflector = 10m

In this case, the throughput performance was below that in the case with no reflector, as the system
achieved 15% of throughput at 0dB and 40% at 5dB. Figure 5 (a) and Figure 5 (b) show the reflector
position and the throughput performance, respectively.

il. Case 2, Tx-Rx =16m, Tx-Ref. = Rx-Ref. = 15m
In this case, the throughput performance was still below that in the case with no reflector, as the system
achieved 40% of throughput at 0dB and 100% at 5dB, as depicted in Figure 6 (a) and Figure 6 (b),
respectively.

iii. Case 3, Tx-Rx = 16m, Tx-Ref. = 12m, Rx-Ref. = 20m
In this case, the throughput performance was much better than in the case with no reflector, as the system
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achieved 97.5% of throughput at 0dB and 100% at 5dB, as depicted in Figure 7 which shows the reflector
position and the throughput performance.

Reflector 40 NRB=51/ SCS5=30kHz
1 35}
1
1
E 30
10m 3 553 10m §25'
: % 20
i 2
i I»E- 15|
H 10}
]
]
i sk
X RX 0 L s . . s . L x H
16m 5 4 3 2 El 0 1 2 3 4 5
SNR (dB)
Figure 5 (a). Reflector design of case 1. (b) Throughput percentage for case 1.
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I ~ 80} E
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£ 60 b
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I 30 F E
X 16m RX e 4 s 2 9 o 1 2 3 4 s
SNR (dB)
Figure 6 (a). Reflector design of case 2. (b) Throughput performance for case 2.
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Figure 7. (a) Reflector design of case 3. (b) Throughput performance for case 3.
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Figure 8 (a). Reflector design of case 4. (b) Throughput performance for case 4.
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iv. Case 4, Tx-Rx =16m, Tx-Ref. = 12m, Rx-Ref. = 22m

In this case, the throughput performance was the best among the different cases, as the system achieved
100% of throughput at 0dB and 100% at 5dB, as shown in Figure 8.

V. Case 5, Tx-Rx = 16m, Tx-Ref. = 18m, Rx-Ref. = 8.5m

In this case, the throughput performance was at its worst case, as the system achieved 0% of throughput
at all the points, as shown in Figure 9.

Reflector 4 __NRB=51/ SCS=30kHz_
0.8
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/ 202}
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Figure 9 (a). Reflector design of case 5. (b) Throughput performance for case 5.

Table 4. Different reflector positions moving transmitter or receiver.

AOA | AoD | Tx- | Tx- Rx- | Throughput | Throughput | Difference | Difference
Rx Ref. | Ref. | % at 0dB % at 5dB at 0dB at 5dB
No Reflector | 0° 0° 42.5 100
Case 2 30° [ 22° |7.39 |9.23 |8.63 |100 100 57.5 0
Case 3 10° | 30° |6.03 |8.12 |9.23 |80 100 37.5 0
Case 4 40° | 35° |10.92|10.44|9.77 |40 100 -2.5 0
Case 5 60° | 50° |234 |16 12.44 | 20 85 -22.5 -15
Case 6 30° | 70° [27.32]9.23 |22 0 0 -42.5 -100

Comparing the results of the different tested cases, the best case was case 4, where the throughput
achieved was 100% when the reflector is spaced 12 meters from the transmitter and 22 meters from the
receiver, while the worst case was case 5 when the reflector was spaced 18 meters apart from the
transmitter and 8.5 meters apart from the receiver, as shown in Figure 10.

Throughput vs SNR
120
100 & *
X
= 80
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Se60 e
= Y~
= 40
'_
20
0
0 5
SNR (dB)
~~~~~~ No Reflector Case 1 Case 2
Case 3 e Case 4 Case 5

Figure 10. Comparison of different reflector locations with fixed Tx-Rx distance.
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b) Moving Transmitter and Receiver
i Case 1, AoA = AoD = 0° (Default)
For the angle of 0, the throughput percentage reached its maximum at 5 dB and 42.5% of its maximum
at 0 dB, as Figure 11 illustrates.

NRB=51/ SCS=30kHz
100 T T T T T

90

80 [

70F
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Throughput (%)

50 F

40
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5 4 3 2 4 0 1 2 3 4 5
SNR (dB)

Figure 11. Throughput without reflector.

il. Case 2, AoA =30°, AoD =22°
For this case, the throughput percentage was at its best case which is 100% of throughput all the way
from -5 dB to 5 dB (Figure 12 (b)) with an improvement of 57.5% at 0dB compared to the default case

(no reflector), with the reflector design shown in Figure 12 (a).
NRB=51/ SCS=30kHz
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Figure 12 (a). Case 2 reflector design. (b) Throughput for case 2.

iii. Case 3, AoA =10°, AoD = 30°

For this case, the throughput has improved compared to the default case (no reflector), as the system
showed an 80% throughput at 0dB with an improvement of 37.5 % compared to the default case, as

shown in Figure 13 (b), while Figure 13 (a) shows the reflector design.
NRB=51/ §CS=30kHz
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] g
'l _.E_' 40 F
H [~
I
'I 20
i
TX 6.03 m RX 5 < 3 2 A 0 1 2 3 4
SNR (dB)

Figure 13 (a). Reflector design of case 3. (b) Throughput for case 3.
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iv. Case 4, AoA =40°, AoD = 35°

This case shows that the performance decreased when using the reflector, as the system showed 40% of
throughput at 0dB, which is lower by 2.5% compared to the case of not using the reflector, as shown in
Figure 14 (b), while Figure 14 (a) shows the reflector design.

Reflector

TX 1092 m RX

Figure 14 (a). Reflector design of case 4.

V. Case 5, AoA =60°, AoD =50

Throughput (%)

NRB=51/ SCS=30kHz
T T T T T

100
90 |
80
0F
60 |
50 |
40 F
30

TSR (dB)

(b) Throughput for case 4.

Case 5 shows a significant decrease of throughput percentage compared to the default case (no reflector),
with 22.5% decrease at 0dB and 15% decrease at 5dB, as shown in Figure 15 (b).

Reflector

TX 23.4m RX

Figure 15 (a). Reflector design of case 5.

Vi. Case 6, AoA =30°, AoD =70°

Throughput (%)
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(b) Throughput for case 5.

The worst case tested in this scenario was when the angle values were 30° for the angle of arrival and
70° and more for the angle of departure, where the throughput resulted in a straight line of 0% for both
0dB and 5dB, which represents a decrease of 42.5% and 100%, respectively, as shown in Figure 16 (b).
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Figure 16 (a). Reflector design of case 6.
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(b) Throughput for case 6.
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As shown in Figure 17, a comparison between the values of throughput in different cases has shown that
the throughput performance was at its best in case 2 and at its worst in case 6.

Throughput vs SNR for different reflector angles

120

100

[0
o

Throughput %

N
o

20

SNR dB

No Reflector Case 2 Case 3 Case 4 e==@=Case5 Case 6
Figure 17. Throughput percentages for different cases of reflector.

4. CONCLUSION

In this work, an assessment of the throughput performance has been provided based on studying some
parameters that might affect it either directly or indirectly. The factors studied were subcarrier spacing,
modulation technique in the default CDL channel and the existence of a reflector with two different
scenarios. To conclude, it can be argued that using a higher SCS, a greater percentage of throughput can
be achieved, whereas for the modulation technique, it is found that higher-order modulation will achieve
lower throughput performance and a trade-off should be made to preserve a reasonable spectral
efficiency.

Finally, the position of the reflector in case of reflector existence has shown a noticeable effect on the
throughput performance for both situations studied; fixed distance and moving users. The results have
shown a significant impact of the reflectors in both ways. Further investigation by considering more
than one reflector linked with wide coverage milestone can be used in order to improve the performance
of system throughput. However, complexity and cost will come into play in this stage. Moreover,
investigation of throughput performance using reflectors in mmWave frequency (FR2) in 5G systems
could be carried out as well.
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