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ABSTRACT 

Blockchain is a revolutionary technology that gained widespread popularity since the emergence of crypto-

currencies. The potential uses of Blockchain surpassed digital currency into a wider space that includes the 

Internet of Things (IoT), security applications and smart embedded systems, among others. As the number of 

Blockchain users increases, several drawbacks start to emerge, since Blockchains consume excessive amounts of 

energy to store and manipulate data. Furthermore, the limited scalability nature of Blockchains due to their 

massive storage requirements might become an issue. To improve the overall performance, several challenges in 

the current Blockchain structure should be tackled. This paper presents a hybrid system architecture that combines 

the distributed nature of Blockchains with the centralized feature of servers. Users will connect to servers via 

personal Blockchains, while servers will share a chain of Blockchains to ensure integrity and security. This will 

significantly decrease the storage requirements of end-users and enhance the scalability of networks. Businesses 

will highly benefit from this proposed structure, since it creates a reliable scalable business model.   

KEYWORDS 

Blockchain, Bitcoin, Crypto-currency, Distributed, E-commerce, Hybrid. 

1. INTRODUCTION

Since the emergence of Bitcoin in 2008 [1], crypto-currencies and hence Blockchain technology have 

gained widespread popularity. The technology features enable it to become the infrastructure for a new 

generation of internet interactions that include secure online payments [2]-[3], data exchange and 

transaction of digital assets [2]-[4]. Blockchain provides a decentralized, open, Byzantine fault-tolerant 

transaction mechanism [5]-[7]. Users can consider Blockchain as a sort of data structure that consists of 

an ever increasing number of blocks linked together through cryptography. Each block includes a 

cryptographic hash of the previous block, a timestamp and data that users wish to exchange throughout 

the network [8]-[9]. Data blocks are shared among users and not saved on a centralized server. The chain 

of blocks continuously grows when new blocks are appended into it and this change will be reflected to 

all users within the chain. Hence, by design, Blockchain is relatively resistant to data modification. 

However, in order to append a new block to the chain, computers, called miners, compete and run a 

complex hashing algorithm trying to produce a valid block hash. This will dissipate huge amounts of 

disproportionate power and time. Furthermore, the ever increasing chain of blocks will require massive 

storage capabilities from all users, limiting the scalability of such technology. Blockchains are governed 

by a consensus algorithm used as a mechanism to achieve the necessary agreement on the validity of 

data among distributed processes. With the recent advances in Blockchain technology, numerous 

consensus algorithms were proposed to make endpoints reach an agreement on the order and state of 

blocks of transactions and update the distributed ledger accordingly [10]-[11]. In this paper, a hybrid 

Blockchain architecture that is suitable for online banking and e-commerce platforms is proposed. The 

proposed solution addresses the storage and power consumption requirements while improving the 

Blockchain's integrity and security. The paper is organized as follows: Section 2 introduces the 

Blockchain technology and its methodology, whereas Section 3 illustrates the architecture of the 

proposed hybrid solution and Section 4 concludes the paper.  

2. BLOCKCHAIN TECHNOLOGY

Blockchain is a distributed transactional database that is governed by network consensus and secured 

by advanced cryptography. As illustrated in Figure 1, a Blockchain consists of a series of datasets that 

are composed of chains of data blocks. Each block holds several transactions (TXn). Once a set of 
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transactions is complete, an additional block is appended to the chain, hence representing a complete 

ledger of transactions history. The chain of blocks continuously grows when new blocks are appended 

into it and this change will be reflected to all users within the chain. 

Figure 1. Basic blockchain structure. 

In addition to the transactions, each block holds a Unix time timestamp which indicates the time of each 

transaction. Moreover, each block has a 256-bit hash value of the previous parent block and a nonce, 

which is a random number that verifies the hash. Several hashing algorithms can be used, but the SHA-

256 cryptographic hash is the most common [7]. Hash values are unique and therefore, any alteration in 

the data would immediately change the respective hash value. As a result, this structure ensures the 

security and integrity of the entire Blockchain down to the first block known as the Genesis Block. In 

order to alter the contents of any block, network consensus must be achieved. This implies that a 

minimum of half the endpoints connected throughout the network reach a common agreement about the 

present state of the current distributed ledger or transaction. Hence, in large networks, Blockchain is 

relatively resistant to data modification due to the huge number of endpoints. On the other hand, the 

computational power and storage power required are immense. Various research studies around 

Blockchains have been published in recent years to analyze and tackle the issues and limitations in 

Blockchains and evaluate consensus algorithms. The practical byzantine fault tolerance algorithm 

(PBFT), the proof-of-work algorithm (PoW), the proof-of-stake algorithm (PoS) and the delegated 

proof-of-stake algorithm (DPoS) are the four main methods of reaching consensus in the current 

Blockchain technology. In PBFT, each node in the network maintains an ongoing internal state. When 

a message is received, nodes use the message in conjunction with their internal state to run a computation 

algorithm to validate the message. After reaching a decision about the new message, the node shares 

that decision with other nodes in the system. A consensus decision is determined based on the total 

decisions submitted by all participating nodes. This method of establishing consensus requires less effort 

than other methods. However, anonymity can be a great risk on the system. 

An alternative method of reaching consensus within a Blockchain is the proof-of-work (PoW) algorithm, 

which is used by Bitcoin. In contrast to PBFT, PoW does not require all nodes on the network to 

participate and submit their individual conclusions in order for a consensus to be achieved. Rather, PoW 

is an algorithm that uses a hash function. Transactions can then be independently verified by all other 

system participants. The scheme allows for easy, broad participation while maintaining anonymity. 

Proof-of-stake (PoS) algorithm is similar to PoW algorithm, but the participation in the consensus 

building process is restricted to a predefined set of nodes known for having a legitimate stake in the 

Blockchain. The hash function calculation is replaced with a simple digital signature which proves 

ownership of the stake. A more centralized way of achieving consensus is using the delegated proof-of-

stake (DPoS) system. The algorithm works in a similar manner as in the PoS system, except that 

individuals choose an entity to represent their portions of stake in the system. 

In [12], a specially designed attack scenario is presented, in which collaborating miners’ revenue can be 

larger than their fair share. Such attacks can have significant consequences on the Blockchain structure. 

Miners might prefer to join the attackers and the colluding group will expand in size until it becomes a 

majority. At this point, the Blockchain system ceases to be a decentralized system. In [13], a 

decentralized smart contract system that does not store or show financial transactions is presented. 

Normally, all transactions, including flow of money, are exposed on the Blockchain. Such information 

might be useful by hackers and network attackers to track money and assets. Using such decentralized 

smart contract system retains transactional privacy from the public’s view. In [14], a highlight of the 

weaknesses and limitations of Bitcoin technology is presented. This includes the theft or loss of Bitcoins 

due to malware attacks, structural problems and scalability issues, like delayed transaction confirmation, 
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data retention and communication failures. A fair exchange protocol that improves the users' anonymity 

is used to improve the quality of the existing Bitcoin technology. In [15], a new mechanism for securing 

Blockchains' contracts is presented. By introducing a credibility score measure, a hybrid Blockchain 

that prevents an attacker from monopolizing resources is introduced. Credibility is a vital factor in any 

contract or transaction. Contractors must develop a good knowledge about each other to build up 

credibility and trust. The more contracts a contractor has with different people, the more credibility 

he/she gains. The mechanism proposed creates a hybrid Blockchain based on the proof-of-stake and 

credibility score methods. The proposed system uses the proof-of-work algorithm to introduce a hybrid 

solution in which power and storage requirements are minimized while improving the network's 

scalability and security. 

Since Blockchain is a decentralized distributed ledger, it has to be managed by a peer-to-peer network 

adhering to a common protocol for communication and appending new blocks. Therefore, each peer in 

the network will have a copy of the Blockchain. Any alteration in the Blockchain will involve the 

alteration of all subsequent blocks, which requires consensus of the majority of the network. In its 

current form, the hash value of each block is generated by miners. Mining is a process at which 

specialized computers compete to solve a complex computational problem and produce a valid hash. 

Hence, miners secure the network and process every transaction. The SHA-256 cryptographic hash 

chooses any 256-bit number ranging from 0 to 2256. The target is a 256-bit number that all Blockcahin 

clients share. The SHA-256 hash of a block's header must be lower than or equal to the current target 

for the block to be accepted by the network. The lower the target, the more difficult it is to generate a 

block. The maximum target defined by SHA256 mining devices is illustrated in equation 1. 

TMax= 0x00000000FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFF  (1) 

We define (D) to be the difficulty of finding a valid hash for a given block. D can be defined as in 

Equation 2 [16]-[17]: 

𝐷 =
𝑇𝑀𝑎𝑥

𝑇𝐶𝑢𝑟
(2) 

where, TMax is the maximum target of the hash value and TCur is the current target hash that the miner 

found. 

Difficulty can be simply defined as the ratio between the maximum target and the current target. TMax 

and TCur can be expressed as in Equations 3 and 4 [16]-[17]. The maximum target is defined as (216 - 1) 

× 2208 or approximately 2224. Since there are 2256 different values that a hash can take, a random hash has 

a chance of about 2-32 to be lower than the maximum target. 

TMax = (216 − 1)2208 ≅ 2224  (3) 

TCur = 
(216−1)2208

𝐷
 (4) 

The expected number of hashes (N) that a miner needs to calculate to find a block with a given 

difficulty (D) is illustrated in Equation 5 [2]: 

𝑁 =  
2256

(216−1)2208

𝐷

=  
2256𝐷

(216−1)2208 =
248𝐷

(216−1)
=

248𝐷

(216−1)
≅ 232𝐷  (5) 

Thus, every hash produced by a given miner has a probability (P) to validate a given block, as seen in 

Equation 6: 

𝑃 =
1

232𝐷
   (6) 

Miners from all around the world compete using powerful dedicated mining computers to generate a 

valid hash. From the equations above, it is evident that such process imposes high levels of power 

consumption. Currently, adding a single transaction to the Bitcoin Blockchain platform consumes about 

600 kWh [18]-[19] and the annual power consumption for the Bitcoin network is about 77.78 TWh, 

which is comparable to the power consumption of Chile. Furthermore, every node in the public 

Blockchain network has a local copy of the entire Blockchain. This drains huge amount of storage. 

Currently, the Bitcoin database exceeds 250GB and is growing up in a sharp exponential rate, as seen 

in Figure 2. The overall Bitcoin network is consuming more than 1000 TiB of storage per year [20] and 
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is increasing in a sharp rate. This is due to the increase in the number of users of the Bitcoin network. 

Such properties will restraint the use of this technology in banking and commercial businesses. 

Figure 2. Size of blockchain database. 

3. PROPOSED HYBRID BLOCKCHAIN

To minimize the computational power and storage requirements, a hybrid Blockchain model that 

combines the centralized feature of servers with the distributed nature of Blockchains is proposed. 

Figure 3 illustrates the network infrastructure of the proposed system. 

Figure 3. Proposed hybrid blockchain network infrastructure. 

The proposed model can be highly beneficial to modern online businesses. Banks and e-commerce 

platforms have several servers distributed over a large geographical area. Using the proposed model, 

two sets of networks are defined: a personal Blockchain through which users can interface with the 

network servers and a global Blockchain consisting of interconnecting servers. The global Blockchain 

can be viewed as a chain of Blockchains that is distributed among servers and being updated 

periodically. In such scheme, users can access their respective personal Blockchain, hence accessing 

their private information only. No user can get hold of other users' personal data, which improves data 

privacy. Moreover, single or multiple private miners owned or governed by the local business policies 

are distributed among the network. Miners control the appending of new blocks and mapping hashes 

throughout the network without competing to solve a complex mathematical formula. This scenario can 

improve the network's security, since securing a Blockchain might require knowing participating miners' 
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computational capabilities. This, in turn, aids in detecting potential selfish mining attacks [21-[22]. 

Normally, miners use the Proof-of-Work (PoW) as the security algorithm and compete trying to solve a 

complex computational challenge imposed by the PoW protocol. As a result, miners consume a huge 

amount of power [23]-[24], [15]. The proposed design includes single or multiple private trusted miners 

distributed throughout the network. Furthermore, the mining process can be fairly distributed among 

miners, hence immensely reducing the power consumption requirements of maintaining a Blockchain. 

Figure 4 illustrates the detailed architecture of the proposed Hybrid Blockchain. 

Figure 4. Proposed hybrid blockchain architecture. 

In this scheme, every user has a copy of his/her personal Blockchain consisting of his/her personal 

transactions and information. Whenever a user executes a transaction, a broadcast request message is 

sent from the user's device to the miners throughout the network. Upon receiving the message, a specific 

miner, based on an election algorithm, will compute and produce a global hash and a private hash which 

is sent back to the user.  Transactions and data blocks of the user's personal Blockchain are linked 

together through the received private hash. The user's data is saved locally on his device and also 

broadcasted to the data servers throughout the network. Hence, the locally saved user's Blockchain 

represents 50% of his/her overall personal network. The other 50% is represented by the business's 

servers. Each server holds a copy of a global Blockchain consisting of blocks from all connected users. 

The blocks are linked through a global hash generated by the network's miner. Users can only access 

their respective information. Therefore, no user can access or view other users' personal data, hence 

improving data privacy.  

Since miners are responsible for the generation of private and global hashes, a mapping algorithm should 

be used to track any network change. Mapping algorithms, in their simplest form, can be look-up-tables 

that are controlled by miners to translate and govern any change in the network. Furthermore, to reduce 

power consumption for maintaining the Blockchain, the mining process can be fairly distributed among 

miners. The distribution process can be based on an election algorithm to assign a miner. The election 

algorithm can be chosen upon the miner's geographical area, the miner's workload, user's ping signal 

latency or even randomly. Figure 5 illustrates an example of an election algorithm based on a specific 

user's ping signal latency.  

As seen in Figure 4, the network of each user is composed of the user's personal device, representing 

50% of the network, along with the servers' network representing the remaining 50%. This scheme offers 

high levels of data security. This is due to the fact that hackers need to control the majority of the 
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network's servers in addition to the client's device to achieve network consensus to alter or access only 

a single block. Assuming that there are several servers in a network, Equation 7 describes the minimal 

amount of devices "K" needed to alter a given user block, whereas Equation 8 illustrates the minimum 

amount of devices "K" needed to  control several blocks within the network. 

 

Figure 5. A sample election algorithm based on ping signal latency. 

𝐾 ≥
∑ 𝑆

2
+ 1   (7) 

𝐾 ≥
∑ 𝑆

2
+ 𝑛   (8) 

where, 

S is a server holding the chain of Blockchains.  

n: Number of different users within a selected portion of the Blockchain. 

To reach consensus in conventional Blockchains, attackers only need to control a half of the nodes 

holding the data. Figure 6 illustrates the improved security of the proposed design against the current 

Blockchain system by comparing the minimal number of devices "K" needed to control the network as 

the number of users "n" increases. 

Figure 7 presents the consensus algorithm used in the proposed design. Miners initiate the consensus 

protocol in the network through a 'proposed' function illustrated at lines 7–14 of the algorithm, allowing 

them to propose new blocks. Afterwards, processes within the network decide whether a new block at a 

given index is valid at lines 16-23. Appending a new block is shown at line 24 depending on the function 

get-main-branch( ). Line 11 maps a global hash used in the servers' network with a local hash used 

within the personal network. 

Figure 6. Number of devices to achieve network majority. 

  1:    𝑅𝑖 = 𝑅𝑒𝑞𝑢𝑒𝑠𝑡 𝑠𝑖𝑔𝑛𝑎𝑙 𝑓𝑟𝑜𝑚 𝑢𝑠𝑒𝑟 〈𝑖〉   
  2:    𝐿𝑖 = 𝐿𝑎𝑡𝑒𝑛𝑐𝑦 𝑜𝑓 𝑝𝑖𝑛𝑔 𝑠𝑖𝑔𝑛𝑎𝑙 𝑓𝑟𝑜𝑚 𝑚𝑖𝑛𝑒𝑟 𝑡𝑜 𝑢𝑠𝑒𝑟 〈𝑖〉     
  3:    𝑀𝑗 = 𝑀𝑖𝑛𝑒𝑟 (𝑗) 𝑖𝑛 𝑡ℎ𝑒 𝑛𝑒𝑡𝑤𝑜𝑟𝑘  

  4:    𝑟𝑒𝑐𝑒𝑖𝑣𝑒( 𝑅𝑖):  
  5:    𝑑𝑜  
  6:     𝑝𝑖𝑛𝑔 (𝑖)  
  7:    𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 (𝐿𝑖) 
  8:    𝑏𝑟𝑜𝑎𝑑𝑐𝑎𝑠𝑡 (𝑀𝑗 , 𝐿𝑖)  

  9:    𝑔𝑒𝑡(〈𝑀𝑗 , (𝐿𝑖)〉 )𝑖:  

10:    𝑓𝑖𝑛𝑑 (min(𝑀𝑗 , (𝐿𝑖)) ∀𝑗  

11:    𝑎𝑠𝑠𝑖𝑔𝑛( 𝑀𝑗) 



323 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 06, No. 04, December 2020. 

  

 

Figure 7. Consensus algorithm. 

4. CONCLUSION

As centralized systems need a central owner to connect and govern all other users and devices, the 

system structure is highly dependent on the network connectivity. Hence, abrupt failure of the entire 

system due to connectivity or security issues is likely to occur. Therefore, decentralized systems 

emerged as an alternative solution to resolve the security issues. One of the most recent promising 

decentralized architectures is Blockchain technology. Ever since, Blockchain has been adopted by 

businesses, e-commerce platforms and digital currencies like Bitcoin. However, as Bitcoin and related 

crypto-currencies have become increasingly popular, they have hit scalability and reliability issues. The 

process of improving scalability has been obstructed by an inherent trade-off between performance 

metrics and security requirements of the system architecture. This paper proposes a hybrid Blockchain 

system that is suitable for banks and e-commerce businesses. Users can connect to servers using personal 

Blockchains, while servers share a chain of Blockchains throughout the business's private network. 

Miners governed by the business's policies control the appending of new blocks and mapping hash 

values. Having private miners will dramatically reduce power consumption demands and improve the 

overall quality of the Blockchain technology. This solution diminishes the space requirements of end 

users and enhances the security of the system by introducing personal networks. The proposed hybrid 

solution inherits the simple deployment and affordable maintenance in centralized systems while 

promoting resource sharing and improved scalability and fault-tolerance in decentralized systems.  
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  3:    𝑏𝑙, 𝑏 𝑎𝑟𝑒 𝑏𝑙𝑜𝑐𝑘𝑠 𝑤𝑖𝑡ℎ 𝑡ℎ𝑒 𝑓𝑜𝑙𝑙𝑜𝑤𝑖𝑛𝑔 𝑓𝑖𝑒𝑙𝑑𝑠 
  4:    𝑝𝑎𝑟𝑒𝑛𝑡, 𝑡ℎ𝑒 𝑏𝑙𝑜𝑐𝑘 𝑝𝑟𝑒𝑐𝑒𝑑𝑖𝑛𝑔 𝑏𝑙, 𝑏 𝑖𝑛 𝑡ℎ𝑒 𝑐ℎ𝑎𝑖𝑛  
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  7:    𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑( )𝑖:  
  8:    𝑑𝑜  
  9:    𝑛𝑜𝑛𝑐𝑒 = 𝑟𝑎𝑛𝑑𝑜𝑚_𝑛𝑢𝑚𝑏𝑒𝑟( )  
10:     𝑐𝑟𝑒𝑎𝑡𝑒 𝑏𝑙𝑜𝑐𝑘 𝑏𝑙 ∶ 𝑏𝑙. 𝑝𝑎𝑟𝑒𝑛𝑡 = 𝑙𝑎𝑠𝑡_𝑏𝑙𝑜𝑐𝑘(𝑗𝑖) 𝑎𝑛𝑑 𝑏𝑙. 𝑝𝑜𝑤 = 𝑛𝑜𝑛𝑐𝑒  
11:    𝐿𝑛 = 𝑚𝑎𝑝_𝑛𝑜𝑛𝑐𝑒(𝑛𝑜𝑛𝑐𝑒)  
12:    𝑐𝑟𝑒𝑎𝑡𝑒 𝑏𝑙𝑜𝑐𝑘 𝑏 ∶ 𝑏. 𝑝𝑎𝑟𝑒𝑛𝑡 = 𝑙𝑎𝑠𝑡_𝑏𝑙𝑜𝑐𝑘(ℓ𝑖) 𝑎𝑛𝑑 𝑏. 𝑝𝑜𝑤 = 𝑙𝑛  
13:    𝑏𝑟𝑜𝑎𝑑𝑐𝑎𝑠𝑡 (〈{𝑏𝑙}, {〈𝑏𝑙, 𝑏𝑙. 𝑝𝑎𝑟𝑒𝑛𝑡〉}〉)  
14:    𝑠𝑎𝑣𝑒 (〈{𝑏}, {〈𝑏, 𝑏. 𝑝𝑎𝑟𝑒𝑛𝑡〉}〉)  

15:    𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑(〈𝐵𝑗 , 𝑃𝑗〉 )𝑖:  
16:    𝐵𝐿𝑖 ←  𝐵𝐿𝑖  ∪  𝐵𝑗    
17:    𝑃𝑂𝑖 ←  𝑃𝑂𝑖  ∪  𝑃𝑗    
18:    𝐵𝑖 ←  𝐵𝑖  ∪  𝐵𝑗    
19:    𝑃𝑖 ←  𝑃𝑖  ∪  𝑃𝑗    
20:   〈𝐵𝐿𝑖

̅̅ ̅̅̅, 𝑃𝑂𝑖
̅̅ ̅̅ ̅〉  ← 𝑔𝑒𝑡_𝑚𝑎𝑖𝑛_𝑏𝑟𝑎𝑛𝑐ℎ( )

21:   〈𝐵�̿�, 𝑃�̿�〉  ← 𝑔𝑒𝑡_𝑢𝑠𝑒𝑟_𝑏𝑟𝑎𝑛𝑐ℎ( )
22:   𝑖𝑓 𝑏𝑙0 ∈ 𝐵𝐿𝑖

̅̅ ̅̅̅  ⋀ ∃ 𝑏𝑙1, … , 𝑏𝑙𝑚  ∈   𝐵𝐿𝑖 ∶  〈𝑏𝑙1, 𝑏𝑙0〉, 〈𝑏𝑙2, 𝑏𝑙1〉, … , 〈𝑏𝑙𝑚, 𝑏𝑙𝑚−1〉  ∈ 𝑃𝑂𝑖  𝑎𝑛𝑑

23:   𝑏0 ∈ 𝐵�̿�  ⋀ ∃ 𝑏1, … , 𝑏𝑚  ∈   𝐵𝑖 ∶  〈𝑏1, 𝑏0〉, 〈𝑏2, 𝑏1〉, … , 〈𝑏𝑚, 𝑏𝑚−1〉  ∈ 𝑃𝑖 𝑡ℎ𝑒𝑛
24:    𝑎𝑝𝑝𝑒𝑛𝑑(𝑏0) 



324 

"Hybrid Blockchain,  "  H. W. Marar and R. W. Marar. 

[6] G. Zyskind, O. Nathan and A. Pentland, "Decentralizing Privacy: Using Blockchain to Protect Personal 

Data," Proc. of IEEE Security and Privacy Workshops, pp. 180-184, San Jose, CA, USA, 2015. 

[7] Z. Zheng, S. Xie, H.-N. Dai, X. Chen and H. Wang, "Blockchain Challenges and Opportunities: A 

Survey," International Journal of Web and Grid Services, vol. 14, no. 4, pp. 352-375, 2018. 

[8] M. Nofer, P. Gomber, O. Hinz and D. Schiereck, "Blockchain," Business & Information Systems 

Engineering, vol. 59, no. 3, pp. 183-187, 2017. 

[9] J. Lindman, V. K. Tuunainen and M. Rossi, "Opportunities and Risks of Blockchain Technologies–A 

Research Agenda," Proceedings of the 50th Hawaii International Conference on System Sciences, pp. 

1533-1542, [Online], Available: http://hdl.handle.net/10125/41338, 2017. 

[10] V. Gramoli, "From Blockchain Consensus Back to Byzantine Consensus," Future Generation Computer 

Systems, vol. 107, pp. 760-769, 2020. 

[11] J.-H. Huh and S.-K. Kim, "The Blockchain Consensus Algorithm for Viable Management of New and 

Renewable Energies," Sustainability, vol. 11, no. 11, ID. 3184, [Online], Available: 

https://doi.org/10.3390/ 

su11113184, 2019. 

[12] I. Eyal and E. Gün Sirer, "Majority Is Not Enough: Bitcoin Mining Is Vulnerable," Proc. of International 

Conference on Financial Cryptography and Data Security, pp. 436-454, Springer, Berlin, Heidelberg, 

2014. 

[13] A. Kosba, A. Miller, E. Shi, Z. Wen and C. Papamanthou, "Hawk: The Blockchain Model of 

Cryptography and Privacy-preserving Smart Contracts," Proc. of IEEE Symposium on Security and 

Privacy (SP), pp. 839-858, San Jose, CA, USA, 2016. 

[14] S. Barber, X. Boyen, E. Shi and E. Uzun, "Bitter to Better—How to Make Bitcoin a Better Currency," 

Proc. of the International Conference on Financial Cryptography and Data Security, pp. 399-414, 

Springer, Berlin, Heidelberg, 2012. 

[15] H. Watanabe, S. Fujimura, A. Nakadaira, Y. Miyazaki, A. Akutsu and J. Kishigami, "Blockchain 

Contract: Securing a Blockchain Applied to Smart Contracts," Proc. of the IEEE International Conference 

on Consumer Electronics (ICCE), pp. 467-468, 2016. 

[16] D. Meshkov, A. Chepurnoy and M. Jansen, "Short Paper: Revisiting Difficulty Control for Blockchain 

Systems," Proc. of International Workshop on Data Privacy Management, Cryptocurrencies and 

Blockchain 

Technology, pp. 429-436, Springer, Cham, 2017. 

[17] D. Kraft, "Difficulty Control for Blockchain-based Consensus Systems," Peer-to-Peer Networking and 

Applications, vol. 9, no. 2, pp. 397-413, 2016. 

[18] H. Vranken, "Sustainability of Bitcoin and Blockchains," Current Opinion in Environmental 

Sustainability, vol. 28, pp. 1-9, 2017. 

[19] K. J. O'Dwyer and D. Malone, "Bitcoin Mining and Its Energy Footprint," Proc. of the 25th IET Irish 

Signals & Systems Conference 2014 and 2014 China-Ireland International Conference on Information 

and Communications Technologies (ISSC 2014/CIICT 2014), pp. 280-285, 2014. 

[20] E. Francioni and F. Venturelli, "The Dusk Network and Blockchain Architecture," WEB3 Symposium, 

Amsterdam, The Netherlands, [Online], Avaialble: https://dusk.network/uploads/dusk-whitepaperv1.pdf, 

2018. 

[21] P. H. Gleichauf, "Blockchain Mining Using Trusted Nodes," U.S. Patent Application Publication, Pub. 

no.  US 2018 / 0109541 A1, [Online], Available: 

https://patentimages.storage.googleapis.com/23/4f/69/4bbc9631 

31ccbc67/US20180109541A1.pdf, May 14, 2019. 

[22] A. Shariar, Md. A. Imran, P. Paul and A. Rahman, "A Decentralized Computational System Built on 

Blockchain for Educational Institutions," Proceedings of the International Conference on Computing 

Advancements, pp. 1-6, [Online], Available: https://doi.org/10.1145/3377049.3377058, 2020. 

[23] M. Crosby, Nachiappan, P. Pattanayak, S. Verma and V. Kalyanaraman, "Blockchain Technology: 

Beyond Bitcoin," Applied Innovation Review (AIR), no.8, pp. 6-19, June 2016. 



325 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 06, No. 04, December 2020. 

[24] BitFury Group, "Proof of Stake versus Proof of Work," White Paper, Version 1, pp. 2-26, [Online], 

available: https://pdfs.semanticscholar.org/6990/0bac4097a576414f69f1998c11089fb5bb94.pdf, 

September 2015. 

[25] J. Spasovski and P. Eklund, "Proof of Stake Blockchain: Performance and Scalability for Groupware 

Communications," Proceedings of the 9th International Conference on Management of Digital 

EcoSystems, pp. 251-258, [Online], available: 

https://pure.itu.dk/portal/files/83126213/Proof_of_Stake_Blockchain_Perfo 

rmance_and_Scalability_for_Groupware_Communications.pdf, 2017. 

 ملخص البحث:

منددددو  مدددد ا مددددق ك عدددد    ددددق نق   " تقنيددددت ة اكددددت  بياددددعة  ددددععيت   ةددددعت تعددددسل "ة ادددد ت     ددددس  

  خفيلدددددت   طدددددس تخ دددددل  ةددددديخس ة ادددددو    يقنيدددددت   ع م دددددت    طميدددددت   دددددل ميدددددس     ا  ددددد   دددددم    ي  دددددة 

 لأ ددددددديقيق  ت عيقدددددددق   لأمدددددددق ق   لأ امدددددددت   وبيدددددددتق   دددددددل ةدددددددعي    م دددددددق        ددددددد    مددددددد  

تندددددددقم    دددددددس   ماددددددديخسم  ت دددددددب   اوةددددددد ق  دددددددس    عددددددد    اددددددد عيق   دددددددق ام ا       ل ت دددددددب 

ةدددددد  تادددددديم ب بميددددددق  خ يددددددسن مددددددج    قطددددددت  يخدددددد كج   عيق ددددددق   معق  يمددددددق  مددددددج  ق يددددددت   او

 خددددددد اق بدددددددح     عيعدددددددت   م دددددددس  ن  ي دددددددب   اوةددددددد  مدددددددج  يددددددد  طق  ييمدددددددق   ي ةدددددددي ق  ادددددددع  

  مي  عدددددددق    مقي دددددددت   وخمددددددددت  يخددددددد كج   عيق دددددددق ق ا مددددددددق ت ددددددد   مع ددددددد ت    ي ادددددددديج  لأ  ي 

  ي ددددددسكق  بدددددد    عنيددددددت     انددددددت   اوةدددددد    لإجمددددددق  ق    ددددددسل مددددددج   ي   دددددد    ددددددل   عسكددددددس مددددددج

م ض ع او    سا ةت 

تقدددددسة ادددددو    سا ةدددددت  نيدددددتا ا يندددددتا  اوةددددد      دددددس   ت مددددد   ددددديج    عيعدددددت   ي خكعيدددددت   اوةددددد 

   ادددددددمت   م ب كدددددددت   خددددددد   ة  بددددددد    نادددددددقة   مقيددددددد  ق كي ددددددد    ماددددددديخسم    عددددددد    اوةددددددد  

 ددددددس     ددددددمق  ةددددددومت   ناددددددقة    خ ددددديتق  ينمددددددق تي ددددددقام   خدددددد   ة ة ادددددد تا مدددددج ةوةدددددد     

  مق دددددذ   ادددددو  مدددددج  دددددا ذ    كق دددددت مدددددج مي  عدددددق    يخددددد كج   ماددددديخسميج   نمدددددقيييج  ك ادددددج 

 لأ مددددددق  مددددددج   عنيددددددت مددددددج طق  يددددددت    ددددددع ق    ي ةددددددي    مددددددج   م مدددددد     تادددددديفيس م ةاددددددق  

ا  طق وا   ي ةي     مقي  ت  لأ مق تخ ق  م  ج   مق   م ة طق
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ABSTRACT 

This paper deals with modeling and verification of software systems by combining UML diagrams and Pi-

calculus. UML 2.0 Activity diagrams are used for modeling the behavior of software systems, while Pi-calculus 

is used for semantic and verification purposes. More precisely, UML is a semi-formal language and so it needs 

formal semantics for its constructs and lacks tools for verifying properties. To this end, we propose an approach 

and a tool called AD2PICALC for transforming UML 2.0 Activity diagrams to Pi-calculus processes using 

Eclipse Xpand and TGG tools. The obtained Pi-calculus processes are then used as input for Pi-calculus tools, 

like MWB, to verify some properties as deadlocks, safety, determinism, termination and livelock. We illustrate 

our contribution through an example from the literature and verify the property of deadlock using MWB tool. 

The main contribution of this paper lies in the automation of the transformation approach using TGG tools. 

KEYWORDS 

Model-driven engineering, TGG, Xpand, UML activity diagrams, Pi-calculus, Model transformation, Graph 

transformation, Software systems. 

1. INTRODUCTION

A critical system is a system the "failure" of which is a threat to human life, to the environment of the 

system or to the existence of the organization that manages it. Examples of critical systems include - 

among others- communication systems, embedded control systems, command and control systems and 

transport systems. The cost of a failure in a critical system could exceed the cost of the system itself. 

Nowadays, most of critical systems are computer-based. Therefore, to develop powerful and 

sophisticated software, the modeling and verification of such systems seem to be the best solution for 

such task.  Specifically, modeling facilitates the understanding of their complex behavior and also 

simulates these systems, while verification ensures their accuracy. The combination of UML diagrams 

and formal methods is a very suitable approach for the development of software systems [1]-[2]. 

Unified Modeling Language (UML) [3] is a well-known standard notation used to model object 

oriented software systems. It provides methods that are structured, semi-formal and graphical for 

specification, but not suitable for verification and validation of software systems. UML has different 

kinds of structural and behavioral diagrams. Each diagram is dedicated to a description of different 

aspects of a complex (software) system. UML Activity diagrams are used to model easily the dynamic 

behavior of workflow systems. One of their main purposes is to model software processes and 

business processes and represent control flows between activities. On the other hand, formal methods 

are used in software engineering to reason about mathematical models by proving or verifying 

properties (e.g. deadlock) of models. They are used to ensure that these systems are developed without 

error; i.e., these systems are free of deadlock, safe, deterministic, terminating and free of livelock. 

However, the analysis and design work with formal methods is very expensive and requires 

mathematical skills. To bridge the gap between formal methods and semi-formal ones [4], several 

researchers proposed approaches allowing the integration of formal models supporting formal 

verification in semi-formal models.  
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In the present work, our main contribution consists of an integrated approach and a tool (called 

AD2PICALC) combining UML 2.0 activity diagrams and Pi-calculus [5]-[6] for the development of 

software systems. This approach is based on modeling, meta-modeling and model transformation, 

which are the fundamental concepts of Model Driven Engineering (MDE) [7]. Indeed, MDE is an 

active research area in both academia and industry. It aims to decrease the complexity of software 

development. It allows portability, interoperability and reuse. In this paper, we propose another way 

and a tool for transforming UML 2.0 Activity diagrams to Pi-calculus. This approach is based on 

Xpand [8] and TGG tool [9] which permits a bidirectional approach. As a semi-formal notation, UML 

2.0 Activity diagrams need formal semantics.  So, to implement a formal analysis of a UML activity 

diagram specification, we propose to translate it to Pi-calculus process. Therefore, the obtained 

process model can be automatically verified (whether it satisfies or not certain properties, such as 

deadlock) using Pi-calculus analytical tools, such as MWB [10]. Pi-calculus is a simple mathematical 

process model based on CCS, which stands for Calculus Communicating System, a language proposed 

by Milner in 1980 [11]. It belongs to the family of process algebras. Since UML activity diagrams are 

graphs, the proposed approach is based on graph grammars. TGG is used to implement the graph 

grammar.  

The rest of the paper is organized as follows. In Section 2, we discuss some related works. In Section 

3, we recall some basic concepts about UML 2.0 activity diagrams, Pi-calculus and graph grammars. 

In Section 4, we propose our approach and tool that combine UML 2.0 activity diagrams and Pi-

calculus process algebra for the development of software systems. In Section 5, we apply our approach 

on an illustrative example from the literature. Section 6 concludes the paper and gives some 

perspectives of this research work. 

2. RELATED WORK

Many works tackled the problem of formalizing UML Activity diagram through translating it to 

formal standards supported by analysis facilities. In [12], the authors proposed activity diagram 

patterns for modeling business processes and a semantics for the activity diagrams, formalized by 

colored Petri nets. In [13], the authors defined semantics for activity diagram of UML by means of 

regular expression and its equivalent transition system. Moreover, they proposed a formal verification 

and traceability method for any activity model with the help of Arden's lemma. In [14], the authors 

transformed automatically UML 2.0 activity diagram to Petri nets. This transformation helps software 

designers analyze and verify properties using INA analyzer tool. In [15], the authors presented a 

transformation from Activity Diagram into its semantically equivalent Colored Petri Nets using 

Weighted Directed Graph. This transformation consists of two steps. In the first step, the UML 

Activity Diagram is transformed into a Weighted Directed Graph and in the second step, the Weighted 

Directed Graph is transformed into semantically equivalent Colored Petri Nets. In [16], the authors 

proposed a framework that provides formal definitions for UML Activity diagrams by transforming 

them to a formal representation called point graph (PG). The approach is illustrated with a case study 

at King’s College Hospital to improve patient flows of an accident and emergency department. In [17], 

the authors developed a specific tool, called MAV-UML-AD, allowing the specification and the 

verification of workflow models using UML activity diagrams and Event-B. The developed tool 

transforms an activity diagram model into an equivalent Event-B specification according to a 

mathematical semantics. They illustrated the use of the developed tool MAV-UML-AD using an 

example of specification and verification. In [18], the authors presented an approach that transforms 

the UML sequence diagrams, behavioural state machines and activity diagrams into a single Transition 

System to support model checking using NuSMV tool [19].  In [20] and [21], the authors presented an 

approach based on SCALA, an environment of executing Isabelle/HOL specifications that allows to 

transform UML State machine diagrams to Colored Petri Nets models. The authors also proved the 

correctness of certain structural properties of this transformation. 

Several approaches proposed semantics for UML diagrams using process algebras, like Pi-calculus. In 

[22], the authors have proposed an automatic translation of UML specifications made up of sequence 

and state diagrams into Pi-calculus processes. The central point of their proposed translation was the 

coherence of the two types of diagrams. In [23], the authors proposed an approach for mapping only 

UML state machine diagrams into Pi-calculus using TGG tool. In [24], the authors presented an 
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approach for capturing and verifying dynamic program behaviors using UML communication 

diagrams and Pi-calculus. In [25], the authors proposed an approach based on ATOM³ tool [26] for 

mapping UML 2.0 Activity diagrams to Pi-calculus. Other works used Petri nets and their extensions, 

like Colored Petri nets to formalize UML diagrams. In [27], the authors presented π-calculus 

semantics as a formal basis for UML activity diagrams. They showed manually and formally the 

consistency between the concepts of activity diagrams and π-calculus expressions. In our present 

paper, we propose an automatic mapping using TGGs tools [9] based on ideas presented in [27]. The 

main differences between our approach and the previously cited approaches of transforming UML 

diagrams to π-calculus are summarized in the following table. 

Used UML Diagrams Manual Automatic Used Transformation Tool 

[22] Activity, sequence and 

state charts 

x 

[23] State chart x TGG 

[24] Communication x 

[25] Activity x ATOM3 

[27] Activity x 

Our Approach Activity x TGG 

The use of TGG graph transformation tool instead of ATOM3 is due to its ability to perform complex 

transformation and offer the capabilities needed to realize our ideas. Moreover, we have applied our 

approach and the developed tool on a complex illustrative example. 

3. BACKGROUND

In the following sub-sections, we briefly recall some basic concepts about UML 2.0 Activity 

diagrams, Pi-calculus and graph grammars. 

3.1 UML Activity Diagrams 

Activity diagram is an important UML diagram to describe dynamic aspects of a system. Activity 

diagram is the object-oriented equivalent of flow charts and Data Flow Diagrams (DFDs) from 

structured software development. It is used to represent the flow from one activity to another activity. 

The activity describes a particular operation of the system. So, the control flow is drawn from one 

operation to another. This flow can be sequential, branched or concurrent. Activity diagrams allow 

dealing with all types of flow control by means of different elements, like initial, flow final, activity 

final, decision, merge, fork and join nodes. For more details, the reader is referred to [3].  

3.2 Pi-calculus 

The Pi-calculus [5] is an extension of CCS [11]. It is a process algebra where processes interact by 

sending communication links to each other. It can be considered as a mathematical model of processes 

the interconnections of which change when they communicate [6]. The transfer of a communication 

link between two processes is the basic computational operation. Then, the link is used for further 

interaction with other processes. Pi-calculus offers primitives for describing and analyzing global 

distributed infrastructure, focusing on process migration between peer process interaction via dynamic 

channel-private channel communication. Example applications include languages supporting 

distributed programming with process mobility: polyphonic C#, BPML description and analysis of 

authentication protocols: spi calculus typed processes to ensure fine-grained resource access control. 

For more details, see the excellent introduction to the Pi-calculus by Joachim Parrow [6]. 

3.3 Graph Grammars and TGG 

In the following part, we recall some concepts about graph grammars and TGG. 

3.3.1 Graph Grammars 

Before presenting the idea of TGGs, we begin with graph grammars [28]. A graph grammar evolves 

from Chomsky grammar on strings to graphs. It consists of a set of graph-rewriting rules. Each one 
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has a graph at its Left Hand Side (LHS) and another graph at its Right Hand Side (RHS), as shown in 

Figure 1. 

Figure 1. LHS and RHS of a rule. 

The semantics of a graph grammar rule is similar to classical grammars in formal languages. A graph 

grammar rule can be applied to some graph called host graph. If the LHS of the rule matches a part of 

the host graph, this part is replaced by the RHS of the rule. 

3.3.2 Triple Graph Grammars (TGGs) 

Triple Graph Grammars (TGGs) have been proposed by Andy Schϋrr in 1994 for model 

transformation using graph grammars [28]. They allow the user to define a transformation (in both 

directions) in a declarative way. More precisely, Triple Graph Grammars (TGGs) are used for defining 

the correspondence between two different types of models via sets of corresponding graphs [29]. Each 

element of this set is a triple consisting of two independent graphs that are linked via a third graph, 

called the correspondence graph. Because of this triple structure, such a graph is also called a triple 

graph. These different graphs in a triple graph are typed over different type graphs. TGG rules are 

non-deleting graph production rules that describe how, based on a start graph or axiom, triple graphs 

can be created. Triple graphs that can be created by a TGG are called valid triple graphs. Transferred 

to the modeling world, TGGs define sets of corresponding models, also called triple models, where the 

independent models, called domain models, are instances of different meta-models. The domain 

models are linked via a correspondence model, which is an instance of a correspondence meta-model. 

The advantages of TGGs reside in the fact that the definition can be made operational, so that one 

model can be transformed into the other in either direction; even more, TGGs can be used to 

synchronize and maintain the correspondence of the two models, even if both of them are changed 

independently of each other; i.e., TGGs work in an incremental way. 

3.3.3 Description of a TGG Rule 

It is important to notice that the models to be transformed by TGGs will be represented as object 

diagrams; and a class diagram represents the set of models to be considered (meta-model). So, a TGG 

rule consists of nodes and arcs that represent objects and links in the domain models. LHS and RHS of 

a rule contain nodes and arcs.  The old nodes and arcs are also called context nodes (nodes products) 

and edges of context (arcs products). The context nodes are shown as white boxes with a black border; 

nodes products are shown as green boxes with a border-dark green and labeled “+ +”. The arcs of 

context are shown as black arrows; arcs products are shown as arrows with dark green labeled ’’+ +”.  

Further constraints on attribute values and states of implementation can be formulated in a TGG rule. 

In a transformation, it has many strings as values of any price in the target model to be chained to 

different information in the source model. In a TGG rule, OCL expressions can be used in the 

constraints of attribute values and states of implementation. They are shown as rounded rectangles in 

yellow TGG rule [30]. 

4. OUR APPROACH

In this section, we present an approach of mapping UML 2.0 Activity diagrams to Pi-calculus 

expressions. The objective of this transformation is to formally verify the desired properties of models 

using the analytical techniques and verification tools of Pi-calculus.  

The main idea of our approach is depicted in Figure 2. It consists of three steps: (1) transforming an 

activity diagram into its equivalent Pi-calculus model using TGG, (2)   generating the Pi-calculus code 

from the Pi-calculus model using eclipse Xpand code generator, (3) verifying the desired properties of 

the target model using the MWB Tools. In the following, we present first the meta-models, next the 
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transformation of activity diagrams to Pi-calculus processes using TGG tool and finally the translation 

of Pi-calculus models in abstract syntax to Pi-calculus code with Xpand tool. 

Figure 2. The architecture of our approach. 

4.1 Meta-models 

We follow the approach of triple graph grammars (TGGs), where the abstract syntax of both activity 

diagrams and Pi-calculus expressions is represented by UML object diagrams. A third meta-model is 

used to capture the relation between corresponding elements of activity diagrams and Pi-calculus 

expressions. In the following, we give the three meta-models in detail. 

4.1.1 UML Activity Diagram Meta-model 

We propose in Figure 3 a modified version of the meta-model of UML activity diagram (as a UML 

class diagram) presented in [3]. The motivation behind the modification is to adapt it to our purpose, 

sine the meta-model of [3] is bigger. In this meta-model, the class ModelElement is abstract, since a 

concrete element is Activity, or ActivityPartition, or ActivityEdge, or ActivityNode. Activity is 

composed from three classes ActivityPartition, ActivityEdge and ActivityNode. ActivityNode can be 

InitialNode, FinalNode, DecisionNode, MergeNode, ActionNode, ObjectNode, JoinNode or 

ForkNode. Activity Partition is composed from Activity Edge and Activity Node; Activity Edge can be 

ControlFlow or ObjectFlow. 

We have added to the ControlFlow class the following attributes: 

- visitorIN (integer)  to mark the  input edges of JoinNode and MergeNode.  

-  FinIN (boolean) to mark the last input edge of JoinNode and MergeNode. 

- visitorOUT (integer) to mark the output edges of ForkNode and DecisionNode. 

-FinOUT (boolean) to mark the last output edge of ForkNode and DecisionNode. 

An example of how a simple activity diagram is represented according to this meta-model is shown in 

Figure 4. On the left side, we find the graphical representation of an activity diagram as a concrete 

syntax. On the right side, we find the same pattern in its abstract syntax represented as a UML object 

diagram needed by TGG. 

4.1.2 Pi-calculus Meta-model 

Figure 5 shows the meta-model of the Pi-calculus processes. In this meta-model, there is a class for the 

root element ProcessComposition. This class is composed of a set of ProcessAssignments with at least 

one process. The left side of the assignment statement is the defined process (processIdentifier) and 

the right side refers to a ProcessExpression (process). The ProcessExpression can be an expression of 

Pi-calculus: Prefix, internalchannel, BinaryOperation, Restriction or Empty. A Prefix is composed of 

two parts; the left side one is an Event and the right side one is a ProcessExpression. An Event is: a 

Silent_Event, an Output_Event, an Input_Event, a Condidion or a Concurrency. An Output_Event is 
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composed of a Name. An Input_Event consists of a Name. A BinaryOperator (Choice, Concurrency 

or Condition) consists of a ProcessExpression. A Process consists of a Name or more. 

Figure 3. Adapted UML activity diagram meta-model from [3]. 

Figure 4. A simple activity diagram and its corresponding object diagram (in abstract syntax). 
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4.1.3 The Correspondence Meta-model 

In defining the relationship between activity diagrams and Pi-calculus processes, we establish the 

relationship by additional nodes that refer to elements of both diagrams. These nodes are called nodes 

of correspondence. The exact meaning will be clearer when we define the matching rules in Section 

4.2. Figure 6 shows the correspondence meta-model. We notice that these classes have other 

associations to classes of the two meta-models (Pi-calculus and activity diagrams), which are not 

shown in this diagram. 

4.2 The Transformation of Activity Diagrams to Pi-calculus by a TGG Graph 

Grammar 

In this part, we propose twenty (20) rules for transforming UML Activity diagrams to Pi-calculus 

processes. We recall that the source and target models are expressed as UML object diagrams. The 

transformation scheme is based on [27], where activity diagram nodes are transformed to Pi-calculus 

processes, whereas activity diagram transitions are transformed to input or output channels (names).  

In the following, we give the idea of some transformation rules and their representation in TGG. 

Figure 5. The Pi-calculus meta-model. 
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Figure 6. The correspondence model. 

4.2.1 The Axiom 

The axiom is the simplest relationship that transforms a simple activity diagram to Pi-calculus (Figure 

7). On the right side of Figure 7, the process InitialProcess is still left open, as indicated by points 

then, that part will be supplemented by other rules later. 

     ++ Activity: InitialProcess InitialProcess ( …  )=(v …  ) ...........

Figure 7. The idea of transforming an activity diagram into an initial process in Pi-calculus. 

The axiom shown in Figure 8 is the starting point of all transformations. An Activity corresponds to a 

ProcessComposition, which contains a ProcessAssignement. On the left side of ProcessAssignement, 

there is a ProcessIdentifier (Process) which takes the name of the Activity by OCL expression. On the 

right side, there is a Process (Restriction). Every pair of object diagrams for Activity diagrams and Pi-

calculus that can be constructed by applying the graph grammar rules, starting from this axiom at any 

matching position, represents a legal relation between the two kinds of models. This is the semantics 

of a set of TGG-rules. From this axiom, we will now discuss the new construction occurring in the 

activity diagram and show how the corresponding states are created in the Pi-calculus. 

Figure 8. The axiom in TGG. 

4.2.2 TGG Rule Transforming an Initial Node (InitialNode)  

The idea of transforming an initial node is shown in Figure 9. At the left side, there is an initial node 

IN1 connected to a control flow (indicated by green color and label-quests by + +). At the right side is 
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the corresponding Pi-calculus code. 

Figure 9.  The idea of transforming the initial node into Pi-calculus in concrete syntax. 

This idea of transforming an initial node is expressed by the TGG rule in Figure 10. 

4.2.3 TGG Rule Transforming an Action Node (ActionNode) 

The idea of transforming an action node is shown in Figure 11. We assume that the control flow x 

exists and now an action A and a control flow y are added to the diagram (shown in green and marked 

with ++). Now, at the right side, a ProcessAssignment is composed of two parts: a right side Process- 

Figure 10. TGG rule transforming an initial node. 

Identifier A (x, y) and a left side ProcessExpression containing a Prefix process. For the InitialProcess, 

we add a local port y, an operator of concurrency (|) and the process A (x, y). The corresponding TGG 

rule is shown in Figure 12. 

++ IN1

++ X 

IN1 (InStart, x) =   InStart.x̅. IN1 (InStart, x)

InitialProcess( InStart,… )= (v  xIN1 (InStart, x) | …
++ IN1

++ X 

IN1 (InStart, x) =   InStart.x̅. IN1 (InStart, x)

InitialProcess( InStart,… )= (v  xIN1 (InStart, x) | …
++ IN1

++ X 

IN1 (InStart, x) =   InStart.x̅. IN1 (InStart, x)

InitialProcess( InStart,… )= (v  xIN1 (InStart, x) | …
++ IN1

++ X 

IN1 (InStart, x) =   InStart.x̅. IN1 (InStart, x)

InitialProcess( InStart,… )= (v  xIN1 (InStart, x) | …IN1 (InStart, x) =   InStart.x̅. IN1 (InStart, x) 

InitialProcess( InStart,… )= (v  xIN1 (InStart, x) | …

++ IN1

++ X 

IN1 (InStart, x) =   InStart.x̅. IN1 (InStart, x)

InitialProcess( InStart,… )= (v  xIN1 (InStart, x) | …
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Figure 11. The action node between two control flows. 

Figure 12. TGG rule transforming an Action node. 

4.2.4 TGG Rule Transforming a Final Node (ActivityFinalNode) 

The idea of transforming a final node is shown in Figure 13. We assume that the controle flow y exists 

and now a final node FNA is added to the diagram (again shown by green color and marked with ++). 
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A new ProcessAssignment is generated which consists of two parts: the ProcessIdentifier AFN (y) at 

the right side and the prefix process y.AFN (y) at the left side. In the process InitialProcess, we add a 

local port y as well as the Process AFN (y). The corresponding TGG rule is shown in Figure 14 

Figure 13. The idea of transforming a final node. 

Figure 14. TGG rule for a final node. 

Note: For lack of space, the reader is referred to our internal report [32] to see the rules of 

transforming the fusion node, the fork node, the join node and the decision node 

4.3 Generating the Pi-calculus Code from the Pi-calculus Model 

In order to check the correction of the target Pi-calculus models, we translate the Pi-calculus models in 

abstract syntax (conforming to meta-model) to Pi-calculus code (concrete syntax). This transformation 

is of model to text (M2T) type and is carried out using the Xpand tool of the EMF framework [31]. 

def 
y

 AFN    ++

AFN

AFN (y) = y.AFN (y)

InitialProcess( … )=(v.. y..) …….| AFN (y)



337 

" Integrating UML 2.0 Activity Diagrams and Pi-calculus for Modeling and Verification of Software Systems Using TGG",  R. Elmansouri, 

S. Meghzili, A. Chaoui, A. Belghiat and O. Hedjazi. 

First, we use the Ecore meta-model of the source Pi-calculus shown in Figure 5. Second, we define the 

Xpand template shown in Figure 15. This template maps a Pi-calculus model in abstract syntax to Pi-

calculas code. 

Figure 15. The Xpand template defined to translate a Pi-calculus model to Pi-calculus code. 

5. ILLUSTRATIVE EXAMPLE: TRANSFORMING AN ACTIVITY DIAGRAM TO A PI-

CALCULUS EXPRESSION 

We first deal with the transformation of the example. Then, we show the verification of Deadlock 

property using MWB Tool. 

5.1 The Transformation Process 

We have applied our approach on the example of Figure 16 representing an example of UML 2.0 

Activity diagram borrowed from [33] with some modifications. We have first expressed this example 
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in its abstract syntax (tree), as shown in Figure 17.  Then, we have executed our graph grammar on 

this example using the TGG interpreter, as depicted in Figure 18. 

Figure 17. The activity diagram example in 

its          abstract syntax (tree). 

Figure 16. The activity diagram in concrete 

syntax. 

Figure 18. Transforming the example        Figure 19. The corresponding Pi-calculus of the activity

using TGG interpreter.         diagram example in abstract syntax. 
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As a result, we have obtained the Pi-calculus model (abstract syntax tree) shown in Figure 19. 

Then, we have used Xpand tool to transform the Pi-calculus model (abstract syntax as a tree) to its 

textual form and obtained the final Pi-calculus code shown in Figure 20. 

Notation: The generated symbols of Pi-calculus are as follows: 

RESTRICTION: represented by the alphabet 'v' 

OUT_EVENT: represented by the channel name + _BAR   example: x = x_bar 

SILENT_EVENT: represented by 'Tau' 

InitialProcess(InStart,nohelp,askhelp,else,else,real)= 
( v  S1 S2 M1 M2 M3 M4 DM1 DM2 D3 C1 F1 F2 F3 F4 J4 J3 J2 J1 C2 E1 E2)(Initial(InStart,S1) 

|(calldriver(S1,S2)|(((decision1(M1,S2,nohelp,askhelp,M2,M3,else) 

|(assessdescription(M3,M4)|0))|(merge1(M2,DM1,M4)|((decision2(DM2,DM1,else,D3, 

real)|((((fork(F1,D3,F2,F3,F4)|(getD(F4,J4)|0))|(getC(F3,J3)|0))|(getB(F2,J2)|0))|(getA(F1,J1) 

|(join(E1,J1,J2,J3,J4)|(creatservicedescription(E1,E2)|final1(E2))))))|(merge2(DM2,C1,M1) 

|(creatalert(C1,C2)|final2(C2))))))|0))) 

Initial(InStart,S1)= InStart.S1_BAR.Initial(InStart,S1) 

calldriver(S2,S1)= S1.Tau.S2_BAR.calldriver(S1,S2) 

decision1(M1,S2,nohelp,M2,askhelp,else,M3)= S2.( v  X)Cn_BAR<X>.X(Y).( 
[Y=nohelp]M1_BAR. decision1(M1,S2,nohelp,M2,askhelp,else,M3)+([Y=askhelp]M2_BAR. decision1(M1,S2,nohelp,M2,askhelp,else,M3)+ 

[Y=else]M3_BAR. decision1(M1,S2,nohelp,M2,askhelp,else,M3))) 

assessdescription(M4,M3)= M3.Tau.M4_BAR.assessdescription(M3,M4) 

merge1(M2,DM1,M4) = (M2.DM1_BAR. merge1(M2,DM1,M4)+M4.DM1_BAR. merge1(M2,DM1,M4)) 

decision2(DM2,DM1,else,real,D3)= DM1.( v  X)Cn_BAR<X>.X(Y).( [Y=else]DM2_BAR. decision2(DM2,DM1,else,real,D3)+ 

[Y=real]D3_BAR. decision2(DM2,DM1,else,real,D3)) 

merge2(DM2,C1,M1)= (DM2.C1_BAR. merge2(DM2,C1,M1)+M1.C1_BAR. merge2(DM2,C1,M1)) 

fork(F1,D3,F2,F3,F4)= D3.( v     traversed)(F1_BAR.traversed_BAR.0|(F2_BAR.traversed_BAR.0| 

(F3_BAR.traversed_BAR.0|F4_BAR.traversed_BAR.0))).fork(F1,D3,F2,F3,F4) 

getD(J4,F4)= F4.Tau.J4_BAR.getD(F4,J4) 

getC(J3,F3)=  F3.Tau.J3_BAR.getC(F3,J3) 

getB(J2,F2)=  F2.Tau.J2_BAR.getB(F2,J2) 

getA(J1,F1)=  F1.Tau.J1_BAR.getA(F1,J1) 

creatalert(C2,C1)= C1.Tau.C2_BAR.creatalert(C1,C2) 

final2(C2)= C2.final2(C2) 

join(J1,E1,J2,J3,J4)= 

( v  received)(J1.received_BAR.0|(J2.received_BAR.0| (J3.received_BAR.0|J4.received_BAR.0))).E1_BAR.join(J1,E1,J2,J3,J4) 
creatservicedescription(E2,E1)=E1.Tau.E2_BAR.creatservicedescription(E1,E2) 

final1(E2)= E2.final1(E2) 

Figure 20. The final Pi-calculus expression. 

5.2 Verification of Deadlock Property 

In order to verify the deadlock property, we have first installed the Microsoft windows version of 

MWB Tool Version 4.137 under Standard ML of New Jersey (SML/NJ) Version 110.57 [34].  We 

will verify in the following the deadlock property on two examples: the illustrative example and 

another example with a deadlock.  

5.2.1 The Illustrative Example:  with No Deadlock 

The following subset has been taken as an input file process3.txt to MWB tool. We have adapted the 

pi-calculus expression of Figure 20 to the syntax of MWB, as shown in Figure 21. 
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agent Initialp(i,n,a,e,e10,r,c3,c4)= (^s1,s2,m1,m2,m3,m4,dm1,dm2,d3,c1,f1,f2,f3,f4,j4,j3,j2,j1,c2,e1,e2)(Initial(i,s1)  \ 

|(Calldriver(s1,s2)|(((Decision1(m1,s2,n,a,m2,m3,e,c3) |(Assessdescription(m3,m4)|0))|(Merge1(m2,dm1,m4)|  \ 
((Decision2(dm2,dm1,e10,r,d3,c4) | (((Fork(f1,d3,f2,f3)|(Getd(f4,j4)|0)|(Getc(f3,j3)|0))|(Getb(f2,j2)|0))| \ 

(Geta(f1,j1)|(Join(e1,j1,j2,j3,j4)|(Creatservicedescription(e1,e2)| \ 

Final1(e2))))))|(Merge2(dm2,c1,m1)|(Creatalert(c1,c2)|Final2(c2))))))|0))) 

agent Initial(i,s1)= i.'s1.Initial(i,s1) 

agent Calldriver(s1,s2)= s1.'s2.Calldriver(s1,s2) 
agent Decision1(m1,s2,n,a,m2,m3,e,c3)= s2.(^x)'c3<x>.x(y).([y=n]'m1.Decision1(m1,s2,n,a,m2,m3,e,c3)+ \ 

([y=a]'m2.Decision1(m1,s2,n,a,m2,m3,e,c3)+ [y=e]'m3.Decision1(m1,s2,n,a,m2,m3,e,c3))) \ 

agent Assessdescription(m3,m4)= m3.'m4.Assessdescription(m3,m4) 

agent Merge1(m2,dm1,m4)= (m2.'dm1.Merge1(m2,dm1,m4)+m4. 'dm1.Merge1(m2,dm1,m4)) 

agent Decision2(dm2,dm1,e10,r,d3,c4)= dm1.(^x)'c4<x>.x(y).([y=e10]'dm2.Decision2(dm2,dm1,e10,r,d3,c4)+ 

[y=r]'d3.Decision2(dm2,dm1,e10,r,d3,c4)) 

agent Merge2(dm2,c1,m1)=(dm2.'c1.Merge2(dm2,c1,m1)+m1.'c1.Merge2(dm2,c1,m1)) 

agent Fork(f1,d3,f2,f3,f4)= 

d3.(^traversed)('f1.'traversed.0|'f2.'traversed.0|'f3.'traversed.0|'f4.'traversed.0|traversed.traversed.traversed.traversed.Fork(f1,d3,f2,f3,f4)) 

agent Getd(f4,j4)= f4.'j4.Getd(f4,j4) 

agent Getc(f3,j3)= f3.'j3.Getc(f3,j3) 

agent Getb(f2,j2)= f2.'j2.Getb(f2,j2) 

agent Geta(f1,j1)= f1.'j1.Geta(f1,j1) 

agent Creatalert(c1,c2)= c1.'c2.Creatalert(c1,c2) 

agent Final2(c2)= c2.Final2(c2) 

agent Join(e1,j1,j2,j3,j4)= 

(^received)(j1.'received.0|j2.'received.0|j3.'received.0|j4.'received.0|received.received.received.received.'e1.Join(e1,j1,j2,j3,j4)) 

agent Creatservicedescription(e1,e2)=e1.'e2.Creatservicedescription(e1,e2) 

agent Final1(e2)= e2.Final1(e2) 

Figure 21. The final Pi-calculus expression respecting the syntax of MWB. 

This code is written in the file test14.txt. 

We have applied the command input "test14.txt" on MWB followed by the command deadlock Name 

of the agent as follows: 

F:\sml nj 110.57\mwb99-sources>sml @SMLload=mwb $* 

 The Mobility Workbench 

 (MWB'99, version 4.137, built Fri Jul 24 18:10:22 2020) 

MWB>input "test14.txt" 

MWB>deadlocks Geta 
No deadlocks found. 

MWB>deadlocks Getb 

No deadlocks found. 
MWB>deadlocks Getc 

No deadlocks found. 

MWB>deadlocks Fork 
No deadlocks found. 

MWB>deadlocks Join 

No deadlocks found. 
MWB>deadlocks Final1 

No deadlocks found. 

MWB>deadlocks Final2 
No deadlocks found. 

...... 

MWB> 

In conclusion, all the agents do not contain deadlock. 

In the following, we show an example containing a deadlock. 



341 

" Integrating UML 2.0 Activity Diagrams and Pi-calculus for Modeling and Verification of Software Systems Using TGG",  R. Elmansouri, 

S. Meghzili, A. Chaoui, A. Belghiat and O. Hedjazi. 

5.2.2 Example of UML-AD with the Presence of Deadlock 

The UML Activity diagram shown in Figure 22 is used to illustrate the presence of a deadlock. 

Agent Initialp(i,t1,f,c)=(^s0,s1,s2,s3,s4,s5,s6,s7)(Initial(i,s0)|A0(s0,s1)| 
Decision1(s1,s2,s4,t1,f,c)|\ 

A1(s2,s3)|A2(s4,s5)|Join(s3,s5,s6)|A3(s6,s7)|Final(s7)) 

agent Initial(i,s0)= i.'s0.Initial(i,s0) 

agent A0(s0,s1)= s0.'s1.A0(s0,s1) 

agent Decision1(s1,s2,s4,t1,f,c)= 
s2.(^x)'c<x>.x(y).([y=f]'s1.Decision1(s1,s2,s4,t1,f,c)+ \ 

[y=t1]'s4.Decision1(s1,s2,s4,t1,f,c))  

agent A1(s2,s3)= s2.'s3.A1(s2,s3) 

agent A2(s4,s5)= s4.'s5.A2(s4,s5) 

agent Join(s3,s5,s6)= 

(^received)(s3.'received.0|s5.'received.0|received.received.'s6.Join(s3,s5,s6)) 
agent A3(s6,s7)= s6.'s7.A3(s6,s7) 

agent Final(s7)= s7.Final(s7) 

Figure 23. The Pi-calculus code equivalent to the UML-AD of 

Figure 22. 

Figure 22. Example of AD with deadlock presence. 

First, we have transformed this UML-AD to its equivalent Pi-Calculus code, as shown in Figure 23. 

Then, we have executed the command input "deadlock1.txt" under MWB, followed by the 

command deadlocks Initialp, as follows: 

F:\sml nj 110.57\mwb99-sources>sml @SMLload=mwb $* 

The Mobility Workbench 

 (MWB'99, version 4.137, built Fri Jul 24 18:10:22 2020) 

MWB>input "deadlock1.txt" 

MWB>deadlocks Initialp 
Deadlock found in (^~v,~v6,~v7,~v8,~v9,~v10,~v11,~v12)('~v.Initial<i,~v> | '~v6.A0<~v,~v6> | 

~v7.(^x)'c<x>.x(y).([y=f]'~v6.Decision1<~v6,~v7,~v9,t1,f,c> + [y=t1]'~v9.Decision1<~v6,~v7,~v9,t1,f,c>) | ~v7.'~v8.A1<~v7,~v8> | 

~v9.'~v10.A2<~v9,~v10> | (^received)(~v8.'received.0 | ~v10.'received.0 | received.received.'~v11.Join<~v8,~v10,~v11>) | 
~v11.'~v12.A3<~v11,~v12> | ~v12.Final<~v12>) 

 reachable by 3 commitments 

MWB> 

The response is that there is a deadlock. The interpretation of this deadlock is that the corresponding 

activity diagram has a design error. The result of the decision node is true or false. So, the join node 

will never be executed.  

6. CONCLUSION

This paper is a contribution in the area of model-driven engineering; it is essentially based on the 

combined use of meta-modeling and model transformation. We have proposed an integrated approach, 

supported by a tool called AD2PICALC, which combines UML 2.0 Activity diagrams and Pi-calculus 

process algebra for the development of software systems. More precisely, we have proposed an 

automated approach for transforming UML 2.0 Activity diagrams to Pi-calculus processes using 

Eclipse Xpand and TGG tools. First, we have proposed three meta-models; one for activity diagrams, 

the second for Pi-calculus and another one for correspondence. Second, we have presented the first 

transformation (TGG rule graph grammar) from UML activity diagram to Pi-calculus models using 

TGG tool. Finally, we have defined the second transformation that generates the Pi-calculus code from 

the Pi-calculus models (abstract syntax) using Xpand tool. We have illustrated our approach through 

an example from the literature. In a future work, we plan to apply our approach on several real case 

studies and use the Pi-calculus tools, such as MWB, to verify other properties of the modeled system, 

such as safety, non-determinism, termination and liveness. We plan also to transform other UML 

diagrams, like overview interaction diagrams. Finally, we plan to deal with the verification of the 

transformation itself based on the work published in [26]. 



342 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 06, No. 04, December 2020. 

ACKNOWLEDGEMENTS 

This work is supported by MISC laboratory, Faculty of NTIC, University Constantine 2-Abdelhamid 

Mehri, Constantine, Algeria and DGRSDT, Ministry of Higher Education and Scientific Research, 

Algeria. 

REFERENCES 

[1] M. Singh, A. K. Sharma and R. Saxena, "An UML+ Z Framework for Validating and Verifying the 

Static Aspect of Safety Critical System," Procedia-Computer Science, vol. 85, pp. 352-361, 2016. 

[2] R. M. Borges and A. C.  Mota, "Integrating UML and Formal Methods," Electronic Notes in 

Theoretical Computer Science, vol. 184, pp. 97-112, 2007. 

[3] OMG UML, [Online], Available: http://www.omg.org/spec/UML/2.2/Superstructure. 

[4] F. R. Golra, F. Dagnat, J. Souquières, I. Sayar and S. Guerin, "Bridging 

the Gap Between Informal Requirements and Formal Specifications Using Model Federation," Proc. of 

the 16th International Conference on Software Engineering and Formal Methods (SEFM 2018), pp. 54-

69, Toulouse, France, Jun. 2018, 

[5] R. Milner, Communicating and Mobile Systems: The Pi Calculus, Cambridge University Press, 1999. 

[6] J. Parrow, "An Introduction to the Pi-calculus," Chapter to Appear in Handbook of Process Algebra, 

Ed. Bergstra, Ponse and Smolka, Elsevier, [Online], Available: http://courses.cs.vt.edu/cs5204/fall09- 

kafura/Papers/PICalculus/Pi-calculus-Introduction.pdf. 

[7] A. R. Da Silva, "Model-driven Engineering: A Survey Supported by the Unified Conceptual Model," 

Computer Languages, Systems & Structures, vol. 43, pp. 139-155, 2015. 

[8] S. Efftinge, P. Friese, A. Hase, D. Hübner, C. Kadura, B. Kolb et al.,  "Xpand Documentation," 

Technical Report, Copyright 2004-2010, [Online], Available: https://git.eclipse.org/c/m2t/org.eclipse. 

xpand.git/plain/doc/org.eclipse.xpand.doc/manual/xpand_reference.pdf, 2004. 

[9] TGG Home Page, [Online], Available: www.informatik.uni-marburg.de/~swtagtive-contest/. 

[10] B. Victor and F. Moller, "The Mobility Workbench—A Tool for the π-calculus," Proc. of the 

International Conference on Computer Aided Verification, pp. 428-440, Springer, Berlin, Heidelberg, 

1994. 

[11] R. Milner, "A Calculus of Communicating Systems," Lecture Notes in Computer Science, vol. 92, 

1980. 

[12] É. André, C. Choppy and G. Reggio, "Activity Diagram Patterns for Modeling Business Processes," 

Software Engineering Research, Management and Applications, Part of Studies in Computational 

Intelligence, vol. 496, pp. 197-213, Springer, Heidelberg, 2014. 

[13] B. Hazela, D. Arora and V. Saxena, "Formalizing Semantics for UML Activity Diagram through 

Regular Expression Translation," Research Journal of Applied Sciences, Engineering and 

Technology, vol. 11, no. 2, pp 169-175, 2015. 

[14] Y. Rahmoune, A. Chaoui and E. Kerkouche, "A Framework for Modeling and Analysis of UML 

Activity Diagram Using Graph Transformation," Procedia-Computer Science, vol. 56, pp. 612-617, 

2015. 

[15] M. Jamal and N. A.  Zafar, "Transformation of Activity Diagrams into Colored Petri Nets Using 

Weighted Directed Graph," Proc. of the IEEE International Conference on Frontiers of Information 

Technology (FIT), pp. 181-186, Islamabad, Pakistan, December 2016. 

[16] I. Chishti, A. Basukoski, T. Chaussalet and N. Beeknoo, "Transformation of UML Activity Diagram for 

Enhanced Reasoning," Proceedings of the Future Technologies Conference, pp. 466-482, Springer, 

Cham, 2018. 

[17] A. Achouri, Y. B. Hlaoui and L. J. B. Ayed, "Institution-based UML Activity Diagram Transformation 

with Semantic Preservation," International Journal of Computational Science and Engineering, vol. 18, 

no. 3, pp. 240-251, 2019. 

[18]  L. B.  R. dos Santos, V.  A. de Santiago Junior and N. L. Vijaykumar, "Transformation of UML 

Behavioral Diagrams to Support Software Model Checking," Proc. of Formal Engineering Approaches 

http://www.omg.org/spec/UML/2.2/Superstructure
http://www.informatik.uni-marburg.de/~swtagtive-contest/


343 

" Integrating UML 2.0 Activity Diagrams and Pi-calculus for Modeling and Verification of Software Systems Using TGG",  R. Elmansouri, 

S. Meghzili, A. Chaoui, A. Belghiat and O. Hedjazi. 

to Software Components and Architectures (FESCA), vol. 147, pp. 133–142, 

doi:10.4204/EPTCS.147.10, 2014. 

[19] NuSMV Home Page, "NuSMV: A New Symbolic Model Checker," [Online], Available: 

http://nusmv.fbk.eu/. 

[20] S. Meghzili, A. Chaoui, M. Strecker and E. Kerkouche, "On the Verification of UML State Machine 

Diagrams to Colored Petri Nets Transformation Using Isabelle/HOL," Proc. of IEEE International 

Conference on Information Reuse and Integration (IRI), pp. 419-426, San Diego, CA, USA, 2017. 

[21] S. Meghzili, A. Chaoui, M. Strecker and E. Kerkouche, "Verification of Model Transformations Using 

Isabelle/HOL and Scala," Information Systems Frontiers, vol. 21, no. 1, pp. 45-65, 2019. 

[22] K. Pokozy-Korenblat and C. Priami, "Toward Extracting π-calculus from UML Sequence and State 

Diagrams," Electronic Notes in Theoretical Computer Science, vol. 101, pp. 51-72, 2004. 

[23] A. Belghiat and A. Chaoui, "A TGG Approach for Bidirectional Automatic Mapping between UML 

and Pi-calculus," Proceedings of the International Conference on Intelligent Information Processing, 

Security and Advanced Communication, Article no. 70, pp. 1-3, [Online], Available: 

https://doi.org/10.1145/2816839.2816857, ACM, 2015. 

[24] A. Belghiat, A. Chaoui and M. Beldjehem, "Capturing and Verifying Dynamic Program Behaviour 

Using UML Communication Diagrams and Pi-calculus," Proc. of IEEE International Conference on 

Information Reuse and Integration, pp. 318-325, San Francisco, CA, USA, 2015. 

[25] A. Belghiat and A. Chaoui, "A Graph Transformation of Activity Diagrams into π-calculus for 

Verification Purpose," Proceedings of the 3rd Edition of the International Conference on Advanced 

Aspects of Software Engineering (ICAASE18), pp. 107-114, Constantine, Algeria, Dec. 2018. 

[26] MSDL, "AToM3 Quick Links," [Online], Available: http://atom3.cs.mcgill.ca/. 

[27] V. S. Lam, "On π-calculus Semantics As a Formal Basis for UML Activity Diagrams," International 

Journal of Software Engineering and Knowledge Engineering, vol. 18, no. 4, pp. 541-567, 2008. 

[28] A. Schürr, "Specification of Graph Translators with Triple Graph Grammars," Proc. of the International 

Workshop on Graph-Theoretic Concepts in Computer Science, Lecture Notes in Computer Science, vol. 

903, pp. 151-163, Springer, Berlin, Heidelberg, 1994. 

[29] A. Königs, "Model Transformation with Triple Graph Grammars," Proc. of Model Transformations in 

Practice Satellite Workshop of MODELS, A., no. 166, pp. 1-16, [Online], Available: 

https://pdfs.semanticscholar.org/f608/40351e4f18c6513465956361b99a0eabb148.pdf, 2005. 

[30] J. Greenyer and J. Rieke, "Applying Advanced TGG Concepts for a Complex Transformation of 

Sequence Diagram Specifications to Timed Game Automata," Proc. of the International Symposium on 

Applications of Graph Transformations with Industrial Relevance, pp. 222-237, Springer, Berlin, 

Heidelberg, 2011.  

 [31] F. Budinsky, D. Steinberg, E. Ellersick, T. J. Grose and E. Merks, Eclipse Modeling Framework: A 

Developer's Guide, Addison-Wesley Professional, 2004. 

[32] R. Elmansouri, S. Meghzili, A. Chaoui, A. Belghiat and O. Hedjazi, "Transformation Rules of UML 

Activity Diagrams to Pi-calculus Using TGG," Internal Report, MFGL Team, MISC Laboratory, 

University Constantine 2-Abdelhamid Mehri, Algeria, [Online], Available: https://misc-

lab.org/en/teams/show/MFGL. 

[33] D. Bisztray, K. Ehrig and R. Heckel, "Case Study: UML to CSP Transformation," Applications of 

Graph Transformation with Industrial Relevance, [Online], Available: https://www.informatik.uni-

marburg.de/~swt/agtive-contest/UML-to-CSP.pdf, 2007. 

[34]  SMLNJ, "Standard ML of New Jersey," [Online], Available: http://smlnj.org. 

http://atom3.cs.mcgill.ca/


344 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 06, No. 04, December 2020. 

 ملخص البحث:

تعُااااااه الواااااابحلي  نمااااااظلي البرااااااظللتبقااااااظلنلطتااااااظلي ا   رااااااه ل ي  ل اااااا ل   ااااااهل اااااا ل   اااااا ل  ااااااال

(.ل تساااااااا خت ل خططااااااااه لي تعه رااااااااه لPI(ل حسااااااااهللي  تهااااااااا ل ي   ه اااااااا ل UML خططااااااااه ل 

 UML 2.0ل  تبقااااااظلنااااااب ملنلطتااااااظلي ا   رااااااه فلضاااااا لحاااااار ل ساااااا خت لحسااااااهللي  تهااااااا ل)

ل PI ي   ه ااااااا ل  لن    لضااااااا    (لUML(للأغااااااا ي لت عبااااااا لااااااااتبب ليلأ تاااااااه ل ي  ل ااااااا .ل ا ااااااا   

ل    اااااا لضرتاااااااهل  عباااااا لااااااات بب ليلأ تاااااااه لواااااا ل  ااااااظلوااااااااال    رااااااظفل اااااااب  لتل اااااااه ل  طااااااه  

ل   كراهت هفلكتهلت  ص هليلأ  ي لي لاز ظل ب ل  ل  لخصهئص ه.

(ل  ل  ااااااااا ل خططاااااااااه لAD2PICALCذ ااااااااا فلل  ااااااااا ىل    اااااااااه ل ن ي لتسااااااااات ل  ااااااااا لنقااااااااا ل

 Eclipse(لي اااااا ل تبرااااااه لتتهااااااا ل ت ه اااااا لاهناااااا ختي لن  ي ل UML 2.0ي تعه رااااااه ل 

Xpand ل ل)TGGلأ  ي لحسااااااااااهلل(.ل  اااااااااا ل ااااااااااللتسُاااااااااا خت لي عتبرااااااااااه لي  هت ااااااااااظلكتااااااااااتخ ل

؛ل ب ل ااااااا ل ااااااا ل ااااااات ل ااااااا لي خصاااااااهئ فل بااااااا  لحاااااااهب لMWBي  تهاااااااا ل ي   ه ااااااا فل بااااااا ل

ي   ماااااالي  اااااه فل ي سااااالا ظفل ي ل تراااااظفل ي ل اااااهرفل ي  بارااااا .ل  ااااا للهحراااااظلنخااااا  فلتااااالل ااااا  ل

 ساااااهوت  هل ااااا لخااااالاال باااااهال ااااا ليلأ اراااااه لذي لي علاماااااظفلاه ااااااهضظلي ااااا لي  ل ااااا ل ااااا لخه ااااارظل

(.ل ت تااااااا لي تساااااااهوتظليلأنهنااااااارظل  ااااااابيلي الااااااا لضااااااا لMWB ي   ماااااااالي  اااااااه لاهنااااااا ختي لن ي ل

(.TGGنتت ظل    ظلي  ل   لاهن ختي لن  ي لم ي تلي  ن  لي ارهلرظلي بلا رظل 

http://creativecommons.org/licenses/by/4.0/
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ABSTRACT 

The application of computing resources through mobile devices (MDs) is called Mobile Computing; between 

cloud datacentres and devices, it is known as (Mobile) Fog Computing (MFC). We ran Cloudsim simulator to 

offload tasks in suitable Fog Devices (FDs), cloud or mobile. We stored the outputs of the simulator as a dataset 

with features and a target class. A target class is a device in which tasks are offloaded and features of tasks are 

authentication, confidentiality, integrity, availability, capacity, speed and cost. Decision Tree (DT), Random 

Forest (RF), Extra-trees and AdaBoost classifiers were classified based on attribute values and the plot of trees 

was drawn. According to the plot of these classifiers, we extracted each sequential condition from root to leaves 

and inserted it into the simulator. What these classifiers do is to improve the conditions that should be inserted 

in the corresponding section of the simulator. We improved the response time of offloading by Random Forest, 

Extra-trees and AdaBoost over Decision Tree.     

KEYWORDS 

Fog computing, Decision tree classifier, Random forest classifier, Extra-trees classifier, AdaBoost classifier, 

Offloading, Machine learning. 

1. INTRODUCTION

The application of computing resources through mobile devices (MDs) is called Mobile Computing. 

The Mobile Computing environment includes four properties of mobility; diversity of network access 

types, frequent network disconnection, poor reliability and poor security [1]. Between cloud 

datacentres and Internet of Things (IoT) devices is (Mobile) Fog Computing nods. MFC acts as an 

intermediate layer between IoT devices/sensors and cloud datacentres. So, it is closer to the IoT 

devices to handle real-time services and latency-sensitive services and provide better Quality of 

Service (QoS). Routers, switches, set top boxes, proxy servers, Base Stations (BS), …etc. are in the 

Fog Computing environment. They can support application execution [2]. 

Mobile Edge Computing provides services and computing capabilities at the edge of the mobile 

network and can optimize existing mobile infrastructure services. MEC servers are deployed at 

multiple locations at the edge of the mobile network to implement the MEC environment [3]. Mobile 

Cloud Computing extends the computing capabilities to constrained resource mobile devices and 

benefits from a combination of different technologies (e.g. service-oriented computing, virtualization 

and grid computing). Mobile devices, communication technology and cloud servers are three main 

portions of it. Storage, processing, computing and security mechanism for mobile devices are provided 

by a cloud server through communication technologies [4]. In Table 1, the differences between the 

three methods including Mobile Cloud Computing, (Mobile) Edge Computing and (Mobile) Fog 

Computing were presented [5]. 

Decision Tree can be defined as a non-parametric supervised learning method. It is trained on labeled 

data to classify it and an acyclic directed graph is built using top-down recursive partitioning of the 

dataset [6]. In this paper, the dataset has some features and labels that specify the target class. Decision 

Tree predicts the value of a target inferred from the data features. Iterative Dichotomiser 3 (ID3), 

mailto:edarbanian@gmail.com
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C4.5, C5.0 and Classification and Regression Trees (CARTs) are various Decision Tree algorithms. 

We use the Decision Tree classifier code in scikit-learn website which uses an optimized version of 

the CART algorithm [7].   

Table 1.  The difference between the three methods Mobile Cloud Computing, (Mobile) Edge 

Computing and (Mobile) Fog Computing. 
R
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Mobile 

Cloud 

Computing 

yes yes no yes yes no yes no no yes 

(Mobile) 

Edge 

Computing 

yes no yes yes no yes yes no yes yes 

(Mobile) 

Fog 

Computing 

yes yes yes yes no yes yes no yes yes 

Random Forest fits 100 Decision Tree classifiers by default on the dataset’s different sub-samples and 

improves the predictive accuracy using averaging [8]. We used the Random Forest classifier code in 

the scikit-learn website. It is applied to the dataset and trees are constructed while the resultant 

individuals are combined to predict the class label. The word random is for two reasons: first, random 

sampling for drawing samples and second, selecting attributes or features for generating Decision 

Trees randomly. AdaBoost and Bootstrapping techniques are used in Random Forest to construct 

multiple classifiers [9]. 

An Extra-trees classifier fits some randomized Decision Trees on various sub-samples of the dataset, 

improves the predictive accuracy and controls over-fitting implementing a meta-estimator and 

averaging, respectively. It is similar to the Random Forest [10].  

Another classifier is AdaBoost. It is a meta-estimator that begins by fitting a classifier on the original 

dataset. Then, additional copies of the classifier are fitted on the same dataset. However, the weights 

of wrong classified instances are adjusted such that subsequent classifiers focus more on difficult cases 

[11]. Boosting methods train predictors consecutively and try to improve their predecessors. AdaBoost 

is similar to Random Forest at a high level, because it collects the predictions made by each Decision 

Tree within the forest. Some differences between them are in AdaBoost; the Decision Trees have a 

depth of 1 and the final prediction made by the model is impacted by the predictions made by each 

Decision Tree [12]. All these classifiers are popular tools in machine learning. 

Key contributions of our paper are: 

1- Each FD has its features and parameters based on its internal structure on which the best FD is 

chosen for the module placement. The parameters that were used in this paper are authentication, 

confidentiality, integrity, availability, capacity, speed and cost. In this paper, we had four FDs that 

were called FD1, FD2, FD3 and FD4. The Cloudsim simulator that we used assigns values between 

0 and 1 to features at random. Depending on values, tasks are offloaded in suitable FDs and 

otherwise in cloud or mobile. We stored the outputs of the simulator as a dataset.  

2- Decision Tree, Random Forest, Extra-trees and AdaBoost classifiers classify based on feature 

values and draw the plot of a tree. According to the plot of these classifiers, we extracted each 
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sequential condition from root to leaves and inserted them into the simulator in the corresponding 

section. This reduced the number of conditions that should be inserted in the corresponding section 

of the simulator and response time of offloading. 

3- Since Random Forest, Extra-trees and AdaBoost classifiers consider 100 different trees by 

default from which we choose the best one with the highest accuracy, they had a better response 

time compared to that of Decision Tree.  

4- In practice, some of these parameters are not used. What these classifiers do is to improve the 

conditions that should be inserted in the corresponding section of the simulator. These methods are 

suitable for tasks that require a shorter response time. In fact, in the operational environment, the 

values of features and target class (a device in which tasks are offloaded, such as mobile, FD or 

cloud) can be stored as data in a dataset. Then, by using these classifiers and dataset, we can insert 

the conditions effectively into the simulator for the next tasks and achieve less response time.    

The rest of the paper is organized as follows. Related works are presented in Section 2. In Section 3, 

the system model is described. The proposed approach is provided in Section 4. In Section 5, the 

evaluation results of the simulation are described. At last, Section 6 presents the conclusions. 

2. RELATED WORK

Task offloading has been noticed a lot in recent years. Related papers were categorized as follows: 

Authors in [13] expressed Android Unikernel, a short run time designed for mobile computing 

offloading under MFC and MEC scenarios. It also has been argued that advanced unikernel is used as 

a runtime in MEC or MFC to support mobile quality. To this, the concept of Rich-Unikernel was 

considered which aims to support various applications in one unikernel while avoiding their time-

consuming recompilation. In [14], a computation offloading problem was provided in a fog computing 

system, which uses fog computing to answer computation requests by validating requests through the 

fog node or central cloud increasing the performance of applications, such as power consumption and 

delay. Also, the game theory approach was used to minimize the running cost. Specifically, a 

Generalized Nash Equilibrium Problem (GNEP) was formulated and addressed with various 

constraints by using the exponential penalty function method and semi-smooth Newton method.  

Another way to minimize energy consumption, delays and costs was provided in [15]. Researchers 

investigated the problem of power consumption, performance delays and costs in a mobile fog 

computing system. Here, queue theory was used to derive analytical results on power consumption, 

delay in performance and cost by assuming three different queuing models in MD, fog node and 

central cloud. Based on this analysis, the multi-part optimization problem has been formulated with a 

common goal of minimizing energy consumption, delay in execution and cost by optimizing the 

probability of optimal offloading and power transfer for each mobile device. Also, using an Interior 

point method-based algorithm, a multi-segment problem with various limitations has been developed. 

Authors in [16] proposed container transfer algorithms and architectures to support moving tasks with 

different needs. Also, the container migration problem of mobile application tasks in large-scale FC 

was modeled. Then, container transfer algorithms to support moving tasks are proposed. This has 

significantly reduced latency, power consumption and transmission costs. In [17], the researchers 

investigated a problem of cost-based fairness in a min-max computation system by optimizing 

offloading and resource allocation decisions, which minimized the delay cost weighting and energy 

consumption in the system.  To address the Np-hard problem, the computation offloading and resource 

allocation algorithm (CORA) was proposed, which has low complexity and the offloading decisions 

are taken at random. 

In [18], the performance of SIMDOM (A framework for SIMD instruction translation and offloading 

in heterogeneous mobile architectures) framework was discussed from various dimensions, such as 

FMEC and MCC offloading, application partition and increasing input sizes. The SIMDOM 

framework was evaluated in terms of parameters, such as energy, time and performance of MFLOPS. 

Comparison with state-of-the-art Qemu-based compiled code-offloading framework was performed, 

where it was found that the SIMDOM framework provides better results. Paper [19] evaluates 

information about IoT programs in unstable channel conditions and suggests a new way to model the 
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quality of unstable channels. An optimal programming model and a way to reduce the complexity of 

the algorithm were proposed, which improved the quality of the algorithm. Besides, an offloading data 

scheduling algorithm (DEED) was proposed aiming at reducing energy consumption. 

In [20], a near-end network solution of computation offloading on the edge/fog of the mobile was 

presented. Mobility, heterogeneity and geographical distribution of mobile devices are challenges of 

computing offloading at the edge/fog. For consideration of the computational resource demand, an 

independent q-learning management framework was presented. The proposed method significantly 

improved computational offload discharge performance by minimizing computational delay. In [21], 

the various types of offloading techniques that have recently been introduced in fog-driven literature 

or edge computing in the cloud-IoT environment are discussed. Some criteria determine when 

offloading was performed. Finally, the research challenges related to offloading are highlighted in the 

fog calculations. 

In [22], deep reinforcement learning was proposed to solve the problem of offloading large-scale 

multi-service nodes of MEC and multiple dependencies in mobile tasks. Then, the offloading strategy 

by each algorithm was simulated on the edge computing iFogSim simulator platform. At last, the 

advantages and disadvantages of each algorithm are evaluated by comparing different factors, 

including power consumption, cost, load balancing, delay and network usage. Paper [23] has modeled 

the expected time and energy cost for different options for offloading a task on the edge, cloud or the 

device itself. Authors in [24] raised the issue of offloading optimization and then used the 

metaheuristic method to find the best policy. Also, Simulated Annealing-based Offloading Algorithm 

(SAOA) has also been proposed to provide a node access estimation policy based on a variety of 

health care information. Sensitive requirements should be met related to the different roles in IoT for 

architectural and algorithm design. A blockchain-based Edge ABC architecture and a Task Offloading 

and Resource Allocation (TO-RA) algorithm have been proposed to meet the requirements [25]. 

In [26], an efficient resource allocation and computation offloading model for a multiuser MEC 

system was proposed. Also, Advanced Encryption Standard (AES) method has been introduced to 

protect sensitive information from cyber-attacks and an optimization problem has been developed for 

mobile users to minimize energy consumption and delay latency. In [27], effective and efficient 

services in the fog computing environment called for a decentralized management plan of mobile edge 

server with p2p activation. In [28], a task-offloading and resource-scheduling algorithm was proposed 

to solve the problems of minimizing energy consumption and processing time of task offloading in the 

MEC system.  

Internet of connected vehicles (IoV) has been introduced as a technology to provide tracking 

information to drivers and transportation control systems [29]. In this paper, to reduce execution time 

and energy consumption while satisfying the privacy of computational tasks, an edge computing 

method called edge computing-enabled computation offloading (ECO) was presented [29]. In [30], a 

new offloading strategy based on the firefly technique was presented. The firefly method was designed 

to address the offloading strategy in the Fog-Cloud environment, which selects a suitable 

computational device for each application. 

In [31], a smart energy management method was proposed to increase the lifetime of the network in a 

fog computing network. A clustering mechanism was introduced for a computation degradation 

scenario. In [32], the problem of task mapping and scheduling (TMS) in wireless sensor networks was 

investigated. Its main goals were to improve runtime, power consumption and network lifetime. The 

MODIFIED RANDOM BIT CLIMBING (λ -MRBC) method was used to obtain the optimal solution 

faster. In [33], the negotiation between publisher and fog node was formed as an optimization issue. In 

[34], to provide effective services for performing tasks sensitive to latency and computation, a positive 

decision-making algorithm and resource allocation based on deep learning have been developed to 

minimize time and energy consumption in fog. In [35], fog calculations were introduced in a three-tier 

architecture to minimize energy consumption. To minimize energy consumption, an energy 

consumption oriented offloading algorithm for fog computing has been suggested.  

Paper [36] presented and analyzed a vector instruction offloading framework (SIMDOM) in 

heterogeneous compute architectures. In [37], a mathematical model is presented to facilitate the 

calculation of computational time and energy. 
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We compare the mentioned offloading and scheduling methods by objectives, network architecture, 

environment, advantages and disadvantages in Table 2. 

Table 2.  Comparison of offloading and scheduling methods mentioned. 

Algorithm Objectives Network and 

Environment 

(N and E) 

Advantages Disadvantages 

Unikernel [13] Time, 

memory and 

energy 

N: MFC 

E: Android- x86 

Compared to when 

running Android VM or 

Android container, it has 

the advantages of being 

small, fast and secure. 

- Multi-process 

applications are not 

allowed. 

- Those codes need to fork 

new processes and cannot 

run in Android Unikernel. 

MOIPM [15] Energy, delay 

and cost 

N: MFC 

E: Simulation 

Low algorithm 

complexity. 

Not suitable for delay-

sensitive applications. 

GNEP [14] Execution cost N: MFC 

E: Simulation 

The proposed algorithm 

improves performance and 

accuracy. 

Not suitable for delay-

sensitive applications. 

DQLCM [16] Computational 

delay and power 

consumption 

N: MFC 

E: Real 

Among the many deep 

learning reinforcement 

algorithms, it has the 

advantage of fast decision-

making. 

May lead to a long delay in 

processing the work. 

CORA [17] Energy, delay 

and cost 

N: MFC/ 

MCC 

E: MATLAB 

Unlike previous work, they 

emphasize influential 

decision-making [39], [40] 

or resource allocation [41], 

with consideration of cloud 

and fog in common. 

Has not considered the 

queue length and delay of 

user equipment request. 

SIMD [18] Energy, 

MFLOPS and 

execution time 

N: MFC/ MEC/ 

MCC 

E: Real 

Ability to reload from a 

server and execute SIMD 

instructions while saving 

energy and reducing 

runtime. 

The simdom 

framework does not 

provide energy efficiency 

for metrics that have less 

computation. 

OFFLOADING 

[21] 

Reducing 

energy 

consumption 

N: MFC/ 

MEC 

E: Real 

Offers complete 

classification of offloading 

schemes. 

Failure to explain how to 

do the review. 

DEED [19] Reducing 

energy 

consumption 

N: MFC/ MEC/ 

MCC 

E: Simulation 

Providing innovative work 

for optimal energy 

consumption. 

Too much interpretation 

IDRQN [22] latency and 

network load 

N: MEC 

E: Simulation 

Better performance in 

power consumption, load 

balance, latency and 

average runtime. 

Locking in scalability and 

limited to relatively few 

problems. 

Deep Q-learning 

[20] 

Minimizing 

delay 

N: MFC/ 

MEC 

E: MATLAB 

Ability of parallel 

execution. 

Lack of expression of the 

future work. 

Modeling time and 

energy cost [23] 

Time and 

energy cost 

N: MEC/ 

MCC 

E: Simulation 

Dynamic offloading 

decision-making 

Edge devices should be 

adjacent to IoT devices 

and their resources are 

limited. 

SAOA [24] Minimizing 

delay 

N: MFC 

E: MATLAB 

Quick response to a user 

request. 

Privacy may not be 

protected. 

TO-RA [25] Reduction of 

delay 

N: MEC 

E: Simulation 

Compared to other 

algorithms, more stable 

and higher user 

- Limitation on computing 

resources and storage of 

smart devices. 
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scarification. - Impossibility to perform 

computational tasks with 

high complexity for a long 

time. 

Multi-users 

Computation 

Offloading 

Decision [26] 

Minimizing 

time and energy 

consumption 

N: MEC 

E: MATLAB 

Low delay Increasing the number of 

Mus causes severe 

interference. 

Decentralized 

mobile edge server 

management plan 

[27] 

Minimizing 

runtime and 

reducing energy 

consumption 

N: MEC 

E: simulation 

The proposed method is 

effective and practical. 

The search space of this 

method is very large and 

time-consuming. 

Distributed 

[28] 

Minimizing 

energy 

consumption 

and processing 

time 

N: MEC 

E: simulation 

First work on dynamic task 

offloading and resource 

scheduling. 

Lack of expression of 

future work 

ECO [29] Optimizing time 

and reducing 

energy 

consumption 

N: MEC 

E: simulation 

Preservation privacy The smaller the scale of 

the vehicle, the longer the 

transmission time. 

Firefly [30] Minimizing 

computation 

time and energy 

consumption 

N: MFC/ 

MCC 

E: simulation 

- Automatic split  

- Easily finding the best 

solution 

It is difficult to efficiently 

allocate IoT applications 

between the fog node and 

the cloud datacenter. 

Prediction-based 

Energy Harvesting 

Scheme and 

Clustering 

[31] 

Increasing 

network lifetime 

N: MFC 

E: MATLAB 

Saving energy and 

reducing latency 

Management complexity 

λ -MRBC [32] Improvement of 

execution time, 

energy 

consumption 

and network 

lifetime 

N: Wireless 

E: simulation 

The network lifetime is 

prolonged through using 

the proposed algorithm. 

Lack of expression of 

future work 

Design of an 

incentive 

mechanism 

[33] 

Reducing 

energy 

consumption 

and delay 

N: MFC 

E: simulation 

Increasing transfer speed There may be an 

asymmetry between 

publisher and fog node. 

DLJODRA 

[34] 

Reducing 

energy 

consumption 

and delay 

N: MFC 

E: Tensorflow 

and 

MATLAB 

Increasing network 

efficiency 

Deep learning-based 

computation offloading 

scheme does not consider 

the optimization allocation 

of network resources. 

Energy 

consumption-

oriented offloading 

algorithm 

[35] 

Minimizing 

energy 

consumption 

N: MFC/ 

MCC 

E: MATLAB 

Better performance It would have been better 

if it had introduced a 

multi-user model. 

A framework for 

translating pre-

compiled vector 

instructions 

[36] 

Saving energy 

and time 

N: MEC/ 

MCC 

E: Real 

Leading to increased 

translation training 

efficiency. 

Lack of expression of 

future work  

Mathematical 

model for 

calculating the 

time and energy 

Reducing 

computational 

time and energy 

N: MCC 

E: simulation 

Boosting performance 

and  

energy efficiency 

It would have been better 

if authors also talked about 

the energy consumption 

coefficients of the 
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consumption of 

application models 

[37] 

prominent parameters for 

smartphones. 

3. SYSTEM MODEL

The system architecture is shown in Figure 1 [41]. There are mobile devices at the lowest level. For 

transferring data to routers, access points or base stations are used and routers send data to the closest 

FDs for task processing. When the sum of memory power and CPU power consumption is less than 

Wi-Fi’s power consumption, tasks run in mobile; otherwise, they are offloaded in FDs according to 

their properties. If tasks do not execute in FDs, send them finally to the highest level in the cloud. 

Figure 1. System architecture. 

When computing is performed by mobile or portable devices (e.g. laptops, tablets or mobile phones), 

it is called mobile computing or nomadic computing. It is not suitable for many recent computational 

challenges, because of the requirements of connected consumer devices. Therefore, fog computing and 

cloud computing are used for more advanced calculations, because they have more resource-rich 

hardware [42].  

3.1 Calculating Power 

We used three resources for power consumption as CPU, RAM and Wi-Fi in our model, which are 

explained as follows [41]. 

3.1.1 Power Consumption of CPU 

Frequency and performance are the factors on which power consumption of CPU depends. The power 

consumption of CPU is: 

PCPU = fbase +                                                  (1) 

where fbase and fi are frequency-dependent coefficients, Ui is the utilization of the ith CPU and n is the 

number of CPUs.  

3.1.2 Power Consumption of RAM  

The power consumption of RAM depends on the type of modules and is calculated as: 

PRAM = Ps1 * U + Ps2  (2) 

where Ps1 and Ps2 are coefficients of power. U is the aggregated CPU utilization that is: 
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U = (3) 

Uj is the utilization of jth CPU and n is the total number of CPUs. 

3.1.3 Power Consumption of Wi-Fi 

Another source of energy consumption in MDs is the power consumption of Wi-Fi. Idle, initial, send, 

receive and tail are states of the Wi-Fi model, with the total Wi-Fi power consumption for the MDs 

being the sum of their power consumption as shown in Equation 4. Coefficients are based on quad-

core Galaxy S3. TState is the state’s time, where TSend and TIdle are calculated in runtime. Finally, N is 

the number of packets sent or received per second which considered more than 20.   

PWi-Fi = PInit + PSend + PReceive + PTail + PIdle     (4) 

where 

PInit = (0.8613 * N + 98.612) * TInit 

PSend = (0.4049 * N + 686.93) * TSend 

PReceive = 0.0211 * N + 15.628 

PTail = 195 * TTail 

PIdle = 20 * TIdle 

4. THE PROPOSED APPROACH

Each FD has its features and parameters based on its internal structure on which the best FD is chosen 

for the module placement. The parameters that were used in this paper are: authentication, 

confidentiality, integrity, availability, capacity, speed and cost. In this paper, we had four FDs that 

were called FD1, FD2, FD3 and FD4. For example, if the authentication, confidentiality, integrity, 

availability, capacity, speed and cost of the task that has arrived for processing are > 0.7, > 0.5, < 0.3, 

< 0.8, < 0.7, < 0.8 and < 0.9, respectively, then the task is performed on FD1. Checking these 

conditions for allocating the appropriate device can be carried out by Decision Tree or other trees. The 

features and values of each of the FDs are shown in Table 3. 

Table 3.  The features of FDs. 

Authentication Confidentiality Integrity Availability Capacity Speed Cost 

FD1 > 0.7 > 0.5 < 0.3 < 0.8 < 0.7 < 0.8 < 0.9 

FD2 <= 1 < 0.4 > 0.1 < 0.7 < 0.6 < 0.7 < 0.8 

FD3 > 0.8 > 0.5 < 0.6 > 0.7 > 0.8 < 0.8 > 0.7 

FD4 < 0.9 < 0.7 < 0.8 > 0.9 > 0.7 < 0.8 > 0.6 

Cloud Other values 

Table 4.  Part of the dataset. 

No. Authentication Confidentiality Integrity Availability Capacity Speed Cost Target 

Classes 

1 0.1 0.16 0.32 0.94 1 0.51 0.69 FD4 

2 0.91 0.61 0.04 0.18 0.26 0.17 0.53 FD1 

3 0.86 0.18 0.64 0.55 0.05 0.66 0.28 Cloud 

4 0.61 0.33 0.28 0.24 0.4 0.13 0.13 FD2 

5 0.79 0.45 0.26 0.39 0.17 0.68 0.51 Mobile 

6 0.86 0.81 0.12 0.88 0.94 0.59 0.94 FD3 

… … … … … … … … … 

Our base article is [41]. The simulator assigns values between 0 and 1 to features at random. Tasks are 

offloaded in suitable FDs and otherwise in cloud or mobile, so that when the sum of memory power 

consumption and CPU power consumption is less than Wi-Fi’s power consumption, tasks run in 

mobile; otherwise, according to Table 3, they are offloaded in an FD or cloud. 
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We stored the outputs of the simulator as a dataset with 457 samples with 7 features and 1 target class, 

part of which is shown in Table 4.  

In general, with more data, classifiers are better trained to classify. The target class is the device in 

which the task is offloaded. Hence, we had sex targets, FD1, FD2, FD3, FD4, cloud and mobile. 

Decision Tree, Random Forest, Extra-trees and AdaBoost classifiers classify based on feature values 

and draw the plot of the tree. In the plot of the tree, each node is divided into two branches and leaves 

are the target classes. 

For example, in this code that runs by Decision Tree, availability is in the root. If its value in the 

sample is greater than 0.875, it goes to the left branch; otherwise, it goes to the right branch and so on. 

In Random Forest, Extra-trees and AdaBoost classifiers, 100 different trees are considered by default 

and we choose the best one with the highest accuracy. According to the plot of them, we extracted 

each sequential conditions from root to leaves and insert them into the simulator in the corresponding 

section. This reduced the number of conditions and response time. 

In practice, some of these parameters are not used. For example, the authentication parameter in FD2 

is not required for classification. What these classifiers do is to improve the conditions in practice. 

These methods can be used for tasks that require a shorter response time. In fact, in the operational 

environment, the values of 7 features and 1 target class can be stored as data in a dataset. Then, by 

using these classifiers, we can insert the conditions effectively into the simulator for the next tasks and 

achieve less response time.  

In Algorithm I, the steps are performed. In lines 1 to 3 FDs are created with time complexity O(k), so 

that k is the number of FDs and VMs created with time complexity O(t), where t is the number of 

VMs in line 4. Then, n tasks are taken from MDs with O(n) in line 5. The broker is created with O(1) 

and VMs and tasks are submitted to it in lines 6 and 7 with O(n+t). So time complexity until this stage 

is equal to O(k+n+t).   

Algorithm I 

Input: VMs, Tasks, FDs, cloud 

Output: VMs and tasks in the broker 

1: for each i ϵ FDs do 

2: Create micro DCs in FDi 

3: end for 

4: Create VMs 

5: Get tasks from MDs 

6: Create broker 

7: Submit VMs and tasks to the broker 

In Algorithm II, input includes dataset according to Table 4. By executing Decision Tree, Random 

Forest, Extra-trees and AdaBoost classifiers, its plot is obtained.  

Algorithm II 

Input: dataset 

Output: Plot of Trees 

1: Running Decision Tree  classifier by Python code to draw its plot  

2: Running Random Forest, Extra-trees and AdaBoost classifiers and choosing the best one with the 

heights accuracy by Python code to draw its plot          

In Algorithm III, tasks are offloaded in one of six modes that include mobile, FD1 to FD4 and cloud. 

Placement is prepared by calling Algorithm I in line 1. Then, in line 2, new conditions are inserted in 

the corresponding section of the simulator by running Algorithm II. In lines 3 to 10, tasks are 

offloaded in one of the six modes with O(n), where n is the number of tasks. In Equations 1 to 4 it is 

shown, how to calculate memory power, CPU power and Wi-Fi’s power consumption. When the sum 

of memory power consumption and CPU power consumption is less than Wi-Fi’s power consumption, 

tasks run in mobile; otherwise, they are offloaded in an FDs or cloud.  
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Algorithm III 

Input: VMs, Tasks, FDs, cloud 

Output: The places of Tasks 

1: Preparing placement by calling Algorithm I 

2: Insert new conditions by running Algorithm II to the simulator in the corresponding section 

3: for each n ϵ Tasks do 

4:  Calculate PCWi-Fi, PCCPU and PCRAM 

5: if  PCCPU + PCRAM <  PCWi-Fi then 

6:  Execute task in MD 

7: else  

8:  Place task in suitable FDj (j from 1 to 4) or cloud 

9: end if 

10: end for 

5. EVALUATION

In this part, we compare three methods: mobile, Decision Tree, Random Forest, Extra-trees and 

AdaBoost classifiers. We used Cloudsim simulator. In the local mobile processing method, the tasks 

are executed in MD and don’t offload to FDs and cloud. These classifiers were executed and the plot 

of trees is drawn by Python code in the sci-kit learn website [7]. Then, new if statements are added to 

the relevant section in the simulator. Response time, power consumption of CPU, power consumption 

of RAM and performance were compared in these three methods. In the simulator, each of them has 

been run 30 times individually and the average values were presented.  

5.1 Configurations of the Simulator 

DC and micro DC configurations are shown in Table 5. 

We executed the simulation in different states of number of VMs and tasks, as shown in Table 6. In 

our simulation, the main classes are Cloudlet, Datacenter, DatacenterBroker and VM. Task offloading 

is carried out in the DatacenterBroker class. New conditions resulting from the implementation of the 

Decision Tree, Random Forest, Extra-trees and AdaBoost classifiers were inserted into Cloudlet class.   

Table 5.  DC and Micro DC configurations. 

Name DC Micro DC 

CPU Octa-core Quad-core 

Memory size 8192 2048 GB 

Memory cost 0.015 0.005 

Storage size 1 TB 100 GB 

Storage cost 0.05 0.01 

Bandwidth rate 100 MB/S 10 MB/S 

Bandwidth cost 0.1 0.01 

Table 6.  Different states of the number of VMs and tasks in Cloudsim simulator. 

No. VMs Tasks No. VMs Tasks 

1 10 10 6 50 100 

2 10 20 7 100 100 

3 20 20 8 100 200 

4 40 50 9 200 200 

5 50 50 10 500 500 

5.2 Offloading Frequency 

Figure 2 shows the offloading frequency that is the frequency of offloading tasks to FDs or cloud. 

When the sum of memory power consumption and CPU power consumption is more than Wi-Fi’s 



355 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 06, No. 04, December 2020. 

power consumption, tasks are offloaded in FDs and cloud. According to Table 1 and the simulator 

assign values of seven features between 0 and 1 at random, most tasks are offloaded in cloud, FD2, 

FD1, FD4 and FD3, respectively.  

Figure 2. Comparison of offloading frequency to cloud and FDs by decision tree, random forest, extra-

trees and AdaBoost and mobile methods.  

5.3 Response Time 

In Figure 3, the response time is shown. Response time of mobile is less than in Decision Tree, 

Random Forest, Extra-trees and AdaBoost classifiers, because there is no offloading. As can be seen in 

the Figure, the response time of Random Forest, Extra-trees and AdaBoost methods is better than that 

of Decision Tree, because they consider 100 different trees by default, where we choose the best one 

with the highest accuracy. The average response time in Random Forest, Extra-trees and AdaBoost 

methods is 649.361, 646.61 and 643.452ms, respectively, while in the Decision Tree method, it is 

696.363ms. 
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Figure 3.  Comparison of response time of decision tree, random forest, extra-trees and AdaBoost and 

mobile methods. 

5.4 The Power Consumption of CPU and RAM 

Total power consumption of CPU and RAM is presented in Figures 4 and 5. On average, they are 

almost the same in Decision Tree, Random Forest, Extra-trees and AdaBoost methods. In the mobile 
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method, it is higher than in the other methods. The average of power consumption of CPU in Decision 

Tree, Random Forest, Extra-trees and AdaBoost methods is 1874.174, 1875.074, 1877.667 and 

1878.147W, respectively, while in the mobile method, it is 1898.796W. The average of the power 

consumption of RAM in Decision Tree, Random Forest, Extra-trees and AdaBoost methods is 112.45, 

112.503, 113.034 and 113.038W, respectively, while in the mobile method, it is 113.842W.  
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Figure 4.  Total power consumption of CPU in decision tree, random forest, extra-trees and AdaBoost 

and mobile methods. 
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Figure 5.  Total power consumption of RAM in decision tree, random forest, extra-trees and AdaBoost 

and mobile methods. 

5.5 Performance 

In Figure 6, performance is presented. Its calculation is as follows: 

performance = 1 – (PReceive + PIdle) / PCPU  (5) 

where PIdle and PReceive are the power consumption of Wi-Fi in the idle and receive states and PCPU is the 

power consumption of CPU in MD (see Eq. 4) [42]. As a result, in Figure 5, the performance of 

Decision Tree, Random Forest, Extra-trees and AdaBoost is better than in the mobile method. 

5.6 Comparison of Algorithms 

Our simulation results show that the response time of the mobile method is less than in Decision Tree, 
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Figure 6.  Performance comparison of decision tree, random forest, extra-trees and AdaBoost and 

mobile methods. 

Random Forest, Extra-trees and AdaBoost classifiers, because there is no offloading and the response 

time of Random Forest, Extra-trees and AdaBoost methods is better than that of the Decision Tree 

method. AdaBoost is a meta-estimator that begins by fitting a classifier on the original dataset. Then, 

additional copies of the classifier are fitted on the same dataset. However, the weights of wrong 

classified instances are adjusted such that subsequent classifiers focus more on difficult cases [11]. 

Boosting methods train predictors consecutively and try to improve its predecessor, because they 

collect the predictions made by each Decision Tree within the forest. Some differences between them 

are in AdaBoost; the Decision Trees have a depth of 1 and the final prediction made by the model is 

impacted by the predictions made by each Decision Tree [12]. So, the tree of AdaBoost performs 

better in terms of the conditions that should be inserted in the corresponding section of the simulator 

compared to Decision Tree. Response time improved by 7.6 percent in this case. An Extra-trees 

classifier fits some randomized Decision Trees on various sub-samples of the dataset, improves the 

predictive accuracy and controls over-fitting implementing a meta-estimator and averaging, 

respectively [10]. Thus, the tree of Extra-trees performs better in terms of the conditions that should be 

inserted in the corresponding section of the simulator compared to Decision Tree. In this case, 

response time improved by 7.14 percent. Random Forest fits 100 Decision Tree classifiers by default 

on the dataset’s different sub-samples and improves the predictive accuracy using averaging [8]. So, 

the tree of Random Forest performs better in terms of the conditions that should be inserted in the 

corresponding section of the simulator compared to Decision Tree. Response time improved by 6.75 

percent in this case.  

Total power consumption of CPU and RAM is almost the same in these methods and in the mobile 

method, it is higher than in the other methods. Also, the performance of them is better than that of the 

mobile method, because there is no offloading on the mobile. Thus, our offloading methods of using 

Random Forest, Extra-trees and AdaBoost classifiers have a better response time than Decision Tree 

on MFC.    

6. CONCLUSIONS

The application of computing resources through mobile devices (MDs) is called Mobile Computing. 

Between cloud datacentres and devices is (Mobile) Fog Computing (MFC). Tasks are offloaded in 

suitable FDs and otherwise in cloud or mobile. We used Decision Tree, Random Forest, Extra-trees 

and AdaBoost classifiers for task offloading on MFC, where Random Forest, Extra-trees and 

AdaBoost classifiers had a better response time than previous methods. Our simulation results showed 

that the response time of the mobile method is less than these classifiers, because there is no 

offloading and the response time of Random Forest, Extra-trees and AdaBoost methods was better 

than in the Decision Tree method. Thus, our offloading methods of using Random Forest, Extra-trees 
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and AdaBoost classifiers had a better response time than that of Decision Tree on MFC. Total power 

consumption of CPU and RAM was almost the same in these methods and in the mobile method, it 

was higher than in the other methods. Also, the performance of Decision Tree, Random Forest, Extra-

trees and AdaBoost was better than in the mobile method. 

For future work, we will try to implement an algorithm that gives better results in the simulator. Also, 

machine learning methods can be a great way to task offloading.     
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 ملخص البحث:

لالنقّمٌلقققققق  بالققققققال ّمل الأققققققب  لالنقّمّلقققققق    ّققققققي  إنّ تطبيققققققر الققققققمن  لال الأققققققب  اقققققق   قققققق   لا   قققققق  

االاكقققققق  لالبيمسققققققمو لالهّقققققق مّي   لا   قققققق   باهققققققّا ةلققققققم لال الأققققققب  لالّ ققققققبمّي  لالنقّمّلقققققق   لققققققق   ّنققققققم 

ّتشقققققليح لالّ قققققمكغ ال لتمابقققققز لالّ قققققما يقققققغ ة  ققققق   ّالأقققققب  ّ قققققبمّي  انملأقققققب  ة  يقققققغ لالهّققققق مّ  ة 

اجّاعقققققق  ّيمسققققققمو  ةلاو يققققققغ ة  قققققق   سقمّلقققققق     ّنققققققم ّتكقققققق ب  اكا ققققققمو لالّ ققققققمكغ يققققققغ  قققققق ح 

لِأقققققّمو اّيققققق  ا ّمد قققققمي  لالقققققا ن  ققققق  فققققق ل   لا  يقققققا  فقققققغ   قققققم  بقققققت  ييققققق  تمابقققققز لالّ قققققما  

ققققققل ا  قققققق ا  الال ّققققققم لا  لالتقّقققققالاياا  لالهِّ ققققققاب ا  لاله  ةاققققققم لِأققققققّمو لالّ ققققققما ي ققققققغس لا ةققققققمل ا  لالهِّ

 لالت لم  

م ل  اقم ست قققققAdaBoost; Extra-trees; RF; DTتققققق  لالأقققققتك لاا عققققق ن  اققققق  لالّلقققققنممو ا

ى للالأققققاامو  ققققّموا لالققققا  مسققققم  لأقققق  اكططققققمو لالشققققجا  ل ققققح ان ققققم    يقققققم ّنققققملى علققققا  ققققي  لالهِّ

لالتقققققغ تققققق  لال لقققققا  علي قققققم اققققق  تلقققققم لالّلقققققنمموا تققققق  لالأقققققتك   لالا ققققق  لالتتقققققمّلغ ل قققققحّ  ان قققققم 

 إن مل قققققم لالقققققا لالّ قققققمكغ   لالجققققق با ّملقققققاكا ةن اقققققم تققققققاا ّققققق   اققققق  "لالجقققققا "  ّتقققققا "لا   لا "

ا ط لالتققققققغ بتلققققققي  إن مل ققققققم لالققققققا لالجقققققق ل لالّنققققققم ا اقققققق  فققققققان لالّلققققققنممو فققققققا ت هققققققي  لالشقققققق

 RF  ققققققمنو لالنتققققققم ز لالققققققا ت هققققققي   اقققققق  لاتلأققققققتجمّ  للتمابققققققز ّملأققققققتك لاا الققققققنممو  لالّ ققققققمكغ 

  Extra-trees   AdaBoost  علققققققققا س ققققققققا  بمققققققققا  لالت هققققققققي  لالّت قققققققققر ّملأققققققققتك لاا الققققققققن

DT 

http://creativecommons.org/licenses/by/4.0/


361 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 06, No. 04, December 2020. 

1. A. Riadi and M. M. Hassani are with Instrumentation, Signals and Physical Systems (I2SP), Faculty of Sciences Semlalia, Cadi Ayyad

University, Marrakech, Morocco, E-mails: abdelhamid.riadi@edu.uca.ac.ma and hassani@ucam.ac.ma

2. M. Boulouird is with National School of Applied Sciences of Marrakech (ENSA-M), Cadi Ayyad University, Marrakech, Morocco, E-

mail: m.boulouird@uca.ac.ma

CHANNEL ESTIMATION AND DETECTION FOR OFDM
MASSIVE-MIMO IN FLAT AND FREQUENCY-

SELECTIVE FADING CHANNELS1 

Abdelhamid Riadi1, Mohamed Boulouird2 and Moha M’Rabet Hassani1 

(Received: 2-May-2020, Revised: 2-Jul.-2020 and 2-Aug.-2020, Accepted: 28-Aug.-2020) 

ABSTRACT 

In this paper, the least-squares channel estimation (LSCE) is investigated for Massive-Multiple-Input Multiple-

Output (Ma-MIMO) OFDM systems based on pilot tones. The uplink (UL) transmission is considered, in which a 

channel estimation approach is proposed by forming a matrix equation with all the unknown channel parameters 

(UCPs) in one vector and estimating that vector by the least-square (LS). The mean square error (MSE) of the 

LSCE is computed. Flat fading and frequency-selective fading are evaluated for single and multiple OFDM 

symbols, concerning this MSE. The requirement of the pilot sequence is investigated in flat fading and frequency-

selective fading. Besides, it is shown that the number of pilots exhibits desirable trade-offs between the base station 

(BS) antenna and channel taps. Rayleigh and Rician channel fading is considered to evaluate the system 

performance with different channel taps. Performances are compared in terms of Bit Error Rate (BER). Moreover, 

to enhance linear detector performance, nonlinear detectors are used. The requirement of pilot sequence and the 

increased receive diversity provide a lower BER for the nonlinear detector. 

KEYWORDS 

Massive MIMO, OFDM, Flat and frequency selective fading, OSIC, Rician channel, Rayleigh channel. 

1. INTRODUCTION

Wireless mobile networks are classified into three broad categories. The first is satellite technologies 

(DVB-S2, TS2...), the second is wireless technologies (PAN, WLAN, WMAN, Wimax, ...) and the third 

is cellular technologies (GSM, GPRS, UMTS, LTE, 5G, ...). 5G is a promising technology based on 

Ma-MIMO between transceiver. Recently, in a world of great mobility, the speed and capacity of 

communication systems are essential elements to keep people from all over the world in communication. 

Ma-MIMO is also known as very large MIMO, ARGOS, large-scale antenna systems, full-dimension 

MIMO and hyper MIMO [1]. It’s a promising emerging communication technology for 5G cellular 

networks [2]. Increasing the number of antennas at the BS, Ma-MIMO combined with orthogonal 

frequency-division multiplexing (OFDM) can support very high throughput and/or performance of the 

links as well as spectral efficiency [3]. In an OFDM system, like all wireless communication systems, 

the received signal is usually distorted by the channel characteristics. To recover the transmitted bits, 

the channel effect must be estimated and compensated in the receiver [4]. In fact, in a real environment, 

several multi-path phenomena degrade system performances. Hence, these phenomena include both 

small-scale fading and large-scale fading [1], [3], [5] and [6]. Channel estimation is a technique referred 

to in order to know channel properties. It is a very important technique in multi-cell multi-user Ma-

MIMO systems. A better improvement of spectral and energy efficiency is achieved using time division 

duplex with pilot contamination in Rayleigh fading channels [7], while the LSCE technique is widely 

used for channel estimation. In addition to that, precoding at the transmitter side has a greater effect to 

facilitate the use of the linear detector and can help decrease complexity at the receiver [8]. 

On the other hand, the analytical BER performance for BPSK has been discussed for the Zero-Forcing 

(ZF) detector. It’s associated with the Successive Interference Cancellation (SIC) for an arbitrary 

1 This paper is an extended version of a conference paper [27] "ZF/MMSE and OSIC Detectors for Uplink OFDM Massive MIMO Systems," 

Proc. of IEEE Jordan International Joint Conference on Electrical Engineering and Information Technology (JEEIT), 2019. 
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number of transmitting and receiving antennas [9]. Similarly, the high-order M-QAM mode with ZF-

OSIC receiver is discussed in [10]. Reduced complexity for MIMO Receiver and combined with the 

ZF-OSIC is discussed in [11], as well as in the literature, before applying the matrix inversion. The 

residual interference cancellation error covariance matrix of the off-diagonal elements is ignored first 

and the reduced-complexity approximations of soft-output MMSE-OSIC MIMO detector are studied in 

[12]. In addition to that, a novel soft-output MIMO MMSE OSIC detector under channel estimation is 

proposed in [13]. Further, a low-complexity MMSE-OSIC detector called MMSE-OBEP (Ordering 

Based on Error Probability) to decrease the BER of MMSE-OSIC detectors is evaluated in [14].  

The performance of wireless communication systems is mainly governed by the wireless channel 

environment. Due to the constructive and destructive interference of multiple signal paths (multi-paths), 

the wireless channel is rather unpredictable. In Ma-MIMO system, the channel can be estimated by using 

a preamble or pilot symbol known at the receiver. Then, various interpolation techniques are employed 

to estimate the channel response of the subcarriers between pilot tones.  

In this work, our contributions are summarized as follows:  

 We propose a channel estimation approach by forming a matrix equation with all the unknown

channel parameters in one vector.

 This vector is estimated in UL transmission using least-square (LS) method.

 Training symbols can be used for channel estimation.

 Constraints on pilot sequences for various scenarios are derived with respect to MSE.

This paper is organized as follows. In Section 2, a system model in the UL transmission is illustrated, in 

which a single cell with a BS of several antennas is considered. Section 3 is devoted to the LSCE for a 

Ma-MIMO system, while in Section 4, the MSE of the LSCE is described. In the same way, flat fading 

and frequency-selective fading according to pilot sequence requirements are investigated. Section 5 

presents linear detectors. In Section 6, to improve linear detector performance, OSIC detectors are 

applied. Section 7 presents the simulation and results. Finally, we conclude this paper in Section 8. 

2. COMMUNICATION SCHEME

Ma-MIMO system is considered in UL transmission from 𝑁𝑡 users with a single antenna to a single BS

with 𝑁𝑟 antennas. The system is presented in Figure 1, for a Ma-MIMO OFDM with K sub-carriers. A

cyclic prefix (CP) with length 𝜈 is inserted to form a complete OFDM symbol. The CP is considered to 

be larger than the largest multi-path delay [18]-[19], [27]-[30] and [33].   

Figure 1. System model of Ma-MIMO combined with OFDM technique. 

From Figure 1, the frequency response at the 𝑘𝑡ℎ subcarrier corresponding to the channel from the 𝑚𝑡ℎ

transmit antenna to the 𝑞𝑡ℎ receive antenna at the 𝑛𝑡ℎ time frame (i.e., OFDM symbol) is given by [33]:

𝐻𝑛
(𝑞,𝑚)

(𝑘) = ∑ ℎ𝑛
(𝑞,𝑚)

(𝑙)𝑒−j
2𝜋𝑘𝑙

𝐾𝐿−1
𝑙=0

  = ∑ ℎ𝑛
(𝑞,𝑚)

(𝑙)𝐿−1
𝑙=0

   

𝑊𝐾
(𝑘)(𝑙)  (1) 
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where ℎ𝑛
(𝑞,𝑚)

(𝑙) is the 𝑙𝑡ℎ channel impulse of ℎ𝑛
(𝑞,𝑚)

= [ℎn
(𝑞,𝑚)(0),⋯ , ℎ𝑛

(𝑞,𝑚)
(𝐿 − 1) ]

𝑇
𝑤𝑖𝑡ℎ dimension 

(𝐿 × 1) [35], which is the channel impulse response from the 𝑚𝑡ℎ transmit antenna to the 𝑞𝑡ℎ receive

antenna, when the 𝑛𝑡ℎ OFDM symbol is transmitted. Under the assumption that ℎ𝑛
(𝑞,𝑚)

(𝑙)  follows the

𝒞𝒩(0, 𝜎2) [30], it can be represented by Rayleigh or Rician distribution depending on the topography

of the environment. 

2.1 Rayleigh and Rician Channel Fading 

Rayleigh and Rician models are two channel models widely used in wireless communications. The 

Rician channel assumes that the transmission paths from the transmitter to the receiver are comprised 

of the dominant line of sight (LoS) path and other scattering paths. However, the Rayleigh channel 

consists of scattering channels from the transmitter to the receiver [17]. 

From Equation (1), the fading process ℎ𝑛
(𝑞,𝑚)

(𝑙) = |ℎ𝑛
(𝑞,𝑚)

(𝑙)|𝑒−𝑗𝜙𝑛(𝑙)  is assumed to be a zero-mean

complex Gaussian process [36], with uniformly distributed phase 𝜙𝑛(𝑙) on [0,2𝜋] and with Rayleigh

distributed envelope |ℎ𝑛
(𝑞,𝑚)

(𝑙)|; whereas the magnitude |ℎ𝑛
(𝑞,𝑚)

(𝑙)| of the 𝑙𝑡ℎ tap is a Rayleigh random

variable with the probability density function (pdf) [17] and [34]: 

𝑝𝑑𝑓(𝑥) =  
𝑥

𝜎2 𝑒
− 

𝑥2

2𝜎2,      𝑥 ≥ 0         (2) 

and the squared magnitude |ℎ𝑛
(𝑞,𝑚)

(𝑙)|
2
is exponentially distributed with density:

𝑥

𝜎2 𝑒
−

x

𝜎2 ,  𝑥 ≥ 0         (3) 

This model, which is called Rayleigh fading, is quite reasonable for scattering mechanisms, where there 

are many small reflectors, but it is adopted primarily for its simplicity in typical cellular situations with 

a relatively small number of reflectors. The word Rayleigh is almost universally used for this model, 

but the assumption is that the tap gains are circularly symmetric complex Gaussian random variables 

[17]. 

There is a frequently used alternative model, in which the LoS path (often called a specular path) is large 

and has a known magnitude and there are also a large number of independent paths. In this case, 

ℎ𝑛
(𝑞,𝑚)

(𝑙), at least for one value of 𝑙, can be modeled as [17]:

ℎ𝑛
(𝑞,𝑚)

(𝑙) = √
𝐾

𝐾+1
𝜎𝑒𝑗𝜃  + √

1

𝐾+1
𝒞𝒩(0, 𝜎2)  (4) 

with the first term corresponding to the specular path arriving with uniform phase 𝜃 and the second term 

corresponding to the aggregation of the large number of reflected and scattered paths, independent of 𝜃. 

The parameter 𝐾 (so-called K-factor) is the ratio of the energy in the specular path to the energy in the 

scattered paths; the larger 𝐾 is, the more deterministic is the channel. The magnitude of such a random 

variable is said to have a Rician distribution. Its pdf is defined by [17]: 

𝑝𝑑𝑓(𝑥) =
𝑥

𝜎2 𝑒
−

𝑥2+𝑐2

2𝜎2 𝐼0(
𝑥𝑐

𝜎2)  (5) 

where c represents the LoS component and  𝐼0(. ) is the modified zero-order Bessel function of the first

kind. From Equation (5), the Rician factor is defined as =
𝑐2

2𝜎2 . Moreover, where K = 0, that is to say no 

line of sight (NLoS) environment, Equation (5) reduces to Equation (2) of Rayleigh pdf [17]; whereas, 

in the next, the 𝑞𝑡ℎ receive antenna is considered at 𝑛𝑡ℎ time frame.

Based on Figure (1) and Equation (1), Ma-MIMO model is defined in the second subsection. 

2.2 Massive MIMO Model 

After removing the CP at the 𝑞𝑡ℎ receive antenna (Figure 1) and using Equation (1), the received signal

𝑦n
(𝑞)

(𝑘) can be written as [19], [27]-[30]:

𝑦n
(𝑞)

(𝑘) = ∑𝑁𝑡
𝑚=1 𝐻𝑛

(𝑞,𝑚)
(k)𝑥𝑛

(𝑚)
(𝑘) + 𝑧n

(𝑞)
(𝑘)  (6) 
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where q = {1,⋯ , Nr}, k = {0,⋯ , K − 1} and 𝑛 ∈ {0, ⋯ , g − 1}. As is clear from Equation (6) and a

K-subcarrier OFDM, the received signal can be rewritten as: 

Y𝑛
(q)

= ∑

𝑁𝑡

𝑚=1

𝑋𝑛
(𝑚)

Gn
(m)

+ Z𝑛
(q)

 (7) 

where  Y𝑛
(q)

= [ 𝑦n
(𝑞)

(0), 𝑦n
(𝑞)

(1),⋯ , 𝑦n
(𝑞)

(𝐾 − 1)]
𝑇

, Z𝑛
(q)

= [𝑧n
(𝑞)

(0), 𝑧n
(𝑞)

(1),⋯ , 𝑧n
(𝑞)

(𝐾 − 1)]
𝑇
.

Furthermore, The OFDM symbol that is transmitted from the 𝑚𝑡ℎ antenna at 𝑛𝑡ℎ time frame is defined

by: 

𝑋n
(𝑚)

= [
𝑥n

(𝑚)(0) 0 0
0 ⋱ 0

0 0 𝑥𝑛
(𝑚)

(𝐾 − 1)

]

𝐾×𝐾

where the 𝑘𝑡ℎ diagonal element of 𝑋𝑛
(𝑚)

 is 𝑥𝑛
(𝑚)

(𝑘). In addition to that, Gn
(m)

 is a vector equal to Fℎ𝑛
(𝑞,𝑚)

of dimension (𝐾 × 1) . From Equation (1), we can define: 

𝐺𝑛
(𝑚)

=

[
 
 
 
 
1 1 … 1

1 𝑊𝐾
1 … 𝑊𝐾

(𝐿−1)

⋮
1

⋮

𝑊𝐾
(𝐾−1)

⋱
⋯

⋮       

𝑊𝐾
(𝐾−1)(𝐿−1)

]
 
 
 
 

𝐾×𝐿

ℎn
(𝑞,𝑚)

= F [
ℎn

(𝑞,𝑚)
(0)

⋮

ℎ𝑛
(𝑞,𝑚)

(𝐿 − 1)

]

𝐿×1

 (8) 

Inserting Equation (8) into Equation (7), the following expression of the received signal is obtained: 

Yn
(q)

= ∑

𝑁𝑡

𝑚=1

𝑋𝑛
(𝑚)

Fℎn
(𝑞,𝑚)

+ Zn
(𝑞)

 (9) 

where 𝑍𝑛
(𝑞)

is an AWGN with zero mean and variance of 𝜎𝑛
2. Based on Equation (9), the LSCE will be

derived in the next section. 

3. LEAST SQUARE CHANNEL ESTIMATION

In this section, given is a K-subcarrier OFDM with a superimposed pilot sequence B𝑛
(m)

 and data 

sequence  D𝑛
(m)

. Let us denote  𝑋𝑛
(𝑚)

= Dn
(m)

+ B𝑛
(m)

. Thus, Equation (9) can be obtained such as [27]-

[30]: 

𝑌𝑛
(𝑞)

= ∑𝑁𝑡
𝑚=1 𝑋n

(𝑚)
𝐹ℎ𝑛

(𝑞,𝑚)
+ Zn

(𝑞)

= ∑𝑁𝑡
𝑚=1 (𝐵n

(𝑚)
+ 𝐷n

(𝑚)
)𝐹ℎ𝑛

(𝑞,𝑚)
+ Zn

(𝑞)

= 𝒜𝑛𝔥𝑛
(𝑞)

+ 𝒯𝑛𝔥n
(𝑞)

+ Z(𝑞)(𝑛) (10) 

where 𝒜𝑛 = [𝐵n
(1)

F,⋯ , 𝐵𝑛
(𝑁𝑡)F] of dimension (𝐾 × 𝐿𝑁𝑡), 𝒯n = [𝐷𝑛

(1)
F,⋯ ,𝐷n

(𝑁𝑡)F] of dimension (𝐾 ×

𝐿𝑁𝑡). Similarly, 𝐵𝑛
(m)

 and 𝐷𝑛
(m)

 are a (𝐾 × 𝐾) diagonal matrix defined as: 

𝐵n
(𝑚)

= [
𝑏n

(𝑚)(0) 0 0
0 ⋱ 0

0 0 𝑏𝑛
(𝑚)(𝐾 − 1)

]

𝐾×𝐾

and     𝐷n
(𝑚)

= [
𝑑n

(𝑚)(0) 0 0
0 ⋱ 0

0 0 𝑑𝑛
(𝑚)(𝐾 − 1)

]

𝐾×𝐾

     (11) 

where 𝑏𝑛
(𝑚)(𝑘) and 𝑑𝑛

(𝑚)(𝑘) are the 𝑘𝑡ℎ diagonal element of 𝐵𝑛
(𝑚)

and  𝐷n
(𝑚)

, respectively. Furthermore,

the channel vector from all 𝑁𝑡 users to 𝑞𝑡ℎ receive antenna can be noted as:

𝒽n
(𝑞)

= [ℎ𝑛
(𝑞,1)𝐻

,⋯ , ℎ𝑛
(𝑞,𝑁𝑡)

𝐻

]𝐻        (12) 

where Equation (12) is unknown channel of dimension (LNt × 1). After forming a matrix equation with

all the UCPs in one vector, the LSCE technique is applied to estimate this vector [1], [8] and [27]-[30]. 

Hence, the multiple channels can be estimated by: 
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�̂�n
(q)

= 𝒜𝑛
+𝑌𝑛

(𝑞)
(13) 

where  𝒜n
+ = (𝒜n

𝐻𝒜n)
−1𝒜𝑛

𝐻 is the pseudo-inverse with a full column rank of 𝐿𝑁𝑡 (i.e., 𝑟𝑎𝑛𝑘(𝒜n) =
𝑚𝑖𝑛(𝑔𝐾, 𝐿𝑁𝑡)). Otherwise, the LS method is widely used. Low-complexity and no priori statistical

knowledge about the channel and the noise are required [1], [8], [17]-[19] and [30]. Hence, using 

Equation (10), the estimated channels can be written as: 

�̂�n
(q)

= 𝒽𝑛
(𝑞)

+ 𝒜𝑛
+𝒯𝑛𝒽𝑛

(𝑞)
+ 𝒜𝑛

+Z𝑛
(𝑞)

(14) 

 Further, to suppress the interference due to the data, the following condition is imposed [30]: 

𝒜𝑛
+𝒯𝑛 = 0𝐿𝑁𝑡×𝐿𝑁𝑡

(15) 

This condition is valid when B𝑛
(m)H

𝐷𝑛
(𝑠)

= 0𝑘×𝐾 , ∀ 𝑚, 𝑠 ∈ {1,⋯ ,𝑁𝑡} and ∀ 𝑛 ∈ {0,⋯ , g − 1}.
Furthermore, to satisfy this condition, disjoint sets of pilot tones are chosen for training and data in each 

OFDM symbol, (i.e., zeros in 𝐵𝑛
(𝑚)

, where 𝐷n
(𝑚)

contains non-zeros and inversely) [30]. In addition to

that, let us assume P/g pilot per OFDM symbol. Thus, the dimension of 𝒜𝑛
+ becomes (P × LNt ) and

the diagonal matrix B𝑛
(𝑚)

of dimension (P/g × P/g ) is at the nth time frame. Consequently, we can

write Equation (14) as: 

�̂�n
(q)

= 𝒽𝑛
(𝑞)

+ 𝒜𝑛
+Z𝑛

(𝑞)
(16) 

Equation (16) indicates that �̂�𝑛
(q)

 is a combination of the true channel vector 𝒽𝑛
(𝑞)

 plus a term 

affected only by the noise in the system. For zero-mean noise, 𝐸{�̂�n
(q)

} = 𝒽n
(𝑞)

+ 𝒜𝑛
+𝐸{Zn

(𝑞)
} =

𝒽𝑛
(𝑞)

; i.e., �̂�𝑛
(q)

 forms an unbiased estimate of  𝒽𝑛
(𝑞)

. Furthermore, the estimated channel matrix ℍ̂𝑛 ∈
ℂ𝑁𝑟×𝑁𝑡, including all users antennas 𝑁𝑡 and all BS antennas 𝑁𝑟, is given by [30]:

ℍ̂n =

[
 
 
 
 
 
 ℎ̂𝑛

(1,1)
⋯ ℎ̂𝑛

(1,𝑁𝑡)

⋮ ⋮

ℎ̂𝑛
(𝑞,1)

⋯ ℎ̂𝑛
(𝑞,𝑁𝑡)

⋮ ⋮

ℎ̂𝑛
(𝑁𝑟,1)

⋯ ℎ̂𝑛
(𝑁𝑟,𝑁𝑡)

]
 
 
 
 
 
 

= [
�̂�n

(1)𝑇

⋮

�̂�n
(𝑁𝑟)

𝑇
] =[ℋ̂𝑛

(1)
, ⋯ , ℋ̂𝑛

(𝑁𝑡)]                 (17) 

where the estimated channel vector at the nth time frame and user position 𝑖 is given by ℋ̂𝑛
i =

[ℎ̂𝑛
(1,i)𝑇

, ⋯ , ĥ𝑛
(𝑁𝑟,𝑖)

𝑇

]𝑇; whereas training OFDM symbols are used over the time indices  n∈{0,⋯,g-1}

[1], [8] and [27]-[30]. Thus, Equation (10) can be written as: 𝑌(𝑞) = 𝒜 𝒽
(𝑞) + 𝒯 𝒽

(𝑞) + Z(𝑞), where

the received signal at the 𝑞𝑡ℎ receive antenna can be noted by: 𝑌(𝑞) = [𝑌0
(𝑞)𝑇

, ⋯ , 𝑌g−1
(𝑞)𝑇

]𝑇 and the noise

vector becomes Z(𝑞) = [Z0
(𝑞)𝑇

,⋯ , Zg−1
(𝑞)𝑇

]𝑇. The channel vector is 𝒽(𝑞) = [𝒽0
(𝑞)

,⋯ ,𝒽g−1
(𝑞)

]. Similarly, 𝒜 

and 𝒯 are noted as: 

        𝒜 = [

𝒜0

⋮
𝒜g−1

] =

[
 
 
 
 𝐵0

(1)
𝐹 ⋯ 𝐵0

(𝑁𝑡)𝐹

⋮ ⋮

𝐵g−1
(1)

𝐹 ⋯ 𝐵g−1
(𝑁𝑡)𝐹

]
 
 
 
 

 and  𝒯 = [

𝒯0

⋮
𝒯g−1

] =

[
 
 
 
 𝐷0

(1)
𝐹 ⋯ 𝐷0

(𝑁𝑡)𝐹

⋮ ⋮

𝐷g−1
(1)

𝐹 ⋯ 𝐷g−1
(𝑁𝑡)𝐹

]
 
 
 
 

respectively. The same process of channel estimation has been carried out for all n as the nth time frame.

Moreover, after channel estimation at the 𝑞𝑡ℎreceive antenna and 𝑛𝑡ℎ time frame (i.e., Equation 13), the

MSE is derived in the next section. 

4. MEAN SQUARE ERROR OF LS ESTIMATOR

In this section, the MSE of LSCE is computed. Hence, the MSE of LSCE is given as [18], [21]: 
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𝑀𝑆𝐸𝑛 =
1

𝐿𝑁𝑡
𝐸 {||�̂�𝑛

(q)
− 𝒽𝑛

(𝑞)
||

2

} 

 =
1

𝐿𝑁𝑡
𝐸 {||𝒜𝑛

+Z𝑛
(𝑞)

||
2

} 

 =
1

𝐿𝑁𝑡
𝑡𝑟{𝒜𝑛

+𝐸 (Z𝑛
(𝑞)Z𝑛

(𝑞)𝐻
)𝒜𝑛

+𝐻
}          (18) 

For zero-mean white noise, we have: 𝐸 (Z𝑛
(𝑞)Z𝑛

(𝑞)𝐻
) = 𝜎𝑛

2. Then, the MSE can be written as:

𝑀𝑆𝐸𝑛 =
𝜎𝑛

2

𝐿𝑁𝑡
𝑡𝑟{(𝒜n

𝐻𝒜n)
−1}      (19) 

Using a similar argument as in [18], [21] and [27]-[29], we can show that in order to obtain the 

minimum MSE of the LSCE subject to a fixed power 𝒫 dedicated for training, we require 𝒜n
𝐻𝒜n =

𝒫𝐼𝐿𝑁𝑡×𝐿𝑁𝑡
. The minimum MSE is given by:

𝑀𝑆𝐸𝑛
𝑚𝑖𝑛 =

𝜎𝑛
2

𝒫
(20) 

In the next part of this paper, flat fading and frequency-selective fading are investigated with respect 

to this MSE. 

4.1 Flat Fading and Frequency-selective Fading 

In this subsection, flat fading and frequency-selective fading are presented, with regard to MSE of the 

LSCE. At first, g = 1 (i.e., one OFDM symbol) is considered and then, the study is extended to multiple 

OFDM symbols (i.e., g > 1). When g = 1, training over the time index n = 0 and 𝒜n
𝐻𝒜𝑛 can be rewritten

as[18], [21]: 

𝒜n
𝐻𝒜n = [

𝐶1,1 … 𝐶1,𝑁𝑡

⋮ ⋱ ⋮
𝐶𝑁𝑡,1 … 𝐶𝑁𝑡,𝑁𝑡

]                (21) 

where 𝐶𝑚,𝑠 is a sub-matrix of 𝒜n
𝐻𝒜n, with dimension (L×L), that is given by:

𝐶𝑚,𝑠 = 𝐹𝐻𝐵(𝑚)
0
𝐻
𝐵0

(𝑠)
𝐹         (22) 

As previously mentioned, in order to obtain the minimum MSE of the LSCE, it is necessary to fix the 

power 𝒫 for training. Hence, 𝒜n
𝐻𝒜n = 𝒫𝐼𝐿𝑁𝑡×𝐿𝑁𝑡

; that is to say [18], [21]:

𝒜n
𝐻𝒜n = {

𝒫𝐼𝐿×𝐿 , 𝑖𝑓 𝑚 = 𝑠
0𝐿×𝐿 , 𝑖𝑓 𝑚 ≠ 𝑠

        (23) 

The positions of the P pilot tones used for training are defined as {𝑘0, 𝑘1, 𝑘2,⋯ , 𝑘𝑃−1}. In addition to

that, F can be noted as F = [𝑓0, 𝑓1, 𝑓2,⋯ , 𝑓𝐿−1], where 𝑓𝑙 = [𝑒−
𝑗2𝜋𝑙𝑘0

𝐾 , 𝑒−
𝑗2𝜋𝑙𝑘1

𝐾 , 𝑒−
𝑗2𝜋𝑙𝑘2

𝐾 ,⋯ , 𝑒−
𝑗2𝜋𝑙𝑘𝑃−1

𝐾  ]
𝑇

.

Thereby, from Equation (23), when m = s, the power on the 𝑖𝑡ℎ pilot tone of the 𝑚𝑡ℎ transmit antenna

can be noted as 𝑝𝑖
𝑚. Thus, ∑ 𝑝𝑖

𝑚 = 𝒫𝑃−1
𝑖=0  [18], [19] and [21]. Therefore, Equation (22) can be written as 

follows: 

𝐶𝑚,𝑚 = 𝐹𝐻𝑑𝑖𝑎𝑔{[𝑝0
𝑚, 𝑝1

𝑚,⋯ , 𝑝𝑃−1
𝑚 ]𝐻}𝐹         (24) 

From Equation (24), the (𝑛, 𝑑)𝑡ℎ entry of the sub-matrix 𝐶𝑚,𝑚 is obtained as:

[𝐶𝑚,𝑚 ]𝑛,𝑑 
= 𝑓𝑛

𝐻𝑑𝑖𝑎𝑔{[𝑝0
𝑚, 𝑝1

𝑚, ⋯ , 𝑝𝑃−1
𝑚 ]𝐻}𝑓𝑑  (25) 

which is equivalent to: 

[𝐶𝑚,𝑚]
𝑛,𝑑

= {
𝒫,  𝑖𝑓 𝑛 = 𝑑

∑ 𝑝𝑖
𝑚𝑒−

𝑗2𝜋𝑘𝑖(𝑛−𝑑)

𝐾 ,   𝑖𝑓 𝑃−1
𝑖=0 𝑛 ≠ 𝑑

26) 

Thereby, to satisfy the first part of Equation (23), we need: 

∑ 𝑝𝑖
𝑚𝑒−

2𝑗𝜋𝑘𝑖𝜙

𝐾 = 𝒫𝛿(𝜙),   ∀𝜙 ∈ {−𝐿 + 1,⋯ , 𝐿 − 1} 𝑃−1
𝑖=0          (27) 
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Accordingly, the above condition is satisfied if and only if the following conditions are satisfied [18], 

[19] and [21]: 

 𝑝𝑖
𝑚 =

𝒫

𝑃
, ∀ 𝑖 ∈ {0,1,⋯ , 𝑃 − 1}  𝑎𝑛𝑑 ∀ 𝑚 ∈ {1,⋯ ,𝑁𝑡} 

 𝑘𝑖 = 𝑝0 + 𝑝𝑉, ∀𝜙 ∈ {−𝐿 + 1,⋯ , 𝐿 − 1}\{0}, 𝑤ℎ𝑒𝑟𝑒 𝑉 ∈  ℤ 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑃𝑉𝜙/𝐾 ∈
ℤ 𝑎𝑛𝑑 𝑉𝜙/𝐾 ∉  ℤ, ∀𝜙 ∈ {−𝐿 + 1,⋯ , 𝐿 − 1}, 𝑎𝑛𝑑 𝑝0 ∈ {0,1,⋯ , 𝑉 −
1}  𝑖𝑠 𝑠𝑜𝑚𝑒 𝑜𝑓𝑓𝑠𝑒𝑡.

Table 1. Pilot sequence for various scenarios. 

Configurations Pilot sequence requirement 

Flat Fading: L=1 Equipowered+ Equispaced+ Orthogonal 

Frequency-selective Fading: L>1 Equipowered+ Equispaced+ Phase Shift 

Orthogonal ∀𝜙 ∈ {−𝐿 + 1,⋯ , 𝐿 − 1} 

Hence, the first condition means that the pilot tone must be equipowered. Moreover, the second 

condition means that the pilot tones must be equispaced. For a minimum number of pilot tones or a 

maximum spacing, we have PV = K or V = K/P. For a practical system with inexpensive, fast and simple 

implementation of the FFT, the number of subcarriers must be power of 2, on the one hand. On the other 

hand, the P pilot tones should divide K (i.e., P must be power of 2). Hence, 𝑃 ≥ 𝐿𝑁𝑡; that is to say 𝑃 =

2log2 𝐿𝑁𝑡 [19]. In the case where L= 1 (i.e., flat fading) pilot sequences must be equipowered, equispaced

and orthogonal for various transmit antennas. When L > 1 (i.e., frequency-selective fading), the pilot 

sequences must be equipowered, equispaced and phase shift orthogonal for various transmit antennas 

(Table 1) [18], [21]. 

When, g > 1 (i.e., multiple OFDM symbols) is considered and training over the time indices 𝑛 ∈
{0,⋯ , g − 1}, Equations (22) and (27) become: 

𝐶𝑚,𝑠 = ∑ 𝐹𝑛
𝐻𝐵(𝑚)

𝑛
𝐻
𝐵𝑛

(𝑠)
𝐹𝑛

𝑔−1
𝑛=0         (28) 

∑  ∑ 𝑝𝑖,𝑛
𝑚 𝑒−

2𝑗𝜋𝑘𝑖,𝑛𝜙

𝐾 = 𝒫𝛿(𝜙),   ∀𝜙 ∈ {−𝐿 + 1,⋯ , 𝐿 − 1} 𝑃−1
𝑖=0

𝑔−1
𝑛=0          (29) 

where the positions of the P pilot tones used for training become {𝑘0,𝑛, 𝑘1,𝑛, 𝑘2,𝑛,⋯ , 𝑘𝑃−1,𝑛}

and 𝐹𝑛 = [𝑓0,𝑛, 𝑓1,𝑛, 𝑓2,𝑛,⋯ , 𝑓𝐿−1,𝑛], where 𝑓𝑙,𝑛 = [𝑒−
𝑗2𝜋𝑙𝑘0,𝑛

𝐾 , 𝑒−
𝑗2𝜋𝑙𝑘1,𝑛

𝐾 ,  𝑒−
𝑗2𝜋𝑙𝑘2,𝑛

𝐾 , ⋯ , 𝑒−
𝑗2𝜋𝑙𝑘𝑃−1,𝑛

𝐾  ]
𝑇

. 

The power on the 𝑖𝑡ℎ pilot tone of the 𝑚𝑡ℎ transmit antenna can be rewritten as: 𝑝𝑖,𝑛
𝑚 , thus 

∑ ∑ 𝑝𝑖,𝑛
𝑚 = 𝒫𝑃−1

𝑖=0
𝑔−1
𝑛=0  [18], [19] and [21]. Furthermore, after getting the channel estimation at the BS, 

the requirement of the pilot sequence in flat fading and frequency-selective fading id defined. The data 

is detected using linear and nonlinear detectors. The detection method treats all transmitted signals as 

interferences, except for the desired stream from the target transmit antenna. Therefore, interference 

signals from other transmit antennas are minimized or nullified in the course of detecting the desired 

signal from the target transmit antenna, given the knowledge of the received vector and the channel 

matrix (i.e., Equation 17). To facilitate the detection of the desired signal from each antenna, the effect 

of the channel is inverted by a transformation matrix T. 

5. LINEAR DETECTORS

In UL transmission, the data sequence is generated by linear detectors after channel estimation is carried 

out at the BS in order to obtain data sequences. Linear methods are used to generate data sequences of 

transmitted symbols through a linear transformation of the received vector y [22], [27]-[30]. These 

methods take the form of d = Ty, where T is a transformation matrix, as shown in Figure 2. 

5.1 Zero Forcing Detector 

The Zero Forcing (ZF) detector is a simple linear detector, in which the linear transformation on the 

received vector is carried out using the pseudo-inverse of the ℍ̂𝑛 matrix (i.e., Equation 17). The ZF 

detector completely cancels the interference from other signals (hence the name zero-forcing or 

interference-nulling detector) [2], [22]-[23] and [27]-[29]. Then, the linear transformation matrix is 
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given by: 

𝑇𝑍𝐹 = ℍ̂𝑛
+

   (30) 

where ℍ̂𝑛
+

= (ℍ̂𝑛
𝐻ℍ̂𝑛)

−1
ℍ̂𝑛

𝐻 is the pseudo-inverse of dimenion (𝑁𝑡 × 𝑁𝑟).

Figure 2. Conceptual illustration of linear MIMO detectors [22]. 

5.2 Minimum Mean Square Error Detector 

The Minimum Mean Square Error (MMSE) detector is a linear detector, the transformation matrix of 

which minimizes the mean square error between the transmit vector X and the received vector Y. The 

transformation matrix 𝑇𝑀𝑀𝑆𝐸 is given by the solution to the following minimization problem [2], [22]-

[23] and [27]-[29]: 

𝑇𝑀𝑀𝑆𝐸 = arg𝑇𝑀𝑀𝑆𝐸
min𝐸(||𝑋 − 𝑇𝑀𝑀𝑆𝐸𝑌||

2

2
)     (31) 

where 𝑌 = [𝑌𝑛
(1)

,⋯ , 𝑌𝑛
(𝑁𝑡)]

𝑇
 and 𝑋 = [𝑋𝑛

(1)
,⋯ , 𝑋𝑛

(𝑁𝑡)]
𝑇

. Finally, the transformation 𝑇𝑀𝑀𝑆𝐸 can be

defined as: 

𝑇𝑀𝑀𝑆𝐸 = (ℍ̂𝑛
𝐻ℍ̂𝑛 + 2𝜎𝑛

2𝐼)
−1

ℍ̂𝑛
𝐻  (32) 

where 𝜎𝑛
2 is the noise power.

6. OSIC SIGNAL DETECTION

Detectors based on interference cancelation belong to the class of non-linear detectors, where  

interference due to detected stream is removed in multiple stages [22], [27] and [30]. Popular 

interference cancelation techniques include Ordered Successive Interference Cancelation (OSIC), which 

is used to improve linear detector performance without increasing the complexity significantly. OSIC is 

known for its simplicity. Figure 3 gives an example of three spatial streams [27], [30]. Hence, based on 

Equation (30), The steps involved in OSIC based detection can be summarized as follows: 

1. Initially, the first stream is detected using the first row vector of Equation (30),

2. After detection and slicing to produce 𝑋1, the remaining signal in the first stage is formed by

subtracting it from the received signal as 𝑦1 = 𝑦 − ℋ̂n
1𝑋1.

Figure 3. Illustration of OSIC signal detection example of three spatial streams (i.e., 𝑁𝑡=3) [30].
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3. The interference due to the detected stream in the first stage is canceled.

4. Another steam is detected and sliced in the second stage to produce 𝑋2.

5. Similarly,  the remaining signal and the interference in the second stage are formed by

subtracting it from the received signal as 𝑦2 = 𝑦1 − ℋ̂n
2𝑋2.

Hence, the same processes of detection and slicing as well as interference cancelation are reproduced in 

the next stages [2], [24]-[27] and [30] due to the error propagation caused by erroneous decisions in the 

previous stages. The order of detection has significant influence on the overall performance of OSIC 

detection. In the next part of this section, two methods to reduce error propagation are described: 

Firstly: SINR-based Ordering (SINR-BO). In this case, streams with a high post detection Signal-to-

Interference-plus-Noise Ratio (SINR) are detected first [1], [27] and [30]. Based on the transformation 

matrix 𝑇𝑀𝑀𝑆𝐸 , the post-detector with SINR is defined as:

𝑆𝐼𝑁𝑅𝑖 =
𝐸𝑥|𝑇𝑖,𝑀𝑀𝑆𝐸ℋ̂n

𝑖
|2

𝐸𝑥 ∑𝑙≠𝑖 |𝑇𝑖,𝑀𝑀𝑆𝐸ℋ̂n
𝑙
|2+𝜎𝑛

2||𝑇𝑖,𝑀𝑀𝑆𝐸||2
          (33) 

where 𝑇𝑖,𝑀𝑀𝑆𝐸  is the 𝑖𝑡ℎ row of matrix (Equation 32), ℋ̂n
𝑖  is the 𝑖𝑡ℎ column vector of the estimated

channel matrix ℍ̂𝑛 at 𝑛𝑡ℎ time OFDM sysmbol with 𝑖 = 1 , 2,⋯ ,𝑁𝑡. Also, 𝐸𝑥 is the transmitted signal

energy. Furthermore, once the 𝑁𝑡 of SINR are calculated based on Equation (32), we choose the

corresponding layer with the highest SINR. In addition to that, the procedure discussed above is applied 

for symbol detection. Furthermore, Equation (32) is modified by the suppression of the channel gain 

vector equivalent to the data detected. Otherwise, the total number of SINR values to be calculated is 

∑𝑁𝑡
𝑖=1 𝑖 =

𝑁𝑡(𝑁𝑡+1)

2
 [27], [30]. 

Secondly: SNR-based Ordering (SNR-BO). In this method, streams with a higher Signal-to-Noise Ratio 

(SNR) are detected first [1], [27] and [30]. Similarly based on the transformation matrix 𝑇𝑍𝐹, the SNR

is defined as:  

𝑆𝑁𝑅𝑖 =
𝐸𝑥

𝜎𝑛
2||𝑇𝑖,𝑍𝐹||2

 (34) 

where 𝑖 = 1, 2,⋯ ,𝑁𝑡. Similarly, the procedure discussed in the first method can be used. In this

method, the number of SNR values to be calculated is also given by ∑
𝑁𝑡
𝑖=1 𝑖 =

𝑁𝑡(𝑁𝑡+1)

2
 [1], [27] and 

[30]. 

7. SIMULATION RESULTS

In this section, a collection of performance results concerning two linear detectors (MMSE and ZF) as 

well as the nonlinear OSIC detectors is presented, in which their performances are evaluated in terms of 

BER. Hence, the computer simulation parameters are given, as shown in Table 2. 

Table 2. Computer simulation parameters. 

Parameters Values 

OFDM-Subcarriers 1024 

OFDM symbol number (g) 10 

M-QAM Modulation 64-QAM 

Channel model Rayleigh and Rician 

L-taps 1, 6 and 10 

𝑁𝑡 × 𝑁𝑟 50 × 100, 50 × 200  and 50 × 300 

In this part, various channel taps (i.e., 1, 6 and 10) are simulated as i.i.d. Firstly, one OFDM subcarrier 

(i.e., OFDM symbol) with K = 1024 (Figure 4) and a CP of ν = 256 is considered. The number of pilot 

tones dedicated for training is P=K/2, which are equipowered and equispaced or equipowered, 

equispaced and  phase shift orthogonal. The length of data sequences is equal to K/2 (Figure 4). Hence, 



370 

"Channel Estimation and Detection for OFDM Massive-MIMO in Flat and Frequency-selective Fading Channels", A. Riadi, M. Boulouird and 

M. M. Hassani.

training is performed over g  consecutive OFDM symbols using Monte Carlo simulation. Throughout 

this simulation, the number of terminals (𝑁𝑡)  is set to be 50 (i.e., respecting the condition treated in

subsection 4.1; that is P≥L𝑁𝑡).

Figure 4. OFDM subcarrier for a Ma-MIMO system with 𝑁𝑡 = 50 and 𝑁𝑟 = 100 transmit and receive

antennas, respectively. 

In other words, Figure 5 shows the distributions for Rayleigh and Rician fading channels. It also 

demonstrates an example for K = -40 dB. The Rician distribution approaches the Rayleigh distribution 

and for K =15 dB, the Rician distribution approaches the Gaussian distribution. In the remainder of this 

paper, we assume K= -40 dB for the Rayleigh fading channel and K ≥ 15dB for the Gaussian channel. 

     Figure 5. Distributions for Rayleigh and  Figure 6. Channel estimation error vs. 

Rician fading channels.            SNR for Rayleigh channel. 

Figure 6 shows the channel estimation error for 𝑁𝑟 = 100, 200 and 300 when Rayleigh channel is applied.

The channel estimation performance improves when 𝑁𝑟 increases and SNR increases. In related work

[32], for 𝑁𝑟 × 𝑁𝑡= 128 × 64 Ma-MIMO system, Generalized Approximate Message Passing Detector

(GAMPD) achieves an MSE of around 0.3 at SNR = 0 dB, while at SNR=2 dB, its MSE is around  0.1 

for 𝑁𝑟 × 𝑁𝑡= 128 × 128. Moreover, for 𝑁𝑟 × 𝑁𝑡= 100 × 50 (Figure 6), our proposed method achieves

an MSE of around 0.00705 at SNR =0 dB and 0.00424 at SNR= 2 dB. In addition, when more receive 

antennas are used, more spatial diversity can result in a better chance to successfully detect the data. 

In the simulations, Ma-MIMO with multiple receiver antennas (𝑁𝑟=100, 200 and 300) and 64-QAM

modulation is used. Figure 7 shows a plot of BER versus SNR for L = 1 (i.e., flat fading), when a 

Rayleigh fading channel is employed. It is clear that the BER performance of all detectors decreases 
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with a higher SNR. However, the MMSE performance is very close to the ZF performance. In this way, 

at high SNRs (i.e., small σ), MMSE behaves like ZF, since the second term inside the inverse operation 

Figure 7. BER vs. SNR for L=1 using ZF, MMSE and various OSIC detectors for Rayleigh channel. 

Figure 8. BER vs SNR for L=6 using ZF, MMSE and various OSIC detectors for Rayleigh channel. 

Figure 9. BER vs. SNR for L=10 using ZF, MMSE and various OSIC detectors for Rayleigh channel. 
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in Equation (32) becomes negligible. On the other hand, the performance of the OSIC detection method 

with SNR-BO outperforms all other detectors and is close to true channel performance.  In related work 

[31], for   𝑁𝑟 × 𝑁𝑡= 128 × 16 Ma-MIMO system, refinement Jacobi (RJ)-based detector achieves a BER

of around 3.2 × 10−3 at SNR = 13 dB, while for the 𝑁𝑟 × 𝑁𝑡 = 256 × 16 Ma-MIMO system, it achieves

a BER of around 5 × 10−5 at the same SNR. For 𝑁𝑟 × 𝑁𝑡 = 100 × 50 Ma-MIMO, for example, ZF

detector achieves a BER of around 319 × 10−6 (i.e., 0.319 × 10−3) at SNR=7 dB. In this work and in

[31], the SNR gap between the ZF and RJ-based detector at 10−3 BER is just about 6 dB.

Otherwise, Figures 8 and 9 show the BER performance comparison between linear and nonlinear 

detectors when the number of channel taps is L= 6 and 10, respectively. With an increase of channel tap 

number the performance of all detectors is degraded. Hence, system performance is sensitive to a higher 

channel taps (i.e., high frequency-selective fading). In addition to that, the gap between the OSIC-SNR-

BO detector and true channel performance becomes small as the number of BS antennas increases. In 

related work [32], for 𝑁𝑟 × 𝑁𝑡= 128 × 80 Ma-MIMO system, Generalized Approximate Message

Passing Detector (GAMPD) achieves a BER of around 10−2 at SNR = 4.3 dB. For 𝑁𝑟 × 𝑁𝑡 = 100 ×
50 Ma-MIMO, for example, ZF detector achieves an SNR=5.74 dB at the same BER. Thus, the SNR 

gap between the ZF detector and GAMPD detector is just about 1.44 dB. In addition, ZF detector 

achieves a better performance and surpasses the GAMPD detector with a gap of 3.315 dB at BER of 

10−2 for a Ma-MIMO of 𝑁𝑟 × 𝑁𝑡 = 200 × 50. Moreover, at 𝑁𝑟 = 300, ZF detector is close to

approximate message passing (AMP) algorithms [33], with a gap of 0.06 dB, despite a high system 

sensitivity to noise (i.e., 64-QAM) and high frequency-selective fading channel. The OSIC-SNR-BO 

detector is useful for a high multi-path fading channel or equivalently, a frequency-selective fading 

channel.  

In addition to that, Figure 10 presents the BER in a flat Rician channel fading in the case of K = 15 (i.e., 

LoS) and the number of antennas at the BS equal to 100. The simulation result illustrates the 

convergence of all detectors over a high range of SNR and provides a bad performance. Despite the 

presence of multi-path effects, the system took the thermal noise from the receiver as a single source of 

noise (i.e., Gaussian channel). In addition, the channel behaves as the simplest statistical channel from 

an implementation, but not necessarily the most realistic one. However, when the BS antennas increase 

to 300, the system performance for the same range of SNR is improved. This improvement is likely due 

to the potential diversity at the BS and at the ordering (selection) in OSIC. In the case of K = -40 (NLoS), 

the BER decreases more and is close to Rayleigh performance. When the BS antennas increase to 300, 

the simulation result shows the best performance at a smaller range of SNR. Thereby, the OSIC-SNR-

BO usually provides the best performance and is close to the true channel. In the same way, we consider 

the case of frequency-selective fading (i.e., L = 6 and 10, Figures 11 and 12, respectively). From these 

figures, we can see that the BER is also sensitive to the channel taps and the Rician factor. A higher 

number of channel taps provides a higher BER at both K= 15 and -40. Similarly, when the BS antennas 

Figure 10. BER vs. SNR for L=1 using ZF, MMSE and various OSIC detectors for Rician channel 

with K= -40 and 15. 
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Figure 11. BER vs. SNR for L=6 using ZF, MMSE and various OSIC detectors for Rician channel 

with K= -40 and 15. 

Figure 12. BER vs. SNR for L=10 using ZF, MMSE and various OSIC detectors for Rician channel 

with K= -40 and 15. 

Figure 13. BER vs. number of antennas at the base station for L=10 using ZF, MMSE and various 

OSIC detectors for Rayleigh channel. 
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are equal to 300, the BER decreases more. Under a lower Rician factor, the system took into account 

the channel fading. In addition, the antenna diversity at the reception favors a constructive signal 

overlay. Thus, the system performance is improved and frequency-selective fading effect is 

compensated. In addition to that, OSIC-SNR-BO provides a better performance which is close to true 

channel performance. 

Furthermore, Figure 13 presents the BER performance of linear detectors and nonlinear detectors with 

the number of antennas at the BS. The number of channel taps is equal to 10 and the SNR is set to be 

with a mean value 8 dB. It is clearly shown that BER decreases over a high number of antennas. In 

addition to that, it is observed that MMSE detector achieves a performance which is close to the 

performance achieved by the ZF detector. For more than 300 antennas, OSIC-SNR-BO performs slightly 

better than OSIC-SINR-BO due to high interference (i.e., 𝑁𝑡 = 50). More interestingly, this improved

performance of OSIC-SNR-BO compared to that of OSIC-SINR-BO increases remarkably as 𝑁𝑟

increases. 

8. CONCLUSIONS

In this paper, we have successively evaluated the LSCE performance in UL transmission. ZF, MMSE 

and OSIC detectors for a Ma-MIMO system are combined with high-order modulation 64-QAM and 

OFDM technique. The performance of a Ma-MIMO system in Rayleigh and Rician channel fading is 

analyzed with channel taps and Rician factor. The presence of many fading phenomena characterized 

by flat fading and frequency-selective fading degrades the system performance. Joining a large number 

of antennas at the BS with equipowered, equispaced and phase shift orthogonal pilot sequences can 

achieve a very low BER. At a higher number of antennas at the BS, the OSIC-SNR-BO provides a better 

performance which is close to true channel performance, while the effect of frequency-selective fading 

is canceled in a lower signal to noise ratio. 
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البحث:ملخص   

(اLSCEفييييي الييييي يام البييييي تاميييييقنام  بييييي افييييي االصييييي  ام   يييييام ا   م ييييي ام ص   ييييي  ام  ييييي   ا 

فيييييييي امضخمصيييييييي ام اييييييييلص امق ييييييييمة ام صييييييييمم  امق ييييييييمة ام صليييييييي ل ام    صيييييييي ا  يييييييي ام   صيييييييي  ا

(ا  يييييي  ام، ق يييييي لتاULملإلشيييييي ةم تا بييييييماايييييينا  يييييي املإلعيييييي  ام ص قصييييييما  يييييي ام يييييي   ام   ييييييا ا 

ا قلصيييييي  ا م   ييييييام ا  يييييي اافييييييام ام  ة يييييي افيييييي ال  يييييي ام يييييي اف ا ب يييييي اتيييييي  امبقيييييي م ا  م يييييي  

ا م يييييما الص  ييييي ا  عيييييقلمم ا اشيييييقص ا  ييييي اتص ييييياامق  ييييي م ام   يييييام اح ييييي ام ص   فييييي افييييي امق  ييييي  

 قلصيييييي  اا(MSE  م يييييي ام ص   يييييي  ام  يييييي   تا بييييييماايييييينا  يييييي  امقاعيييييي ام ل يييييي ام ق    يييييي ا 

ات(LSCE  م   ام ا   م  ام ص     ام     

ا بييييييماتيييييي  اا  يييييي نام ل  ييييييا ام ص ييييييقا ا م  ل  ييييييا ام ص قصييييييما  يييييي املإخق    يييييي ام ق ةةميييييي ا  ميييييي  

 م ييييييما   مييييييارامق ييييييمة اميييييي الميييييياراملإلعيييييي  ام صايييييي   ام صق  مييييييمام  يييييي  نا  يييييي ام ق  يييييي نا

(تاكصيييييي اايييييينامعق  يييييي  اMSE(اف صيييييي امق  ييييييطا صقاعيييييي ام ل يييييي ام ق    يييييي ا OFDMم قيييييي ةة ا 

اميييييي ام ل  ييييييا ام ص ييييييقا ا م  ل  ييييييا ام صق  ييييييصام ليييييي لاا ققيييييي  اام  لميييييي  املإلشيييييي ةم افيييييي اكيييييي   

ا ييييييمةام  لميييييي  املإلشيييييي ةم ا م ص قصييييييما  يييييي املإخق    يييييي ام ق ةةميييييي تام يييييي ات خييييييصا  يييييي تاما ايييييي ا   

ام صب يييييي امضع عيييييي  ا ا    يييييي  ام   ييييييام تا ام حا يييييي ا يييييي  الييييييام    مييييييىة ام يييييي ا رييييييااا ييييييام   

(اRayleigh بييييييييماتيييييييي  ام ق يييييييي لا   ييييييييا ام   ييييييييام ام ص يييييييي   ا ل  ييييييييا اب ييييييييام المم يييييييي ا 

 ق  يييييي نا ةم ام  ميييييي  ا يييييي  قل ا ييييييمةاا    يييييي  اكيييييي اب يييييي   ا(اRician    ييييييا اب ييييييام الم يييييي   ا 

ا  ييييي ابييييي نام يييييم ام ل ييييي افييييي ام   ق ييييي  ا   يييييل  اا(تBERمييييي ام   يييييام تا ايييييناا  ييييي نامضةم ا  ييييي  ل

  ييييي ا  ييييي تامييييي ا تييييي ااب ييييي  ا ةم ام فامشييييي ام ل  ييييي تااييييينامعيييييقلمم اكامشييييي اح ييييي ا   ييييي تا

   ااييييييىة ام يييييي اا   يييييي ا ا يييييي  ا  امق  ييييييصااقيييييي  اام  لميييييي  املإلشيييييي ةم ا رميييييي ة اا ييييييا ام،عييييييق 

(تBERب ص ام م ام ل  ا 
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ABSTRACT 

Multi-label classification is a general type of classification that has attracted many researchers in the last two 

decades due to its applicability to many modern domains, such as scene classification, bioinformatics and text 

classification, among others. This type of classification allows instances to be associated with more than one class 

label at the same time. Class label ranking is a crucial problem in multi-label classification research, because it 

directly impacts the performance of the final classifiers, as labels with high ranks get a higher chance of being 

applied. This paper presents a new multi-label ranking algorithm called Multi-label Ranking based on Positive 

Correlations among labels (MLR-PC). MLR-PC captures positive correlations among labels to reduce the large 

search space and assigns the true rank per class label for multi-label classification problems. More importantly, 

MLR-PC utilizes novel problem transformation methods that facilitate exploiting accurate positive correlations 

among labels. This improves the predictive performance of the classification models derived. Empirical results 

using different multi-label datasets and five evaluation metrics reveal that the MLR-PC is superior to other 

commonly existing classification algorithms. 

KEYWORDS 

Prediction, Machine learning, Multi-label ranking, Multi-label classification, Problem transformation methods, 

Class ranking methods. 

1. INTRODUCTION

Classification is a vital task in supervised learning that has attracted many researchers in the last few 

decades [1]. Classification learns rules for allocating instances to a class from a “training set” that has 

explicit classes. It then classifies new instances according to those rules. The accuracy of classification 

can be assessed by doing this to a “test set” for which the classes are known, but are not used in the 

classification [2].   

In general, according to [3], classification problems are divided into two main categories: single-label 

classification (SLC) and multi-label classification (MLC). The former necessitates one class label per 

training instance, while the latter allows multiple class labels per instance. Thus, class labels in the SLC 

problems are always mutually exclusive [4], whereas class labels in MLC are not. Labels in MLC 

possibly have some kind of correlation [5].  

In MLC problems, the task of Label Ranking (LR) is essential. It reveals the significance and the 

worthiness of each class label in the prediction phase. Hence, allocating each class label to its true rank 

is crucial. A common way to accomplish LR is to rank the available class labels according to their 

frequencies or probabilities [6].  

One main challenge of MLC problems is the large problem search space, especially when there are large 

numbers of class labels and high-dimensional datasets [3]. For example, when the MLC problem 

contains 20 class labels, then the problem search space consists of 220 possibilities, which is 

computationally not cost-effective. Hence, cutting down the search space becomes a requirement.  

A number of promising research attempts have been conducted in the last few years to reduce the large 

search space of MLC problems (i.e., [7]-[9]). These approaches dealt with MLC problems through 

capturing and exploiting the correlations among labels. However, many of these research studies suffer 

from drawbacks, mainly the limited extent of the type of correlations among class labels being captured 
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and adopting inefficient search techniques when capturing the correlations [10]. 

In this paper, a new MLR algorithm is proposed that utilizes novel problem transformation methods and 

reveals the positive pairwise correlations among existing labels. Considering the positive pairwise 

correlations among labels as a transformation criterion will facilitate the capturing and exploiting of the 

most accurate high-order correlations among labels. In addition, to build classification models, the 

proposed algorithm integrates class association rules derived by the predictive association rule mining 

algorithm to determine significant positive correlations among class labels. This process ensures that 

any negative correlations among classes are discarded (more details are given in sub-section 3.1).  

The rest of the paper is organized as follows: Section 2 reviews the literature relevant to MLC, while 

Section 3 presents the proposed algorithm. Section 4 discusses the evaluation of the proposed algorithm 

and finally, Section 5 concludes and recommends future work.  

2. LITERATURE REVIEW

MLC is a challenging problem that has attracted several scholars in the last two decades. At first, it was 

motivated by two domains: text classification [11] and medical diagnosis [12]-[13]. After that, MLC has 

been applied in several other domains, such as: automatic image and video annotation [14]-[16], 

classification of songs according to the emotions they invoke [17], gene functionality detection [18]-

[20], protein functionality detection [21]-[22], drug discovery [23], social network mining [24]-[25], 

direct marketing [26] and Web mining [27].  

Two main approaches have been utilized in dealing with the problem of MLC. The first approach 

attempts to fit a multi-label dataset into a single label classifier by transforming the multi-label dataset 

into one or more single-label datasets [28]. This approach has been known as PTM. The second approach 

adapts a single-label classifier to handle a multi-label dataset and is called the Algorithm Adaptation 

Method (AAM). According to [29], PTMs are preferable over AAMs, because they are easier to 

understand and are not domain-specific. This paper deals with the MLC problem from a PTM 

perspective. 

Several PTMs can be found in the literature such as simple selection transformation methods. Simple 

selection transformation methods transform a multi-label dataset into a single-label dataset based on 

using the frequency of labels as a transformation criterion [30]. Hence, a multi-label instance can be 

transformed to be linked with the Most Frequent Label (MFL) or the Least Frequent Label (LFL). Other 

simple selection transformation methods ignore any multi-label instance or simply choose one of the 

labels that are associated with an instance randomly. This has been stated by several researchers as one 

of the best ways to reduce the large problem search space of the MLC problem [7], [9], [31], [52]. 

Therefore, the proposed algorithm in this research adopts simple PTMs that are based on positive 

pairwise correlations among labels, which is expected to maximize the utilization of the most significant 

positive correlations among labels (See Section3 for further details).  

In [51], the authors questioned the usefulness of using simple transformation methods that are based on 

label frequency. Therefore and in order to maximize the exploitation of the most accurate positive 

dependencies among labels, they proposed three novel simple problem transformation methods based 

on the positive dependencies among labels and not based on the frequency of labels as in the traditional 

transformation methods. The first transformation method has been dubbed HAPCF, short for High 

Accurate Positive Correlation First, where the pairwise positive correlations for the labels are captured 

and then, the labels are ordered in a descendent way according to the accuracy of the high accurate 

positive correlation for each label. The second transformation method is called High Standard Deviation 

First (HSDF), where the Standard Deviation for the accuracy of the pairwise positive correlations for 

each label is calculated and then, the labels are ordered in a descendent way. The third transformation 

method is a hybrid method of the first and the second method and has been called High Accurate Positive 

Correlation and Standard Deviation First (HAPCSDF). 

The proposed transformation methods have been extensively evaluated using seven different multi-label 

datasets and five evaluation metrics, where they showed a superior performance compared with the 

existing transformation methods. The authors concluded that utilizing the correlations among labels as 

a transformation criterion is better than using the frequency of labels as a transformation criterion. 

Furthermore, according to the degree of the captured correlations among labels, MLC algorithms could 
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be categorized into three types. The first type is known as the first-order approach, which ignores any 

correlations among labels. Hence, labels in the first-order approach are considered as mutually 

exclusive. This approach has the advantage of being simple, but suffers from low predictive 

performance, especially with large datasets that have a high number of labels [32]. Examples of the first-

order MLC algorithms are: the Binary Relevance and the Multi-label K Nearest Neighbor (ML-KNN) 

algorithm [33]. 

The second type is called the second-order approach and depends on extensive pairwise comparisons 

among labels while considering features values [3]. This approach suffers from a limited ability to 

capture correlations among labels as well as the substantial number of the pairwise comparisons that are 

needed. Thus, the second approach is unsuitable for datasets with a high number of labels [3]. Examples 

of the second-order approach algorithms are: the Ranking by Pairwise Comparisons (RPC) algorithm 

[34] and the Calibrated Label Ranking (CLR) algorithm [35]. 

The third type of MLC algorithm according to the degree of correlations being captured is the high-

order approach. This approach captures high-order correlations among labels in the whole dataset or 

among a subset of the dataset [32]. Usually, this approach suffers from a high-complexity issue due to 

utilizing complex techniques to capture the correlations among labels. Nevertheless, the high-order 

approach tends to be better than the previously discussed two approaches, especially for datasets with 

high cardinality [3]. Examples of high-order approach algorithms are: Label Powerset (LP) [36], Pruned 

Set (PS) and Ensemble of Pruned Set (EPS) [37], RAKEL [38], Classifier Chains (CC) and Ensemble 

of Classifier Chains (ECC) [29] and MLC-ACL [30].  

Several algorithms that belong to different learning strategies have been proposed to solve the problem 

of MLC. In [36], an algorithm called HOMER was presented. HOMER is short for Hierarchy of Multi-

label classifiERs. HOMER aims to handle large datasets by using a tree structure. It is a divide-and-

conquer-based algorithm that constructs a tree recursively in a top-down, depth-first fashion, starting 

from the root. The HOMER algorithm has been evaluated using two large datasets (delicious and 

mediamill) and compared with the BR method. HOMER outperforms BR in prediction accuracy, 

running time and scalability to large datasets. However, HOMER needs to be evaluated against different 

algorithms and methods and not only the BR method. The complexity of HOMER could be reasonable 

when applied to large datasets, but HOMER will be inefficient when applied to small or moderate 

datasets. HOMER is more suitable to large datasets with a large number of labels.   

Zhang and Wu (2015) [39] questioned the usefulness of using the same traditional feature selection 

methods with MLC and, based on their reflections, they proposed an algorithm that focused on 

extracting label specific features. The algorithm has been named as Multi-label Learning with Label-

specific Features (LIFT). LIFT starts by applying clustering techniques on each label to determine its 

positive and negative instances. Then, features that are specific to each label in the label set are 

constructed by using the positive instances that were found in the first step. Finally, (k) classifiers are 

used in the training step. Each classifier is trained using the specific features that were generated 

previously and for every label in the label set.  

LIFT was evaluated using eight datasets from different domains and compared to several state-of-the-

art algorithms. The evaluation process concluded that the effectiveness of using new feature-selection 

techniques was more suitable to the nature of the MLC problem. LIFT has the advantage of being a 

general approach that could be used with any multi-label algorithm as a preprocessing step that may 

enhance the effectiveness and the efficiency of the algorithm. On the other hand, LIFT ignores any 

correlations among labels in the process of selecting the features.  

Back Propagation for Multilabel Learning (BP-MLL) algorithm [26] is an adaptation of the traditional 

multi-layer, feed-forward neural network to multi-label data. The net was trained with a gradient 

descendent and error back propagation with an error function closely related to the ranking loss that took 

into account the multi-label data. Experimental results showed a competitive performance in genomics 

and text categorization domains, with a computational cost derived according to neural network 

methods. Rokach, Schclar and Itach (2014) [40] questioned the usefulness of selecting the subsets 

randomly in RAKEL. Their view was based on the idea that dividing the original label sets into smaller 

subsets should be considered wisely and not randomly. These subsets should reserve the inter-label 

correlations and other constraints. The chosen (k) subsets should cover all labels and be the minimum 

possible. The authors proposed using approximation algorithms to determine the size and contents of 
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the subsets. They proved the efficiency of their algorithms by using different evaluation metrics and 

different datasets. The only limitations of their work were high complexity and running time [41]. 

LR methods handle the problem of Multi-label Learning (MLL) by transforming it into a problem of 

ranking, where pairwise comparisons are performed among all labels and based on these comparisons, 

a final ranking is obtained. Two main popular methods that could be found in the literature of MLL that 

are based on pairwise comparisons. The first method is called Ranking by Pairwise Comparisons (RPC) 

[34]. RPC is similar to BR in dividing a dataset with (k) labels into (k (k-1)/2) binary datasets; a binary 

dataset for each pair of labels (L1, L2), where the instances of the dataset are those instances that are 

associated with L1 or L2, but not both labels. To classify a new instance, all the binary models are 

invoked and a ranking is obtained by counting the votes for each label. RPC suffers from several 

limitations, such as high quadratic complexity that makes it a very bad choice when dealing with a large 

number of labels. The last limitation of RPC is that it does not have a split point between relevant and 

irrelevant labels [3]. 

CLR method is another pairwise method that enhanced RPC by introducing a calibration label. This 

virtual label (L0) works as a split point between relevant labels and irrelevant labels [35]. As in RPC, 

the CLR method suffers from space complexity and computational complexity as well [3]. 

3. THE PROPOSED ALGORITHM: MULTI-LABEL RANKING ALGORITHM BASED

ON POSITIVE HIGH-ORDER CORRELATIONS AMONG LABELS (MLR-PC)

The MLR-PC algorithm comprises three main phases: the transformation phase, the multi-label 

classifier construction phase and the prediction phase. In the first phase, MLR-PC transforms a multi-

label dataset into a single-label dataset using a transformation method based on the positive pairwise 

correlations among labels and applies a rule-based classifier on the transformed dataset to construct a 

single-label classifier. The PART algorithm [42] has been chosen in this paper as a base classifier. In 

the second phase, a multi-label classifier is constructed based on the discovered high-order positive 

correlations among labels that respect the transformation order of the labels. The last phase involves 

assigning the predicted ranked labels to a test instance. The main steps of the MLR-PC algorithm are 

shown in Algorithm 1 and more details are given in the following subsections. 

3.1 Transformation Phase 

The transformation phase fits the multi-label dataset into the single-label classifier and often this step 

depends on the frequency of labels as a transformation criterion. For the proposed algorithm, the 

transformation phase relies on a new criterion that is based on the positive pairwise correlations among 

labels. Hence, the label space of the input multi-label dataset is first extracted and then class association 

rules are derived using the Predictive Apriori algorithm [43]. These rules are utilized to capture the 

positive pairwise correlations among labels by keeping only positive rules in the form of “IF C1=1 

THEN C2=1”for further analysis regardless of the accuracy measure of the rules. In the proposed 

algorithm, the multi-label dataset is transformed into a single-label dataset based on one of the following 

transformation methods: (HAPCF, HSDF, HAPCSDF, MFL and LFL). For more clarification and 

information regarding the previous three PTMs, the reader is advised to read reference [51]. The 

Input: D - Multi-label dataset, minacc – minimum accuracy threshold 

Output: mlC - multi-label Classifier 

Building Model (D, minacc, TD) 

{ 

1 Algorithm2 (D) 

2 For each x X in TD              // X = The set of all labels 

3   { 

4    Generate all Positive Association Rules (PARs) in a form <<x       y>>, where y has a lower transformation order 

than x, using Predictive Apriori algorithm.  / /with respect to minacc 

5    Repeat the previous step having (x and y) in the Antecedent and z in the Consequent, where z -{x,y} 

6    PARs   Algorithm3 (PAR) 

7    PARs   Merge (PAR), where the Antecedent is x and the consequent belongs to (-x) 

8    For each rule in S and have x in its consequent, Replace (x, PARs) 

9   } 

10 Return (mlC) 

Algorithm 1.  MLR-PC algorithm. 
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following step (Step 9) aims to formulate the transformed Single-label Dataset (SLD) using one of the 

previous PTMs. After that, PART algorithm is trained on the formulated SLD to construct the single-

label classifier (S). 

The transformation phase has been performed based on the positive pairwise correlations among labels 

and not based on the frequency of labels. Algorithm 2 shows the transformation algorithm that has been 

adopted in the MLR-PC algorithm. 

After transforming the input multi-label dataset into a single-label dataset, classifiers, such as PART, 

JRip, BayesNet and RIPPER, among others, could be used as a base classifier for the transformed dataset 

(SLD). In this paper, the PART algorithm has been selected as a base classifier after a thorough 

evaluation of different algorithms. Table 1 shows the main characteristics of the multi-label datasets 

considered in this paper. 
Table 1. Dataset characteristics. 

Dataset Instances Attributes Labels LCard Domain 

Yeast 2417 103 14 4.327 Biology 

Scene 2712 294 6 1.074 Image 

Emotions 593 72 6 1.868 Media 

Flags 194 19 7 3.392 Image 

Genbase 662 1186 27 1.252 Biology 

TMC2007 28596 500 22 2.16 Text 

Ohsumed 13929 1002 23 1.66 Text 

To determine the best base classifier to use in MLR-PC algorithm, five different classifiers have been 

evaluated on the datasets shown in Table 1. These classifiers are: BayesNet [44], JRip [45], Simple 

Logistic [46], Decision Table [47] and PART [42]. Table 2 shows the evaluation of several rule-based 

single-label classifiers, on four different multi-label datasets, based on the Accuracy metric. 

Two main points could be inferred from Table 2. The first point is that the transformation method being 

used has a significant influence on the accuracy rates of the base classifier. In general, the MFL method 

shows a better accuracy on three datasets (Emotions, Flags and Yeast), while LFL shows a better 

accuracy on the Scene dataset, which has a low cardinality that is nearly 1. The second point is that the 

PART algorithm achieved the best performance in terms of accuracy on all datasets regardless of the 

transformation method being used. Therefore, the PART algorithm has been used as a base classifier for 

the proposed MLR-PC algorithm. 

3.2 Multi-label Classifier Construction Phase 

Step 2 to Step 8 of the MLR-PC algorithm (Algorithm 1) produce multi-label rules by integrating the 

single-label rules (s) discovered by the PART algorithm into multi-label rules. This goal is achieved by 

capturing the high-order positive correlations among labels based on the positive pairwise correlations 

discovered earlier by Algorithm 2. For example, a positive pairwise correlation exists between labels 

Input:    D - Multi-label dataset, minacc – minimum accuracy threshold 

Output: S - Single label classifier 

Transformation Phase (D) 

{ 

1 TD Extract Label Space (D) // TD refers to the label space, where it is represented as a transactional dataset 

2 For each item (x) in TD 

3 { 

4   PARs set    Predictive Apriori (TD)      // regardless the predictive accuracy of PARs 

5   HAPCF  Predictive Accuracy of the highest PAR 

6   HSDF  Compute the Standard Deviation among the Predictive Accuracy of the captured PARs 

7   HAPCSDF  HAPCF + HSDF 

8 } 

9 SLD  Transform (D, {HAPCF, HSDF, HAPCSDF})  //SLD: the transformed Single Label Dataset 

10   S  PART (SLD)  / with respect to minacc  // S= single label classifier 

11   Return (S, TD) 

Algorithm 2.  Transformation algorithm. 
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C1, C2 and C3, then MLR-PC attempts to discover a rule like "IF C1 and C2 THEN C3" or a rule like 

"IF C1 THEN C2 and C3", where C2 and C3 must have a transformation order less than the 

transformation order of C1. To make the building multi-label rules phase clear, suppose that the 

following rules have been discovered with label X in the antecedent: 

Table 2. The predictive accuracy of several classifiers on the transformed versions of some multi-label 

datasets. 

Base Classifier 
Emotions Flags Yeast Scene 

MFL LFL MFL LFL MFL LFL MFL LFL 

BayesNet 72.770 63.860 75.380 41.530 71.900 30.100 77.170 82.600 

JRip 82.670 72.280 81.540 46.150 80.940 45.480 78.850 78.930 

Simple Logistic 73.760 73.760 81.530 52.300 71.900 73.240 80.850 86.780 

Decision Table 69.800 57.430 75.380 41.540 71.910 30.770 58.860 63.380 

PART 96.530 96.040 89.230 84.620 95.650 92.310 98.410 98.830 

IF X THEN Y         Accuracy (0.887) 

IF X THEN Y and Z             Accuracy (0.659) 

IF X THEN Y and W           Accuracy (0.742) 

The above three rules are ordered and merged into a single rule using Algorithm 3 as follows: IF X 

THEN Y, W, Z. Algorithm 3 shows the sorting procedure for the captured positive association rules. 

After that and for all single-label rules learned by PART algorithm, every rule that has label X as a 

consequent will be modified by the MLR-PC algorithm. Thus, the new consequent is Y, W, Z. The 

process of converting all single-label rules learned by PART continues with all other rules in the same 

way. 

3.3 Prediction Phase 

As a test instance is about to be classified, the prediction procedure of MLR-PC works as follows. The 

procedure starts with searching all over the final multi-label rules in the rule set  (mlC), to find the best 

rule that matches the instance test (the rule's body matches some attribute values of the test instance). 

As the best rule that matches the instance is determined, the set of the labels of that rule is associated 

with the test instance in the same order as they appear in the consequent of the fired rule. This method 

utilizes only one rule to associate the predicted class label to a test instance. 

4. EMPIRICAL ANALYSIS OF MLR-PC ALGORITHM

The MLR-PC algorithm has been implemented using Java and integrated into the Waikato Environment 

for Knowledge Analysis (WEKA) software system [48], which is an open source Java software. All 

experiments were carried out on a Pentium IV, Core i3, 2.10 GHz computer. The training datasets and 

the testing datasets were chosen according to dataset author recommendation, where nearly two thirds 

of the datasets have been used as training sets and one third of them been used as testing sets. All datasets 

are available in Mulan, a multi-label dataset repository [49].The following two sub-sections show the 

evaluation of the proposed algorithm. Sub-sections 4.1 and 4.2 discuss the evaluation of the MLR-PC 

algorithm on regular-sized and large-sized datasets, respectively. 

Input: Set of positive association rules 

Output: Sorted positive association rules 

For any two given rules, r1 and r2, r1 precedes r2 if: 

1. The Predictive Accuracy of r1 is higher than that of r2.

2. Both rules have the same Accuracy value, but the cardinality of r1 is higher than that of r2.

3. Chose randomly, when the two previous conditions are the same for r1 and r2.

Algorithm 3. Ordering the positive association rules algorithm. 
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4.1 Evaluation of the Proposed MLR-PC Algorithm on Regular-Sized Datasets 

Table 3 to Table 6 show a comparison between the proposed MLR-PC algorithm and other MLL 

algorithms. The compared algorithms have been chosen to represent the three main MLL approaches. 

The first-order approach was represented by two algorithms: BR and ML-KNN. The second-order 

approach was represented by two algorithms: BP-MLL and CLR. Finally, the high-order approach was 

represented by seven algorithms: LP, RAKEL, CC, PS, ECC, EPS and ML-LOC. 

Also, the chosen algorithms belong to both PTMs (BR, CLR, LP, RAKEL, CC, PS, ECC and EPS) and 

AAMs (ML-KNN and BP-MLL). Five multi-label evaluation metrics have been used to evaluate the 

proposed MLR-PC algorithm: Accuracy, Hamming Loss, Exact Match, One-error and Coverage [50], 

[53].  

Accuracy measures the percentage of those labels that were correctly predicted, with respect to the total 

number of labels and averaged over all instances. Accuracy is computed using the following equation: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦    =
1

𝑡
∑

|𝑍𝑖⋂𝑌𝑖|

|𝑍𝑖⋃𝑌𝑖|
𝑡
𝑖=1 (1) 

Hamming Loss is a multi-label classification metric that measures how many times on average an 

instance-label is misclassified. This metric considers both error predictions (when the wrong label is 

predicted) and omission errors (when the correct label is not predicted). For this metric, the lower the 

value, the better the accuracy and the performance of the classifier [51]. Hamming Loss is computed 

using the following equation, where (∆) denotes the symmetric difference between the grounded truth 

label set and the predicted set. 

 𝐻𝑎𝑚𝑚𝑖𝑛𝑔 𝑙𝑜𝑠𝑠 =
1

𝑡
∑

1

𝑞

𝑡

𝑖=1

|𝑍𝑖 △ 𝑌𝑖|  (2) 

Exact Match is a restrict metric that does not distinguish between partially correct and completely 

incorrect prediction. This metric calculates the average of instances whose predicted labels are exactly 

the same as their grounded truth labels. Exact Match is computed using the following equation and must 

be maximized: 

𝐸𝑥𝑎𝑐𝑡 𝑀𝑎𝑡𝑐ℎ =
1

𝑡
∑[ 𝑍𝑖 = 𝑌𝑖

𝑡

𝑖=1

]  (3) 

One-error metric calculates how many times the top–ranked label was not in the set of predicted labels. 

For this metric, it is clear that it is not suitable for MLL problem; since it considers only the top–ranked 

label and neglects all other labels. One-error metric must be minimized and is calculated using the 

following equation: 

𝑂𝑛𝑒 − 𝑒𝑟𝑟𝑜𝑟 =
1

𝑡
∑[ 𝑎𝑟𝑔 𝑚𝑖𝑛 𝜏𝑖(𝜆) ∉  𝑌𝑖 , 𝜆 ∈ ℒ]

𝑡

𝑖=1

  (4) 

Coverage measures the average depth in the ranking, in order to cover all the labels associated with an 

instance. The lower the value of the Coverage metric, the better the accuracy and the performance. This 

metric is more suitable than the One-error metric for MLL problem; since it considers all labels 

associated with the instance and not only the top–ranked label. The following equation is used to 

calculate the Coverage metric: 

 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 =
1

𝑡
∑ 𝑚𝑎𝑥 𝜏𝑖(𝜆) − 1

𝑡

𝑖=1

, 𝜆 ∈ 𝑌𝑖                                                (5)

It is worth mentioning that (Yi) represents the grounded truth label set, while (Zi) represents the predicted 

label set. Also, (t) and (q) represent the total number of instances and the total number of labels in the 

dataset, respectively. 

Four regular-size multi-label datasets have been considered in the evaluation of the proposed MLR-PC 

algorithm. Table 3 shows the evaluation of the proposed MLR-PC algorithm, using five PTMs (HAPCF, 

HSDF, HAPCSDF, MFL and LFL), based on the Accuracy metric. Table 3 shows clearly that the MLR-

PC algorithm has the best accuracy among all other considered algorithms. 
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Table 3. Accuracy rates of the different MLL algorithms on regular-sized datasets. 

Algorithm Yeast Scene Emotions Flags 

M
L

R
-P

C
 +

 P
T

M
 

MLR-PC-HAPCF 0.532 0.908 0.738 0.671 

MLR-PC-HSDF 0.583 0.908 0.738 0.617 

MLR-PC-

HAPCSDF
0.538 0.908 0.738 0.620 

MLR-PC-LFL 0.514 0.881 0.718 0.562 

MLR-PC-MFL 0.280 0.885 0.559 0.483 

1
st

 

o
rd

er
 BR 0.520 0.643 0.551 0.576 

ML-KNN 0.520 0.691 0.366 0.555 

2
n
d

O
rd

er
 BP-MLL 0.185 0.212 0.276 NG 

CLR 0.514 0.695 0.557 NG 

H
ig

h
 O

rd
er

 

LP 0.530 0.735 0.584 NG 
RAKEL 0.493 0.694 0.592 NG 
CC 0.521 0.736 0.584 NG 
PS 0.533 0.751 0.599 NG 
ECC 0.299 0.270 0.282 NG 
EPS 0.537 0.751 0.599 NG 
ML-LOC 0.510 NG 0.497 0.568 

Table 4. Hamming Loss rates of the different considered MLL algorithms on regular-sized datasets. 

Algorithm Yeast Scene Emotions Flags 

M
L

R
-P

C
 +

 P
T

M
 

MLR-PC-HAPCF 0.144 0.001 0.116 0.174 

MLR-PC-HSDF 0.127 0.001 0.116 0.187 

MLR-PC-HAPCSDF 0.143 0.001 0.116 0.187 

MLR-PC-LFL 0.158 0.001 0.119 0.213 

MLR-PC-MFL 0.219 0.001 0.149 0.266 

1
st

  o
rd

er
 

BR 0.193 0.009 0.188 0.274 

ML-KNN 0.193 0.008 0.262 0.284 

2
n

d
 o

rd
er

 

BP-MLL 0.322 0.057 0.433 NG 

CLR 0.226 0.101 0.214 NG 

H
ig

h
 O

rd
er

 

LP 0.206 0.090 0.198 NG 

RAKEL 0.207 0.095 0.186 NG 

CC 0.211 0.100 0.197 NG 

PS 0.205 0.084 0.192 NG 

ECC 0.619 0.470 0.630 NG 

EPS 0.207 0.085 0.193 NG 

ML-LOC 0.193 NG 0.210 0.262 

For the Scene dataset, no positive correlations among labels were discovered. Nevertheless, the accuracy 

of the MLR-PC algorithm on this dataset is still the highest. The reason for that is the high accuracy of 

the base classifier being used (PART). Also, for the Emotions dataset, same transformation orders have 

been discovered, when using any of the correlation-based PTMs. Hence, MLR-PC has the same 

accuracy using any of the correlation-based PTMs. Finally, Table 3 demonstrates that the correlation-

based PTMs have greatly affected the accuracy of the proposed MLR-PC algorithm.It is worth 

mentioning that “NG” refers to a “Not Given” value, either because the metric is not applicable to the 

algorithm or it has not been provided in the original article.  Also, all algorithms and methods have been 

considered with their default settings as stated in their original articles. 
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Table 4 shows the evaluation results of the proposed MLR-PC algorithm, with respect to the PTMs 

being used, using the Hamming Loss metric. The table shows clearly that the MLR-PC algorithm has 

the lowest Hamming Loss of all the algorithms. Also, the performance of the proposed MLR-PC 

algorithm when utilizing the correlation-based PTMs (HAPCF, HSDF and HAPCSDF) is much better 

than when utilizing the conventional frequency-based PTMs (MFL and LFL) on most multi-label 

datasets. 

Figure 1 shows the Exact Match results of the proposed MLR-PC algorithm, with respect to the PTMs 

being used, compared with other algorithms. Figure1 shows that the proposed MLR-PC algorithm has 

the best Exact Match on the Emotions, Scene and Flags datasets, while PS has the best Exact Match on 

the Yeast dataset. In general, the proposed MLR-PC algorithm shows an excellent predictive 

performance, with respect to the Exact Match metric on most regular-sized datasets considered in this 

paper. 

Figure 1. Evaluation of the proposed MLR-PC algorithm using the Exact Match metric on regular-

sized datasets. 

Table 5. One-error rates of the different considered MLL algorithms on regular-sized datasets. 

Algorithm Yeast Scene Emotions Flags 

M
L

R
-P

C
 +

 P
T

M
 

MLR-PC-HAPCF 0.053 0.055 0.039 0.076 

MLR-PC-HSDF 0.076 0.055 0.039 0.107 

MLR-PC-HAPCSDF 0.063 0.055 0.039 0.107 

MLR-PC-LFL 0.076 0.061 0.039 0.153 

MLR-PC-MFL 0.043 0.059 0.034 0.107 

1
st

  o
rd

er
 

BR 0.227 0.262 0.256 NG 

ML-KNN 0.228 0.219 0.263 NG 

2
n

d
 o

rd
er

 

BP-MLL 0.235 0.821 0.318 NG 

CLR 0.241 0.323 0.291 NG 

H
ig

h
 O

rd
er

 

LP 0.267 0.246 0.310 NG 

RAKEL 0.255 0.237 0.260 NG 

CC 0.256 0.268 0.283 NG 

PS 0.321 0.287 0.427 NG 

ECC 0.685 0.775 0.802 NG 

EPS 0.265 0.225 0.300 NG 

ML-LOC NG NG NG NG 

BR+ NG NG NG NG 

Table 5 shows the evaluation results of the proposed MLR-PC algorithm, with respect to the PTMs 

being used, using the One-error metric. Table 5 shows clearly that MLR-PC algorithm has the best 

results among all other MLL algorithms, considering the One-error metric. The main reason for 
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that is using PART algorithm as a base classifier. PART algorithm shows a superior 

performance on multi-label datasets that usually have special characteristics, such as high 

dimensionality, high number of instances and most attributes being continuous. 

Table 6 shows the evaluation of the proposed MLR-PC algorithm considering the Coverage metric with 

respect to the PTMs being used. It is obvious from Table 6 that MLR-PC algorithm has the best 

Coverage among all MLL algorithms considered in this research on the four regular-sized 

datasets. 

Table 6. Coverage rates of the different considered MLL algorithms on regular-sized datasets. 

Algorithm Yeast Scene Emotions Flags 

M
L

R
-P

C
 +

 P
T

M
 

MLR-PC-HAPCF 5.172 0.133 1.193 2.892 

MLR-PC-HSDF 4.597 0.133 1.193 2.938 

MLR-PC-HAPCSDF 5.107 0.133 1.193 2.830 

MLR-PC-LFL 4.298 0.158 1.352 3.000 

MLR-PC-MFL 5.650 0.162 1.524 3.738 

1
st

  o
rd

er
 

BR 6.350 1.232 2.400 NG 

ML-KNN 6.300 0.456 2.320 NG 

2
n

d
 o

rd
er

 

BP-MLL 8.005 0.744 3.150 NG 

CLR NG NG NG NG 

H
ig

h
 O

rd
er

 

LP 8.065 0.733 2.235 NG 

RAKEL 9.155 0.593 1.986 NG 

CC 7.249 0.619 1.756 NG 

PS 8.313 0.845 2.331 NG 

ECC 10.731 2.662 3.817 NG 

EPS 8.303 0.689 2.138 NG 

4.2 Evaluation of the Proposed MLR-PC Algorithm on Large-Sized Datasets 

Table 7 shows the evaluation results of the proposed MLR-PC algorithm, using five PTMs (HAPCF, 

HSDF, HAPCSDF, MFL and LFL), based on the Accuracy metric, with respect to several other 

algorithms. Table 7 clearly shows that the proposed MLR-PC algorithm has a superior performance on 

the three large-sized datasets. Also, the proposed MLR-PC algorithm has the best accuracy values when 

considering the correlation-based PTMs, especially on the Genbase dataset. 

Table 8 shows the evaluation results of the proposed MLR-PC algorithm on large-sized datasets, 

considering the Hamming Loss metric, with respect to several MLL algorithms. From Table 8, the 

conclusion can be made that the proposed MLR-PC algorithm has the best Hamming Loss metric on the 

three large-sized datasets, especially when using the correlations-based PTMs. 

Table 7. Evaluation of the proposed MLR-PC algorithm using Accuracy metric on large-sized 

datasets. 

Algorithm Genbase TMC2007 Ohsumed 

M
L

R
-P

C
 +

 P
T

M
 

MLR-PC-HAPCF 0.985 0.654 0.741 

MLR-PC-HSDF 0.988 0.654 0.741 

MLR-PC-HAPCSDF 0.987 0.654 0.741 

MLR-PC-LFL 0.981 0.654 0.741 

MLR-PC-MFL 0.929 0.635 0.741 
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1
st

  o
rd

er
 

BR 0.962 0.541 0.361 

ML-KNN 0.948 0.531 0.355 
2

n
d
 

o
rd

er
 

BP-MLL 0.632 0.652 0.403 

CLR 0.561 0.506 0.374 

H
ig

h
 

O
rd

er
 RAKEL 0.982 0.549 0.383 

LIFT NG NG NG 
ECC 0.978 0.517 0.426 
EPS 0.945 0.549 0.424 

Table 8. Evaluation of the proposed MLR-PC algorithm using the Hamming Loss metric on large-

sized datasets. 

Algorithm Genbase TMC2007 Ohsumed 

M
L

R
-P

C
 +

 P
T

M
 

MLR-PC-HAPCF 0.001 0.039 0.002 

MLR-PC-HSDF 0.001 0.039 0.002 

MLR-PC-HAPCSDF 0.001 0.039 0.002 

MLR-PC-LFL 0.002 0.039 0.002 

MLR-PC-MFL 0.008 0.043 0.002 

1
st

  

o
rd

er
 

BR 0.001 0.071 0.007 

ML-KNN 0.005 0.073 0.007 

2
n

d
 

o
rd

er
 

BP-MLL 0.004 0.098 0.008 

CLR 0.004 0.068 0.008 

H
ig

h
 O

rd
er

 RAKEL 0.003 0.068 0.043 

LIFT 0.003 NG 0.056 

ECC 0.002 0.068 0.067 

EPS 0.007 0.069 0.074 

Figure 2.Evaluation of the proposed MLR-PC algorithm using the Exact Match metric on large-sized 

datasets. 

Figure 2 shows the evaluation results of the proposed MLR-PC algorithm using the Exact Match metric, 

with respect to other MLL algorithms. Figure 2 clearly shows that the proposed MLR-PC has a superior 

performance on TMC2007 and Ohsumed datasets, while it has an acceptable result on the Genbase 

dataset, with respect to other MLL algorithms. 

4.3 Discussion 

The predictive performance of the PTMs varies according to dataset characteristics. Two types of multi-

label datasets could be distinguished. The first type is the datasets with strong positive correlations 
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among labels, such as the Yeast, Emotions, Flags and TMC2007 datasets. For this type, the correlation-

based PTMs show a superior performance, using most of the evaluation metrics. The second type is the 

datasets with weak positive correlations among labels due to low cardinality (Scene and Genbase) or 

because the dataset does not have significant positive high-order correlations among labels, like 

Ohsumed dataset. For this type, the correlation-based PTMs show either a quite limited improvement or 

no improvement at all when compared against the frequency-based PTMs. 

Among the correlation-based PTMs, the HSDF shows the best predictive performance and HAPCF and 

HAPCSDF nearly show an equal predictive performance. Among the frequency-based PTMs, the LFL 

transformation method shows a better predictive performance than the MFL transformation method. 

In general, as the total number of the captured positive correlations among labels increases, the 

predictive performance of the MLR-PC becomes better. The only exception for this finding is the LFL, 

in which the total number of the captured positive correlations is the highest when using the LFL as a 

transformation method. Nevertheless, the predictive performance of the MLR-PC algorithm is not 

affected greatly by this large number of positive correlations due to the limited exploitation of these 

positive correlations because of the small frequency of the labels that exploited these positive 

correlations. Table 9 shows the total number of the captured positive correlations among labels with 

respect to the PTM being used. 

Table 9. Total number of the captured positive correlations among labels with respect to the PTM 

being used. 

Dataset HAPCF HSDF HAPCSDF MFL LFL 

Yeast 10 16 11 1 19 

Emotions 4 4 4 1 4 

Flags 8 7 8 3 9 

Genbase 14 16 15 2 18 

TMC2007 3 3 3 0 3 

5. CONCLUSIONS AND FUTURE WORK

In this paper, a new MLR algorithm called MLR-PC that captures positive correlations among class 

labels has been proposed. The captured positive correlations are exploited in the transformation step as 

well as in constructing a multi-label classifier. MLR-PC is a flexible algorithm, since any classifier could 

be used as a base classifier. Empirical analysis using different multi-label datasets, such as Yeast, Scene, 

Emotions and Flags, show that the MLR-PC algorithm is superior to other existing multi-label 

algorithms on several datasets, especially on those datasets with high cardinality. 

High cardinality of a dataset is a strong evidence on the existence of significant correlations among 

labels and hence, MLR-PC algorithm showed a better performance with these datasets when utilizing 

correlation-based PTMs. Therefore, it is highly recommended to adopt a transformation criterion that 

considers the correlations among labels, especially with high-cardinality datasets, such as Yeast, Flags 

and TMC2007 datasets. 

As for future work, more research that considers new PTMs based on the positive correlations among 

labels should be conducted. Also, capturing local and positive correlations among labels is a promising 

approach, especially in datasets with low cardinality, like the Genbase and Scene datasets. 
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ث:ملخص البح  

ةدًدددددد ا تدددددد   د م ددددددعا يعدددددديف الأددددددلمت ددة ددددددعا دً معدددددديال صنيددددددع  يع ددددددع   دددددد   صددددددند  دًملأددددددلمت 

دًعييددددددي  دددددد  دًعددددددعمام  نددددددً دًعبدددددديي  دً عيددددددمم ن ص دددددد د  ًبع  ممدددددد  ً م عمدددددد  نددددددً دً امدددددد   دددددد  

دً جددددددعدي دً ييادددددد ا  اددددددت الأددددددلمت دً اددددددع ين ةا لنًنتمددددددع دً ع ن ددددددعي دً منيدددددد ن ةالأددددددلمت 

ةيسدددد ا  دددد د دًلددددن   دددد  دًملأددددلمت  دددد   ا ددددن  دد ا دددد  دًللأددددننن  دددد   ددددم   جددددعدي    دددد    

ددددددف ةدمددددددي   دددددد   ة ددددددعا دد ددددددلع  نددددددً     ةدمددددددي    ف ا امدددددد   ة ددددددعا    اع دددددد   دددددد  ا   دددددد  ةم ا

دد دددددلع  سددددد ً  مع ددددد   ندددددً دًع دددددل دً مع ددددد   ملأدددددلمت ددة دددددعا دً معددددديالا ص ددددد د  ً دددددع ًددددد 

دًمدددددً ا مدددددت دً  داددددد    ددددد  اددددد فم   عع ددددد  ندددددً  ادة دً لأدددددلف اعي دًل ع مددددد ن د  دددددم ع   ف ددة دددددعا

ابددددديا  ددددد و دًنيةددددد   نديي مددددد  تييددددديل ًم امددددد   دًع مدددددع ا لأدددددت ي دددددت ن  ددددد    ي دددددت ً م عمددددد  

ددة دددددعا دً معددددديالن اسددددد ت لا امددددد  ددة دددددعا دً معددددديال  لدددددعة  ي دددددت ددياعع دددددعي دً نتعددددد   دددددم  

(ل  ةا دددددددددمبم دًانديي مددددددددد  دً بم مددددددددد  ددياعع دددددددددعي دً نتعددددددددد   دددددددددم  MLR-PCدد دددددددددلع   

ت  ددددد  دً مفدددددب دًوددددداف ً ع دددددل ةا ددددديا دً  اعددددد  دً بمبمددددد  ً دددددت ة دددددف   ددددد   ة دددددعا ددة دددددعا ً مب مددددد

 دد لع  نً دً سع ت دً مع ب   ملألمت ددة عا دً معيال 

ةدد دددددددف  ددددددد  زًدددددددت   ف دًانديي مددددددد  دً بم مددددددد  اسدددددددمايا   ةدددددددع   عم ددددددد ل ًم نيدددددددت دً سدددددددع تن 

ة ددددد د  ددددد   ددددد ص  دً نتعددددد  دًيةمبددددد   دددددم  ددة دددددعا  دد ددددد  دًددددد ا يسددددد ت د دددددم    ددياعع دددددعي 

   ي سدددددددد  ددادة دًملعددددددددفا ًل ددددددددعزش دًملأددددددددلمت دً اددددددددمب   ةنددددددددي  اددددددددا  دًلمددددددددع   دًمج يعمدددددددد  

 ع ددددددمايدا  ج نيدددددد   معصددددددعي  معدددددديال ددة ددددددعا ة  سدددددد   دددددد   بددددددعيم  دًمبمددددددمف    دًانديي مدددددد  

( اماددددددددنخ ي ددددددددت دًانديي مددددددددعي دد دددددددد    ددددددددع ع  دد ددددددددمايدا نددددددددً MLR-PCدً بم مدددددددد   

ي  معي دًملألمت 
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ABSTRACT 

Holy Quran recitation recognition refers to the process of identifying the type of recitation, among those 

authorized styles of recitation (“Qira’ah” in Arabic). Several previous studies investigated the recitation rules 

(“Ahkam Al-Tajweed” in Arabic) that are applied by readers or reciters while reading the Holy Quran aloud, but 

no study has examined the problem of tracking the type of recitation used in the reading. Through this research, 

we can assist Holy Quran students to easily learn the perfect and accurate recitation by successfully applying 

Ahkam Al-Tajweed and help them distinguish between different recitations or "Qira’ah". In this paper, a 

recognition model is conducted to recognize the “Qira’ah” from the corresponding Holy Quran acoustic wave. 

This model was built upon three phases; the first phase is the Mel-Frequency Cepstrum Coefficients (MFCC) 

feature extraction of the acoustic signal and labeling it, the second phase is training Support Vector Machine 

(SVM) learning model the labeled features and finally, recognizing “Qira’ah” based on this trained model. To 

attain this, we have built our corpus, which has 10 categories, each of which is labeled as one type of Holy Quran 

recitation or “Qira’ah”. Different machine learning algorithms were applied and compared. Experimental results 

proved the superiority of our proposed SVM-based recognition model for “Qira’ah” over other machine learning 

algorithms with a success rate of 96%. 

KEYWORDS 

Arabic language, Quran recitation, Artificial Neural Network, Support Vector Machine (SVM). 

1. INTRODUCTION

The key principle of communication is mainly to exchange ideas among peers and friends. People 

generally communicate and understand each other through speech. However, this might prove difficult 

for some people due to the wide variety of languages spoken globally. Nowadays, many computer 

applications in the area of computational linguistics have been designed to take into consideration the 

problem of recognizing and translating spoken language [1]. The productivity of such software 

applications statistically enhances and enriches the many disciplines that exist within the natural 

language processing field. In the last decade, computer scientists have paid special attention to 

developing efficient algorithms to recognize spoken words in the Speech Recognition (SR) domain. 

Progress in this domain has been significant and it is now widely known as Automatic Speech 

Recognition (ASR) technology [2]-[3].  

ASR has been developed to recognize voices, which can improve communication among humans. These 

applications of ASR can compensate for the difficulties which are caused by the existence of such a 

wide range of languages in the world [4]. Therefore, several techniques have been introduced in the area 

of ASR [5]-[6]. The Support Vector Machine (SVM) is a powerful technique that has been widely used 

for speech recognition [7]-[8]. An ASR-based system recognizes spoken words by detecting and 

analyzing the input voice in a waveform, as illustrated in Figure 1 which shows the framework of ASR. 

In this research, we employed a speech recognition model for recognizing “Qira’ah” within the readings 

from the Holy Quran. We focused on adapting and deploying the SVM algorithm with a new data corpus 

and special attributes as well as new rules. The proposed model initially converts the reader’s sound 

waves (i.e., the proposed data corpus) into MFCC features and then a features vector matrix is generated. 

Parts of the extracted features are utilized to train the adapted SVM-based algorithm. The trained SVM 

developed was tested again with the other part of the extracted features and yielded very promising 
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results. As far as we know, this is the first time that SVM has been used in recognizing features of Holy 

Quran recitations. Our proposed SVM-based model was evaluated using real-world data collected from 

famous reciters of the Holy Quran. The experiments showed very fruitful outcomes when analyzing and 

comparing the obtained results. For comparative evaluation, the results obtained from our proposed 

SVM-based model were compared with other well-known algorithms, using the same datasets of waves 

collected. Interestingly, our proposed SVM-based model outperforms other algorithms in terms of 

accuracy in almost all experiments. 

Figure 1. A general framework of Automatic Speech Recognition (ASR). 

The rest of this paper is organized as follows. In Section 2, the literature review section, previous studies 

related to the current study are discussed and analyzed. In Section 3, we present the background of 

different speech recognition algorithms. The proposed approach and the methodological steps are fully 

presented in Section 4. Section 5 illustrates the experimental results. Finally, in Section 6, we show the 

conclusions of this study and propose several recommendations for further studies.  

2. LITERATURE REVIEW

This section presents a basic description of a Speech Recognition System (SRS). It also provides more 

information about previous speech recognition systems used for Arabic. 

2.1 Speech Recognition System (SRS) 

Automatic Speech Recognition (ASR) enables the computer to identify the utterances of a person 

speaking into a microphone or telephone. Human Computer Interaction (HCI) is used, for example, as 

an authentication technique for user login via a voice recognition tool. Some ASR applications include 

voice interface as a command recognition application for computer users, dictation and written-text 

correction, interactive communication and voice response as an aid in learning foreign languages and 

for voice-controlled operation of machines. Additionally, ASR technology can improve the quality of 

life for disabled people, allowing them to communicate with others and interact in society [8]. In 

practice, the main principle of an ASR system is to recognize the appropriate word patterns for spoken 

utterances by applying a digitized analyzing process to enter analog sound waves [9]-[10]. 

2.2 Arabic Speech Recognition 

One of the oldest Semitic languages in the world is the Arabic language. It is officially the sixth most 

spoken language and one of the official languages of the United Nations. There is an official Arabic 

linguistic form known as Modern Standard Arabic (MSA), which is mainly used in formal media, 

courtrooms, offices and by instructors for teaching in schools and universities [11]. Recently, many ASR 

systems have been developed in the domain of Arabic Speech Recognition to recognize the MSA version 

of Arabic. Unfortunately, recognizing traditional Arabic is still a challenge due to its lexical variety and 

the scarcity of data. Besides, the Arabic language is considered one of the most complex languages due 

to the morphological variations of its letters [12], [10]. 

ASR Arabic language research is still in its infancy age compared to the ASR already used in research 

related to other languages [13]-[14]. Consequently, we will review the top five studies that have been 

developed to improve Arabic speech recognition. In [15], the author dealt with continuous Arabic speech 

recognition, addressing the labeling of Arabic speech. Another model for Arabic speech recognition 

focused on prominent problems in recognizing conversational, dialectal and colloquial Arabic speech 

[13]. The authors reported significant improvement with respect to word error rate according to the 1997 
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NIST benchmark evaluations. An Arabic ASR system using ANN techniques was developed to improve 

the Arabic automatic recognition process [15]-[16]. Another Arabic ASR based on Hidden Markov 

Model (HMM), SVM or a hybrid of both was also developed [14], [17]. The last area relates to the work 

of some Arabic ASR researchers who took into consideration pronunciation variations to improve the 

performance of Arabic ASR systems [18]. 

2.3 Holy Quran Recitation Recognizers 

Computer-aided Pronunciation Learning (CAPL) was considered early in the twentieth century when 

great efforts were made and improvements achieved by researchers. Recognizing the Holy Quran 

Tajweed rules and tracking reading errors presented a great challenge [19]. The authors in [20], 

developed an intelligent Tajweed-rules tracker system. The system listens to the Holy Quran, recited by 

a learner and then suggests a correction to his/her recitation. The name of the system they developed is 

“Hafize”. The “Hafize” system is trained to recognize the recitations of 10 reciters, including women, 

men and children. The accuracy of “Hafize” recitation was measured against each reader’s recitation 

with the average result in the region of 89%. The “Hafize” system has a limitation in that it relates to a 

pronunciation based on phonetic rules which are not given. “Hafize” does not only consider the verse 

as a whole, but it can also recognize mistakes at word level. The authors in [21], developed another 

recitation model to help Malaysian primary school students pronounce the Quran verses correctly. 

Unfortunately, we have not found sufficient information about the implementation of this model to be 

able to test it. A new recitation system named “Makhraj” was developed by [22] to make the recitation 

of the Holy Quran less dependent on expert reciters. The accuracy of this model was calculated based 

on the False Rejection Rate (FRR). The authors used MFCC for feature extraction. Two modes for 

recognition process are used in the Makhraj-based system: the one-to-one mode and the one-to-many 

mode. However, the one-to-one mode is 98% accurate, which is not considered very accurate in this 

mode due to the utilization of a simple matching technique. 

The authors in [23] introduced an SVM-based learning model, which recognizes Quranic words from 

online resources. In [24], the researchers implemented a virtual learning system called “Electronic 

Miqra’ah”. The system can independently receive voice commands and allows blind students to interact 

with the voice of Holy Quran scholars. However, the system has a low recognition rate due to the use 

of the Google API. Nonetheless, as a model, it works well. In [25], the authors developed a high-

performance phoneme-based and speaker-independent system for Holly Quran recitation based on 

HMM with 3-emitting states. The accuracy of this system reaches 92%. In [26], the authors introduced 

a powerful training system for Quran recitation using a continuous Arabic speech recognition system 

that depends on HMM to recognize Quran recitation and detect recitation errors. Their Arabic speech 

recognition system provides phonetic time alignments and its classifier is used to distinguish between 

confusing phones. This Arabic speech recognition system was built on the results produced by WEKA 

tool. In this system, The SVM classifier was used with an accuracy rate of 91.2% at word level. 

In [27], the authors used the CMU-Sphinx4 tool to produce a new recitation recognition system for the 

Holy Quran based on an HMM algorithm. In this HMM-based recognition system, a simplified set of 

phonemes was used to build the language model, as well as to train the recognizer. The authors in [28] 

developed a system for tracking Holy Quran basic Tajweed rules using deep learning techniques. They 

used MFCC, WPD and HMM-SPL feature extraction algorithms and considered them as the best 

features. Moreover, they reported that their system reached a 97.7% rate of accuracy. A limited number 

of Quranic chapters were tested and the accuracy was high, reaching 98%. Table 1 summarizes the 

studies that have been presented in this section. 

Table 1. Summary of Holy Quran recitation research. 

AUTHORS 

& DATE 

SYSTEM 

DESCRIPTION 

& REF.S 

Strengths Weakness 

Feature 

Extraction 

Algorithm 

Muhammad 

et al. (2012) 

Intelligent 

Tajweed-rules 

tracker system 

(Hafize) [20] 

It can discover 

mistakes in the 

recitation of verses 

from the Holy 

Quran. 

It did not work at the 

phonetic level. 

MFCC 
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Mssraty & 

Faryadi 

(2012) 

A recitation model 

to help Malaysian 

primary school 

students [21]  

An initial analysis 

denotes its 

potential 

usefulness. 

It has not yet been 

implemented. 
N/A 

Arshad et al. 

(2013) 

A recitation 

system: “Makhraj” 

[22] 

It produces a good 

level of accuracy 

on one-to-one 

mode. 

Accuracy level is low in 

the one-to-many mode 

due to the simple match 

technique used. 

MFCC 

Sabbah & 

Selamat 

(2014) 

A learning model 

based on SVM to 

recognize Quranic 

words [23] 

Good recognition 

accuracy. 

The sparsity of the 

feature matrix; and the 

number of features 

increases the time for 

building the 

classification model. 

Statistical 

Features 

Mohamed et 

al. (2014) 

A virtual learning 

system: (Electronic 

Miqra’ah) [24] 

Robust 

application. 

Moderate recognition 

rate due to the use of 

Google API. 

N/A 

Elhadj et al. 

(2014) 

Phoneme-based 

speaker- 

independent system 

for Holy Quran 

recitation [25] 

Good accuracy 

level reaching 

92%. 

N/A 

MFCC 

Tabbaa & 

Soudan 

(2015) 

Quran recitation 

based on HMM and 

SVM classifier [26] 

Accuracy reached 

91.2% at the word 

level. 

It suffers from high 

confusing sounds. MFCC 

El Amrani et 

al. (2016) 

Limited Holy 

Quran recitation 

based on HMM 

model [27] 

Accuracy reaches 

98%, but limited 

corpus. 

Not all Arabic 

phonemes are included 

in the recognition. 
MFCC 

Al-Ayyoub, 

Damer & 

Hmeidi 

(2018) 

Verifying the 

proper use of 

Tajweed-rules of 

Holy Quran [28]  

Accuracy of the 

system reached 

97.7%. 

It only tackled the basic 

Tajweed rules without 

using correct recitation 

verification. 

MFCC, 

WPD & 

HMM-SPL 

Despite the examples given in the literature review, only limited attempts have been made in Quranic 

recitation recognition to date. Thus, the automatic identification and recognition of aspects of a Quran 

recitation is still a fresh field for study. In this paper, a new Quranic recitation recognition model is 

proposed based on the SVM learning algorithm, which is directed at recognizing and detecting aspects 

of Holy Quran recitation using what we consider to be an enhanced approach. 

3. BACKGROUND

In this section, the types of Holy Quran reciters are discussed. This section also presents an overview of 

the most outstanding learning algorithms. 

3.1 Types of Holy Quran Reciters Based on Narration “Qira’ah” 

In various Arab communities, there are many different regional accents,“lahjah” “ ةلهج ” in Arabic. These 

numerous accents are seen as a challenge for the ASR-based applications, which need to recognize the 

correct accent among multiple local accents. It is noticeable that some of these applications are 

unfamiliar with local accents [30]-[31]. Arabic is one of the most prevalent languages in the world, 

because of its number of speakers and because the Holy Quran was given through divine revelation in 

the Arabic language [32]. As a result, not only do the Arab communities in 23 Arabic countries speak 

Arabic, but also all non-Arabic speakers who share this faith aim at learning Arabic to recite the Holy 

Quran correctly [33]-[34]. Their main goal is to understand and read the Holy Quran properly, based on 
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the officially established rules of readings [35]. Unlike any other subject of voice or speaker 

identification systems, the way the reader recites Holy Quran is different from other types of speech. 

The difference resides in the existence of certain acoustic rules, which are known as “Ahkam Al-

Tajweed” (“أحكام التجويد”), previously mentioned, that have to be applied and maintained when reading 

the Holy Quran. Furthermore, emotional features are added by the reader. Moreover, the transition from 

one acoustic level to another when reading also distinguishes this type of reading or recitation from 

normal speech. The transition from one acoustic level to another in the Arabic language is known as 

“Maqam” “[19] ”مقام. 

The Holy Quran has seven main designated styles of reading or “Qira’at” “قراءات”, which are accepted 

as the most popular ways of reading or recitation extracts from the Holy book. This is what is stated by 

Prophet Mohammed in the 4th century AH, according to the narrative “hadith” “حديث” No. 5041, 

extracted from [36], as shown in Figure 2 [37]. 

Figure 2. Extracted from the Hadith 5041 (the rendering of the quotation by Sahih Al-Bukhari). 

Subsequently, three new reading styles were added to the seven “Qira’at”. The first seven of the accepted 

readings are known in the Arabic language as “Mutilator Qira’at”, meaning "successive readings", in 

Arabic “[38] ”قراءات متواترة. The last three readings are called “Mashhur Qira’at” “قراءات مشهورة”. Here, 

the term “Qira’at” “قراءات” relates to the different recitations that represent changes in Holy Quran 

reading styles that occur mainly in the areas of pronunciation and tone uttering Quranic extracts. In the 

science of reading of the “Qira’at”, the ten styles of reading or recitation are attributed to the original 

readers known as “Imam” “إمام” and designated by the name of the Imam. The most popular “Qira’at” 

variants are the “Asim” “قراءة عاصم” and the “Nafi” reading styles “قراءة نافع”. All recitations are listed 

in Table 2. The differences in the recitation styles can be limited to three main distinctions: 

a) The prolongation “Mudud” “مدود” and the shortening of words called “Kasser” “قصر”. 

b) Adding the punctuation (in Arabic “Harakatt” “حركات”) of the written text of the Holy Quran.

c) The pronunciation and reading of the Quranic extracts and parts, depending on the varying styles

of recitation [21][8].

Many researchers have addressed the various challenges people meet in approaching the Arabic 

language, in addition to the intricacies of the Holy Quran and the way they should recite its verses. One 

of the main drivers of this work is to facilitate the recitation by non-Arabic speakers [21][39]. It is 

recognized that beginners face many difficulties in reciting, distinctly for the following three reasons:  

a) They lack oral practice and monitoring for correction of errors.

b) Many learners are unfamiliar with Arabic, but the revealed text is in the Arabic language.

c) Most software related to Tajweed lacks any follow-up for readers to improve in their future

recitation.

As previously stated, some of the difficulties readers find in the reciting aloud of the Holy Quran are the 

result of the need to base their reading on strict rules of recitation “Ahkam Al-Tajweed” [35][10]. The 

science of “Tajweed” teaches the reciter the basic rules that help him/her to pronounce the words of the 

Holy Quran as Prophet Muhammad, peace be upon him, recited them. A teacher of Tajweed must be 

authorized and certified to do so. 

Since the teaching of the correct pronunciation of the words and the appropriate rendering of Quranic 

verses is central to Islam, nowadays we have the opportunity to check the accuracy of the recitation 

automatically using applications related to ASR systems as noted earlier. Recitation from the Holy 

Quran is not like any other type of reading. The rules of recitation (“Ahkam Al-Tajweed”) must be 

followed to be a faithful rendering of the verses. Because these rules of pronunciation are followed by 
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multiple speakers, distinguishing between different speakers is not easy and becomes an important issue 

for researchers. However, no study has covered the area comprehensively until now. 

Different approaches in the literature use MFCC features along with some learning algorithms, such as 

Hidden Markov Model (HMM), Support Vector Machine (SVM) and Artificial Neural Network (ANN), 

in an attempt to recognize a voice among a set of different voices [14], [17], [27]-[28] .  A recent 

investigation was conducted to build a recognizer to identify the different types of Holy Quran reading 

“Qira’ah” [37]. However, the authors built a limited corpus of only two types of reading styles: “Eldori” 

 In addition to that, the research depends on one reciter, who .”قراءة حفص“ ”and “Hafs ”قراءة الدوري“

recites using the two styles of recitation in the study. Another limitation of the study is that only three 

chapters (“Surahs” “السور”) were included in their corpus. We believe that these limitations may not 

produce objective results. 

3.2 Artificial Neural Network (ANN) 

The Artificial Neural Network (ANN) is inspired by the human biological nerve system [40]. ANN is a 

collection of many artificial neurons that are connected together for the purpose of learning. The main 

purpose of ANN is to map the inputs into meaningful outputs. To illustrate this further, ANN could be 

found in many topologies, such as Feed Forward and Back Propagation. Figure 3 shows the architecture 

of a feed-forward ANN. 

Figure 3. Feed-forward artificial neural network. 

Each input from the input layer feeds each node in the hidden layer and then the hidden layer feeds the 

next layer until it reaches the output layer. In most cases, ANN consists of multiple hidden layers that 

must be passed through before ultimately reaching the output layer. The ANN in Figure 3 is called a 

feed-forward ANN, due to the fact that signals are passed through the layers of the neural network in a 

single forward direction. However, the ANN can be feedback networks, where the architecture allows 

signals to travel in both directions [41].  

3.3 Support Vector Machine (SVM) 

The Decision Tree, Radial Bases, Forest Decision Trees, Nearest Neighbor, Fuzzy Classifier, Deep 

Learning Classifier and Support Vector Machine are some of the well-known machine learning 

algorithms used in the literature for classification and categorization [40], [42], [46]. The most 

significant of these algorithms is SVM, which is considered the best of learning algorithms [42]. 

SVM is a common classifier which separates instances through the use of a hyperplane. In supervised 

learning, SVM produces an optimal straight line that separates categories, as shown in Figure 4. In 

essence, the SVM algorithm finds a decision boundary with maximum margins between categories, 

because the optimal separating hyperplane maximizes the margin of the training data [43]. The SVM is 

a built-in function in a variety of software. The Sequential Minimal Optimization (SMO) algorithm is 

an SVM implementation of WEKA open source software, which was implemented by [44]-[45]. The 

SMO is one of the most efficient solutions for the SVM algorithm. It is based on solving a series of 

small quadratic problems, which in each iteration uses only two variables in the working set in order to 

save time [46]. 
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Figure 4. SVM classification hyperplane. 

The SVM as a classifier is considered to be one of the most powerful statistical learning techniques 

[46][42]. SVM successfully addresses and solves different kinds of problems, for three key reasons. The 

first reason is that the tangent of SVM which is seen in its mathematical and theoretical foundations 

supports classification and problem-solving. The second reason is that SVM has been confirmed as 

being suitable to manage complex data, including data of high dimensions, such as text and image data 

[40][14]. The third one is that SVM has the potential for success in the pattern recognition domain and 

its effectiveness has already been confirmed in the image processing field [47]. In brief, the SVM 

consists of class classifiers, which are mathematically constructed from the summation of a kernel 

function as stated in the following equation: 

𝑓(𝑥) = ∑ 𝛼𝑖𝑡𝑖𝐾(𝑥, 𝑥𝑖) + 𝑑 ,

𝑁

𝑖=1

  (1) 

where 𝐾(𝑥, 𝑥𝑖) constructs the summation of the kernel function modeled by [48]. 𝑡𝑖 denotes the ideal

outputs when ∑ 𝛼𝑛𝑡𝑖 = 0𝑁
𝑖=1  and 𝛼𝑖 > 0. From the training set of optimization process in [49], 𝑥𝑖

denotes the support vectors. The ideal and optimal results may be 1 if the corresponding support vector 

is in class 0 or may be −1 if the corresponding support vector is in class 1. In terms of classification, 

the class decision happens when the value of 𝑓(𝑥) is above a specific threshold or below it. The kernel 

function 𝐾(. , . ) is constrained and limited to specific properties, which are known as the Mercer 

condition and can be expressed as follows: 

𝐾(𝑥, 𝑦) = 𝑏(𝑥)𝑡. 𝑏(𝑦) ,  (2) 

where 𝑏(𝑥)𝑡 implies a mapping according to the input space. Here, 𝑥 indicates what could possibly be

an infinite dimensional space. Finally, the Mercer condition here is responsible for guaranteeing that the 

validation of the margin concept and the optimization of the SVM limited to definite and particular 

boundaries [50]. 

Specifically, the optimization condition depends on a maximum margin concept, as depicted in Figure 

4. The SVM chooses an appropriate high-dimensional space to put in place the best hyperplane that has

the maximum margin. As a result, the training of the input data points set will be located on the 

boundaries of the support vectors that are based on Equation (1). These boundaries are represented by 

two solid lines, as shown in Figure 4. Modeling of these two boundaries is the main aim of the SVM 

training process.  

3.4 Hidden Markov Model (HMM) 

The HMM model makes a chain called a Markov chain usually used in stochastic processing [51]. The 

HMM has the capability to heuristically address the variability using such stochastic modeling. 

Furthermore, HMM model was efficiently used to improve the behavioral performance of metaheuristics 

[52]. Since the HMM is a time series learning algorithm, it is not adapted to the comparative outputs to 

our problem and consequently not used as a model in this research. 

In this paper, after due consideration, it was decided to use the SVM learning algorithm, because SVM 
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generates the hyperplane that classifies the training instances with high speed and more accuracy than 

other traditional clustering methods. Those other traditional clustering methods mainly depend on 

probability distributions when training data is classified as has been demonstrated by [53]. 

4. PROPOSED SVM-BASED APPROACH

The proposed approach is mainly based on the feature extraction process and recitation modeling. Figure 

5 illustrates the proposed reading/recitation recognition system, where some parts of this figure are 

adapted from [54]. Initially, the proposed system is trained and tested using SVM, ANN, among others. 

After building the corpus of recitation of the Holy Quran, the proposed recognizer is built by applying 

three phases. The first one is to use the Mel-Frequency Cepstrum Coefficients (MFCCs) algorithm to 

extract a range of informative media features from the trained corpus. The second one is to formulate a 

matrix of training features and build a learning model across the SVM learning algorithm. Lastly, testing 

and comparing the results obtained from the previous phase to show the superiority and relevance of the 

SVM algorithm to the problem of Quran recitation recognition. In the testing phase, some external data 

(data totally outside the corpus) will be used to test and evaluate our proposed SVM-based approach. 

The following subsections show more details about our methodology. 

Figure 5. Overview of proposed SVM-based approach. 

4.1 Building Corpus 

Since the proposed approach aims to identify Holy Quran reading types, which are well-known as 

“Qira’ah” “ ةقراء ”, acoustic samples from Holy Quran need to be collected in order to build a relevant 

corpus. The corpus contains a number of acoustic waves that are labeled based on the “Qira’ah”. A 

pictorial view of an acoustic wave and its features are illustrated in Figure 6 and in Figure 7, respectively. 

Acoustic waves for each reading were collected and the feature vectors of these acoustic waves were 

extracted using the MFCC extraction algorithm. Figure 6 represents a sample of the acoustic wave used 

in building up the corpus along with its full energy spectrum. Each acoustic wave has its own phase 

(starting wave angle), amplitude and frequency, but all of them are limited within a specific range and 

duration.  

Figure 7 represents a sample of the MFCC features and below is the spectrum of the acoustic wave after 

removing weak energy. Almost all spectra of all waves are normally distributed. In the spectrum, each 

feature has a value which represents part of the wave attributes.  
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Figure 6. Sample of acoustic wave with its full spectrum [54]. 

Figure 7. Sample of MFCC file without weak energy spectrum [54]. 

4.2 Orders and Categories for Labeling Reciters 

This sub-section introduces details of the data acquisition and corpus construction related to our 

proposed method. In order to build a recitation recognition system for Holy Quran “Qira’ah”, the main 

features of the “Qira’ah” waves should be isolated from those of other waves. In brief, the Holy Quran 

is a collection of verbal revelations given to Prophet Muhammad over a period of twenty-three years. 

The Holy Quran has 114 Chapters (“Surah” in Arabic “ ةسور ”) of varying lengths and each Chapter 

“ ةسور ” consists of a number of individual verses “Ayaat” “آيات”. There are 6,348 different verses in the 

Holy Quran. To date, there is no corpus for Holy Quran verses “Ayaat” “آيات” based on the style of 

reading or recitation or “Qira’ah” “ ةاءقر ”. Therefore, in this research, we have collected all possible 

“Qira’ah” waves and placed them in a folder, regardless of the identity of the reader. Ten different 

folders have been created to represent ten different types of reading (“Qira’ah”) waves. Table 1 shows 

four columns. In the first, the name of the Imam who established the specific “Qira’ah” is mentioned in 
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Arabic. In the second column, the English translation of the imam name is given and it is abbreviated in 

the third column. In the last column, the number of waves that were collected with respect to each 

“Qira’ah” is given. It should be mentioned here that the collected wave files are available and can be 

downloaded from the official website of our proposed method. 

Ten different types of reading (“Qira’ah”) were used in the construction of the corpus, as detailed in 

Table 2. Each Holy Quran reading type has a different number of wave files. As a result, we have a total 

of 258 wave files. Holy Quran readers often used the same styles of reading or recitation and rarely use 

the other available styles. Therefore, some types of reading are represented by a large number of sound 

waves, while others do not. 

Table 2. Reading types, code and number of audio files. 

The Imam of the 

“Qira’ah” 

Translated title in 

English 

Key-

Class 

Number of 

Wave Files 

 Ebin-Amer EA 6 ابن عامر

 Ebin-Khatheer EK 6 ابن كثير

يجعفر المدن واب  
Abee-Jafar-

Almadani 
AJ 18 

عمرو البصري واب  
Abee-Amro-

Albasree 
AA 51 

يالكساائ  Al-Kesaee K 51 

يحمزة الكوف  Hamzah-Alkofee HK 18 

 Khalaf-AlAsher KH 3 خلف العاشر

يعاصم الكوف  Aseem-Alkofee AK 48 

ينافع المدن  Nafee-AlMadani NM 51 

ييعقوب الحضرم  
Yakoob-

Alkhathramee 
YKH 6 

Ten “Qira’ah” Total 258 files 

4.3 Extracting Features and Building the Feature Vectors 

Many previous studies have been carried out in converting sound waves, including the extraction of 

statistical information from acoustic signals. These studies have resulted in many valuable methods for 

interpreting the wave to provide information that could be processed easily. A comparative study 

between those methods was performed by [55]. The methods that were examined in Shrawankar’s study 

include: Linear Predictive Coefficients (LPCs), Linear Predictive Cepestral Coefficients (LPCCs), 

Perceptual Linear Predictive Coefficients (PLPs), Mel-frequency Cepestral Coefficients (MFCCs), Mel 

Table 3. Ranking of feature extraction methods. 

Feature Extraction Function Best Classification Algorithm Accuracy 

MFCC SVM 89.16% 

LPC Random Tree 79.15% 

LPCC Random Tree 76.99% 

LAR Decision Table 83.83 % 

SSC Function, Logistic 66.05% 

LSF Random Tree 82.54% 

PLP Decision Tree 71.23% 

FFT ANN 78.34% 

MEL SVM 87.61% 

RASTA ANN 85.23% 

DELTA Random Forest and SVM 82.50% 
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Scale Cepestral Analysis (MEL), Relative Spectra Filtering of Log Domain Coefficients (RASTA), First 

Order Derivative (DELTA), Perceptual Linear Prediction (PLP), Fast Fourier Transform (FFT), Line 

Spectral Frequencies (LSFs), Spectral Subband, Centroid (SSC) and Log Area Ratio Coefficients 

(LARs) [55]. Finally, a comprehensive analysis and wide investigation proved that the MFCC method 

produces a small number of coefficients that represent frequency information [55]. It replicates the 

perception of loudness in the human auditory system and is considered as a simplified auditory model 

that eases computation and is relatively faster than others. 

Before proceeding to our experimental part, we undertook a brief investigation regarding the accuracy 

that could be gained from each type of feature extraction mechanism. Table 3 shows the best results of 

this combination based on a brief initial test. From Table 3, it is clear that MFCC method produced the 

maximum accuracy when used with SVM learning algorithm. A pictorial view of Table 3 is shown in 

Figure 8. 

Figure 8. Feature extraction methods and levels of accuracy. 

After using the MFCC, the speech signal was divided into segments of 15 ms frames with the use of a 

hamming window for further analysis [56]. We experimentally determined that 15 ms frames generated 

better recognition than others, because Holy Quran readers generally have a slow rate of recitation. A 
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larger frame size does not enhance the ability of the recognition system to learn the characteristics of 

the signal. Feature vectors were extracted by MFCC algorithm as illustrated in Algorithm 1. 

MFCC is a short-period power spectrum that is used to represent sound waves [57]. Mel frequencies are 

based on the critical bandwidth of the human ear recognized as a variation with frequency filters, which 

includes two types of frequencies [58]; the first one at frequencies below 1 kHz and the second one 

logarithmic filters at frequencies higher than 1 kHz to capture phonetically important characteristics 

[59]. In recitations from the Holy Quran, the correct pronunciation depends on the context, controlled 

by the voice of the reader and the reader’s ability to move from one acoustic level to another “Maqam” 

 .The stages involved in MFCC extraction are illustrated in Figure 9 .”مقام“

Figure 9. MFCC feature extraction stages [54]. 

The MFCC is calculated using Equation (3) and its implementation is in Algorithm 1. 

𝐶𝑖 = ∑ 𝑋𝑘𝑐𝑜𝑠 (
[𝜋𝑖(𝑘 − 0.5)]

𝑁
 ) ,    𝑓𝑜𝑟 𝑖 = 1,2, … , 𝑝

𝑁

𝑘=1

  (3) 

where 𝐶𝑖 denotes the Cepstral coefficients, 𝑝 is the order, 𝑘 is the number of discrete Fourier

transformations magnitude coefficients, 𝑋𝑘 is the 𝑘𝑡ℎ order log-energy output of the filter bank and 𝑁
is the number of filters (usually 20). Thus, 19 coefficients and an energy feature were extracted, 

generating a vector of 20 coefficients perframe. In this research, the first 20 orders of the MFCC were 

extracted. It was proven by Chaudhari (2015) that the increasing number of filters would raise the 

recognition rate, though the recognition and computational time for both training and testing would be 

negatively affected by the increasing number of filters [38]. 

Figure 10. Comparison of computational time required by varying filters (taken from [38]). 
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It can be concluded from Figure 10 and Chaudhari (2015) that the recognition rate will be decreased 

either for testing or training as the number of filters increased and vice versa [38]. In our paper, 20 filters 

will be used, the number used in most speech recognition tools, in accordance with the belief that this 

number of filters provides a better rate of recognition and an acceptable computation time for training 

and testing.  

Since the verses are of different lengths, 20 feature representations of each verse (“Ayah” “آية”) were 

extracted for the 258 acoustic waves. The MFCC files correspond to the acoustic waves, extracting the 

feature vectors of the total number of verses in a vector matrix for all readers with a size equal to 

(20×22952) features. After that, these 20-feature matrices were combined into one file for the ten 

different styles of recitation. Each verse vector is transposed and labeled according to the reading style 

in one CSV-file that includes a labeled matrix for reading. Furthermore, we have generated six feature 

vector matrices using six different methods for the purpose of comparison between the levels of 

accuracy of the results of different feature extraction methods. 

4.4 Formulating the Training Matrix and Its Feature Representation Using SVM 

The CSV labeled matrix extracted and generated in the previous phase is divided into two parts. Part I 

usually takes 70% of this matrix which is used for training on the proposed model. The rest of the matrix 

(30%) is used to test and evaluate the proposed model. Figure 11 shows the general framework of the 

training phase, while Figure 12 shows the general testing framework. 

Figure 11. Proposed SVM-based training model. 

Figure 12. Proposed testing SVM-based model. 

The selection of the features was homogeneous and normally distributed. Figure 13 shows the 

homogeneity in selecting the features drawn by the WEKA tool. Features one and two for all the readings 

were biased a little to the right, while the other features were normally distributed in all the readings of 

the audio waves. This is due to the limited examples of some types of reading, leading to a limited 

number of features. Figure 14 is the same as Figure 13, but expressed in a graphical representation using 

colored dots. 

A built-in randomized filter is used to rearrange the features in randomly chosen rows. This randomized 

filter will enhance the learning process for any learning algorithm and will affect the accuracy of the 

results. 
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Figure 13. Feature distribution over audio wave files for readings. 

Figure 14. Representation of feature homogeneity. 

4.5 Testing Phase 

After obtaining the training model through SVM learning, the rest of the feature matrix (30%) is used 

for testing, as shown in Figure 12. The testing results obtained are represented by the confusion matrix 

of SVM, which shows the hit and the misclassification of the waves. Note that the SVM confusion 

matrix will be fully discussed in Section five. In addition, the proposed methodology stages will be 

applied to different learning algorithms other than the SVM. The results obtained from these learning 

algorithms will be compared for analysis and discussion. 

5. EXPERIMENTAL RESULTS AND DISCUSSION

The Holy Quran recitation recognition system is based primarily on the characteristics extracted from 

acoustic waves in conjunction with learning and classification algorithms. The SVM was trained with 

10 Holy Quran readings, as listed in Table 1. For comparison purposes, the same experiment was 

repeated with the Least Square Support Vector Machine (LSSVM) and ANN models. For training 

purposes, we chose 70% of the features to train SVM, LSSVM, ANN and other learning algorithms. 

The remaining 30% of the features were cropped for testing purposes. When the attribute matrix is 

loaded into WEKA, attribute classifications and properties (features) from 𝑋1 to 𝑋20 are displayed, so
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that the user can verify them. The attributes 𝑋1, 𝑋2, …, 𝑋20 are the feature vector values or predictors

and the “Readings” are the target classes. We started training SVM on 70% of the features and testing 

on 30%. 

The output of the SVM text file contains the testing confusion matrix, accuracy matrix for all classes 

and summary of the overall results. The confusion matrix is a data structure used to show the 

classification results. The rows of this matrix represent the desired classification, while the columns 

represent the predicted classification. Table 4 represents the confusion matrix of the testing phase with 

SVM. It is obvious that some samples go below the hyper plane of the SVM (main diagonal), while 

others are above it. In either case, it must be regarded as a misclassification of the sample. When the 

samples are on the main diagonal, they are correctly classified. From Table 4, most of the samples are 

correctly classified. 

Table 4. Testing confusion matrix of SVM. 

a b c d e f G h i j <-- classified as 

22239 338 102 231 162 5 181 132 14 28 a = HK 
81 23169 51 175 82 9 117 33 13 4 b = AJ 

116 160 16752 113 42 0 74 41 6 7 c = AK 
206 177 68 20713 98 23 126 30 17 6 d = AA 
221 115 35 131 22383 1 121 29 12 18 e = K 
36 66 10 70 18 1679 40 3 30 11 f = YKH 

180 121 52 173 82 1 20411 18 2 12 g = NM 
80 96 36 57 34 0 33 12310 24 10 h = KH 
50 140 40 99 58 28 22 40 2292 0 i = IA 
46 18 12 50 42 12 74 31 6 2301 j = IK 

To calculate the accuracy from the confusion matrix, Equation (4) is used: 

Accuracy =
∑ Diagonal Sample of confusion matrix

Total Sample
 (4) 

The total accuracy of the recitation’s recognition is 96.59% when using SVM. About 4% of the total 

samples were poorly classified. Misclassified samples may arise as a result of the way in which the Holy 

Quran reader recites different verses. The similarity between the reader’s sound and its emotional tone 

is critical. Most of Holy Quran readers follow the same rules for the recitation, Ahkam Al-Tajweed 

-Applying “Ahkam Al .”السور“ ”when they are reciting the various verses of the “surah ,”أحكام التجويد“

Tajweed” appropriately will increase the chance of the similarity of the acoustic waves produced by 

different readers. Finally, every reader has his/her own shifts in tone “Makam” “مقام”, but these might 

sound very similar when the rules are applied. The detailed levels of accuracy of SVM at the class are 

clearly established in Table 5. The weighted average for each measurement is listed in the last row. As  

Table 5. Detailed SVM accuracy by class. 

TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area Class 

0.949 0.008 0.956 0.949 0.953 0.944 0.971 0.916 HK 

0.976 0.01 0.95 0.976 0.963 0.956 0.983 0.931 AJ 

0.968 0.003 0.976 0.968 0.972 0.968 0.982 0.949 AK 

0.965 0.009 0.95 0.965 0.957 0.95 0.978 0.921 AA 

0.97 0.005 0.973 0.97 0.972 0.967 0.983 0.949 K 

0.855 0.001 0.955 0.855 0.902 0.903 0.927 0.819 YKH 

0.97 0.006 0.963 0.97 0.966 0.961 0.982 0.938 NM 

0.971 0.003 0.972 0.971 0.971 0.969 0.984 0.946 KH 

0.828 0.001 0.949 0.828 0.884 0.884 0.913 0.788 IA 

0.888 0.001 0.96 0.888 0.922 0.922 0.944 0.854 IK 

0.961 0.006 0.961 0.961 0.961 0.955 0.978 0.929 
Weighted  

    Average 
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can be seen from Table 5, the weighted average of precision reached 96%, while the weighted average 

of the false positive rate (FP) reached 0.006 which is a very good indicator regarding the recognition 

rate. 

The TP, FP, Precision, Recall, F-Measure, MCC, ROC and PRC measurements are mentioned in Table 

5, while the details of these measurements are reported in Table 6, which is taken from the URL1. Note 

that the weighted arithmetic mean is similar to an ordinary arithmetic mean (the most common type 

of average), except that instead of each of the data points contributing equally to the final average, some 

data points contribute more than others, see the (Taken from 2).  

Table 6. Summary of measurements and accuracy metrics. 

Measurements Meaning 

TP Rate of true positives (instances correctly classified as a given class). 

FP Rate of false positives (instances falsely classified as a given class). 

Precision Proportion of instances that are truly of a class divided by the total instances classified as that class 

Recall Proportion of instances classified as a given class divided by the actual total in that class (equivalent to TP rate). 

F-Measure 

A combined measure for precision and recall calculated as: 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 . It is the weighted harmonic mean (sometimes called the subcontrary 

mean), which is one of several kinds of averages appropriate for situations when the average of rates is desired. 

MCC 
The Matthews Correlation Coefficient whichis used in machine learning as a measure of the quality of binary 
(two-class) classifications. 

ROC Area 
Receiver Operating Characteristic: A plot of a true positive fraction  

(= sensitivity) vs. a false positive fraction (= 1 – specificity) for all potential cut-offs for a test. 

PRC Area 
Precision-recall curve: A plot of precision (= PPV) vs. recall (= sensitivity) for all potential cut-offs for a test. 

PRC might be a better choice for unbalanced datasets. 

The pictorial view of the previous table is represented in Figure 15, which illustrates the graphical 

representation of SVM results. It is clear that all classes of readings are recognized with a high 

probability of accuracy. K and AK classes reach the highest recognition rate, which is mapped to 

“Aseem” “عاصم” and “Al-Kesaee” “الكسائي” readings. Table 7 summarizes the SVM results and 

measurements of error. Clearly, the absolute error rate is very low which is considered satisfactory in 

this kind of recognition problem. The overall accuracy as seen from Table 7 reaches 96%. 

Figure 15. Graphical representation of SVM results. 

1 https://acutecaretesting.org/en/articles/precision-recall-curves-what-are-they-and-how-are-they-used 
2 https://en.wikipedia.org/wiki/Weighted_arithmetic_mean 

https://en.wikipedia.org/wiki/Arithmetic_mean
https://en.wikipedia.org/wiki/Average
https://en.wikipedia.org/wiki/Weighted_arithmetic_mean
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Table 7. Summary of SVM results. 

Correctly Classified Instances 144249   or   96.1256 % 

Incorrectly Classified Instances 5814  or  3.8744 % 

Kappa Statistic 0.9552 

Mean Absolute Error 0.0077 

Root Mean Squared Error 0.088 

Relative Absolute Error 4.4758 % 

Root Relative Squared Error 29.9198 % 

Total Number of Instances 150063 

The same experiment was repeated using multi-perceptron ANN with 20 inputs representing the 

features. Table 8 shows the confusion matrix of the ANN. Compared to Table 7, it is obvious that most 

of the instances are incorrectly classified. 

Table 8. Testing confusion matrix of ANN. 

a b c d e f G h i j <-- classified as 

15121 1356 751 1441 2028 2 1594 1120 4 15 a = HK 

856 17269 658 1902 1007 3 1067 904 25 43 b = AJ 

410 743 13287 801 526 2 477 993 33 39 c = AK 

1312 790 1513 14955 1105 3 1364 371 41 10 d = AA 

1417 552 541 876 17671 28 1425 532 5 19 e = K 

136 341 156 656 185 120 197 155 17 0 f = YKH 

942 734 1041 1694 1256 26 14838 518 3 0 g = NM 

777 359 624 950 255 3 365 9322 9 16 h = KH 

64 622 243 601 285 2 157 302 493 0 i = IA 

203 52 275 220 511 0 357 439 0 535 j = IK 

Moreover, by looking at Table 9, we can see that the maximum classification accuracy is 78%. Some 

classes, such as IA and IK, reached only 22.7% and 38.9%, respectively, which are very low compared 

to their accuracy when SVM is used. The average accuracy for all classes reaches only 69%, which 

indicates that the ANN is inadequate for this kind of recognition. This signifies that the absolute error 

was 8% when using ANN, while it was 0.0077 when using SVM. This result indicates that SVM is more 

appropriate than the ANN algorithm. 

Table 9. Detailed ANN accuracy by class. 

TP 

Rate 

FP 

Rate 
Precision Recall F-Measure MCC ROC Area PRC Area Class 

0.645 0.048 0.712 0.645 0.677 0.622 0.896 0.712 HK 

0.728 0.044 0.757 0.728 0.742 0.695 0.932 0.78 AJ 

0.768 0.044 0.696 0.768 0.73 0.694 0.94 0.754 AK 

0.697 0.071 0.621 0.697 0.656 0.597 0.909 0.649 AA 

0.766 0.056 0.712 0.766 0.738 0.689 0.916 0.772 K 

0.061 0 0.635 0.061 0.112 0.194 0.56 0.118 YKH 

0.705 0.054 0.679 0.705 0.692 0.641 0.916 0.701 NM 

0.735 0.039 0.636 0.735 0.682 0.652 0.898 0.719 KH 

0.178 0.001 0.783 0.178 0.29 0.369 0.782 0.227 IA 

0.206 0.001 0.79 0.206 0.327 0.399 0.861 0.389 IK 

0.69 0.049 0.695 0.69 0.682 0.639 0.908 0.704 
Weighted 

    Average 

A summary of ANN results and error measurements is shown in Table 10. Clearly, the absolute error 

rate is very high compared to SVM. The overall accuracy according to Table 10 reaches 69%. 

For comparison between ANN and SVM, Table 11 shows a summary of the recognition rate between 

ANN and SVM when applied on testing data from the same corpus and data from outside the corpus 

(outlet data). 

Our proposed SVM-based system obtained better results compared with ANN, having higher accuracy 

and lower Mean Square Error (MSE) compared with ANN. A stacked bar graph is shown in Figure 16 
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to illustrate the results for both SVM and ANN with different measurements. 

Table 10. Summary of ANN results. 

Correctly Classified Instances 103611    or     69.045 % 

Incorrectly Classified Instances 46452  or     30.955 % 

Kappa Statistic 0.6409 

Mean Absolute Error 0.0831 

Root Mean Squared Error 0.2155 

Relative Absolute Error 47.9745 % 

Root Relative Squared Error 73.2585 % 

Total Number of Instances 150063 

Table 11. SVM and ANN result summary. 

Accuracy 
Learning Algorithms 

SVM ANN 

Accuracy-Normal Corpus 96 % 69% 

Accuracy-Outlet Data 95% 60% 

Average Accuracy 95.5% 64.5% 

Average MSE 0.0077 0.08 

Figure 16. SVM and ANN result summary. 

Table 12. Summary of results obtained from different learning algorithms. 

Number of Instances = 500211 (70% for Training and 30% for Testing) 

Classifier 
Training time 

in seconds 

Testing time 

in seconds 

Mean Square 

Error (MSE) 
Accuracy 

NB-Tree (Decision Tree) 72657.88 8261.66 0.2641 47.4118% 

RBF (Radial Bases) 3211.61 2270.68 0.2796 31% 

Random Forest (Forest Decision 

Trees) 
1500.33 300.65 0.2293 68.3529% 

NNge (Nearest Neighbor) 1200.25 300.21 0.3147 50.4706% 

Multi-Objective Evolutionary Fuzzy 

Classifier 
5000.66 1700.12 0.3163 20.8235% 

Deep Learning Classifier 1900.33 460.89 0.2827 40.7647% 

SVM (Support Vector Machine) 42357.75 5211.73 0.08800 96.12 % 

LSSVM (Least Squares Support 

Vector Machines)  
32133.60 3332.00 0.09100 95.16 % 

Multi-layer Perceptron (ANN) 2677.02 10.20 0.2435 62.0588% 
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For the sake of consistency, further experiments were conducted using other learning algorithms, such 

as: NB-Tree (Decision Tree), RBF (Radial Bases), Random Forest (RF), NNge (Nearest Neighbor), 

Multi-Objective Evolutionary Fuzzy Classifier (MOEFC), Deep Learning Classifier (DLC) and Least 

Square Support Vector Machine (LSSVM). We focused on the training time, test time, MSE and 

accuracy measurements. The results obtained from those algorithms are shown in Table 12. 

It is clear that SVM and LSSVM have the lowest MSE and the highest accuracy, but they need more 

time for training and testing compared to other algorithms. Figure 17 shows a chart of Table 12. 

Figure 17. Accuracy of different learning algorithms. 

6. CONCLUSION AND FUTURE WORK

In this research, we have addressed the problem of determining the efficiency of recitation of the Holy 

Quran based on established rules of recitation. We have investigated the recognition of the type of Holy 

Quran recitation based on the SVM learning algorithm. Moreover, we compared the results with other 

learning algorithms. Acoustic waves for the ten Holy Quran reading styles (“Qira’ah” “ ةقراء ”) were 

collected in a corpus of ten recitation variants “Qira’at” “قراءات” and a variety of readers were included 

in the study. Subsequently, MFCC properties were extracted from wave signals and labeled according 

to the appropriate reading (“Qira’ah”) style. The labeled matrix of the “Qira’ah” was fed to SVM using 

the WEKA tool. 70% of the classified matrix was given to SVM for training. The remaining 30% of the 

labeled matrix was used for testing purposes. Additional outlet data was used to test the proposed model 

in order to demonstrate the validity and reliability of our proposed system. 

A comparison between our adopted learning algorithm (SVM) and other learning algorithms (Table 11) 

was made to validate the adequacy of SVM. Briefly, the results obtained using SVM outperformed the 

results obtained when using other learning algorithms. The results reveal that the identification accuracy 

using SVM is higher in comparison to those produced by the ANN and other learning algorithms. The 
accuracy using SVM reaches approximately 96%, while ANN accuracy is 62%. Some other learning 

algorithms, such as FDT, reached 68%, which is greater than ANN’s level of accuracy. When comparing 

the results obtained from Table 11, we can see that SVM demonstrated its superiority over all other 

learning algorithms used. However, SVM requires more time in the training phase, while proving to be 

faster in testing input data. 

The promising outcomes of this research have encouraged us to undertake further investigation in 
recognizing Holy Quran recitation. Several future directions could be taken in this area. For example, 
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new deep learning algorithms could be applied to compare the results obtained from the application of 

such algorithms with the results of this study. Another example is hybridizing some powerful learning 

algorithms, like Learning Vector Quantization (LVQ) with the SVM model to improve the results. 

Furthermore, expanding the corpus to include other reciters could be carried out to validate our system. 

Finally, we may need to extend the evaluation criteria for more accurate measurement of SVM 

performance. 
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 ملخص البحث:

المعتمييييييدة يشييييييير تمييييييييز قييييييراءات القييييييرآل الكييييييريم اليييييي  تحديييييييد نييييييو  القييييييراءة  ييييييمن ا نمييييييا  

)بالعربييييييةر القيييييراءاتت  لقيييييد بحثييييي  دراسيييييات سيييييابقة عدييييييدة فيييييي قواعيييييد قيييييراءة القيييييرآل الكيييييريم 

اء ع يييييد القييييراءة بصييييوت  عييييا    إ  أنييييي   المعروفيييية بمحكييييام التجويييييدم التييييي تّبييييي  ميييين قبييييع الق ييييره

ميييين خييييل   يييي ا البحييييثم و ليسيييي    ييييا  دراسييييات سييييابقة ت اوليييي  مسييييملة تتب ييييع نييييو  القييييراءة 

ة الّلبييييية فيييييي تعل يييييم قيييييراءة القيييييرآل الكيييييريم بسيييييهولة ودقييييية عبييييير التّبيييييي  اليييييدقي داعيمك  يييييا مسييييي

 حكام التجويد والتمييز بين أنوا  القراءة المختلفة 

فيييييي  ييييي   الدراسيييييةم تيييييم تّبيييييي  نميييييوع  تميييييييز مقتييييير  مييييين أجيييييع تميييييييز نيييييو  قيييييراءة القيييييرآل 

ال مييييييوع  المقتيييييير  عليييييي  الكييييييريم ميييييين الموجيييييية الصييييييوتية الخاصيييييية بتليييييي  القييييييراءة  وقييييييد ب  ييييييي 

يييييمها   يييييمات مييييين ا شيييييارة الصيييييوتية ووس  ثيييييلح مراحيييييع  ا ولييييي   يييييي مرحلييييية اسيييييتخلو السه 

يييييييييمات المستخلصييييييييية  تSVMأميييييييييا المرحلييييييييية الثانيييييييييية فهيييييييييي تيييييييييدري  ال ميييييييييوع  ) علييييييييي  السه 

والموسييييومةم فييييي حيييييين تتمثييييع المرحليييية الثالثييييية وا خيييييرة فيييييي تمييييييز نييييو  القيييييراءة ب يييياء  علييييي  

زمييييية  تتكيييييول مييييين عشييييير ف يييييات  كيييييع واحيييييدة م هيييييا علييييي  ال ميييييوع   ولت حقيييييي  علييييي م قم يييييا بب ييييياء ح 

توسيييييم ك يييييو  مييييين أنيييييوا  القيييييراءة  كييييي ل  تيييييم تّبيييييي  مجموعييييية مييييين خوار مييييييات تعليييييم ا لييييية 

ومقارنتهيييييا  وقيييييد أثبتييييي  ال تيييييائو التجريبيييييية تفيييييو   نميييييوع  التميييييييز المقتييييير  القيييييائم علييييي  آلييييية 

 مييييييييات ا خيييييييرق التيييييييي تيييييييم تّبيقهيييييييا ت علييييييي   يييييييير  مييييييين الخوارSVMمتهجهيييييييات اليييييييدهعم )

 %ت  96ومقارنتها  إع بلغ  نسبة نجا  ال موع  المقتر  )
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ABSTRACT 

In this era of communication and networking technology, Internet of Things adds to the existing technological 

era and brings revolution to the Information Technology world. Internet of Things consists of interconnected 

devices which may be digital, physical or mechanical devices equipped with unique identifiers and having the 

capability to transmit the sensed information to other devices autonomously. Internet of Things is recognized as 

being composed of resource constraint devices in terms of processing competency, storage capacity and power 

resources. To cope up these constraints, existing computing technology known as cloud computing can be used 

to facilitate the Internet of Things system by offloading its processing and storage requirements. In this paper, 

we have provided the necessity and benefits of Cloud and IoT integration. Further, the paper has identified 

several research issues that arise due to Cloud-IoT integration. Among the several research issues, it was 

observed that security and privacy concerns are pivotal in Cloud-IoT integration and need to be addressed to 

make the integration successful. The core security and privacy threats have been identified and the existing 

security mechanisms have also been researched in this paper. The paper also highlights open security and 

privacy research issues in the Cloud-IoT paradigm. This paper can act as a baseline for the research that is 

needed in the area of security and privacy issues in the Cloud-IoT or Cloud of Things paradigm.  

KEYWORDS 

Internet of things, Cloud computing, Cloud of things, Security, Privacy, Encryption algorithms. 

1. INTRODUCTION

Internet of Things (IoT) is a networking paradigm that connects billions of heterogeneous devices, 

called Things, within the same backbone, essentially, the Internet. These connected things sometimes 

referred to as objects, have the ability to generally capture environmental data using dedicated sensors, 

process the acquired data and communicate the data with other things, within the framework of a 

smart application [1]. According to the definition of Internet Architecture Board (IAB), IoT is a 

network of smart things and a way of intelligent communication among an enormous number of 

connected devices that use a new version of internet protocol (IPV6) providing 2128 unique addresses, 

capable of realizing the actual concept Internet of Things. IoT is swiftly growing and is expected to 

connect billions of objects in the near future, which requires billions of network addresses. The IoT in 

whole can be said as an innovation to put together smart things, frameworks and sensors [2]-[4]. The 

basic building blocks of IoT include hardware, embedded programming and wireless communication 

technologies. The core of any IoT infrastructure is billions of interconnected devices containing 

sensors and actuators to sense or detect any physiological or environmental phenomenon. 

Notwithstanding, to transmit the information that the devices gather, these devices require handling 

and processing abilities, so that the data can be structured and formatted for transmission. This 

handling and processing function is commonly performed by a micro-scale integrated circuit; for 

example, a System-on-a-Chip (SoC) or a Field-Programmable Gate Array (FPGA). Since IoT devices 

are embedded devices, they are prototyped using competitive micro-scale platforms; for example, 

Arduino, Phidgets and Raspberry Pi. Prototyping IoT devices using these platforms requires micro-

scale controller programming, circuit construction abilities and profound knowledge of hardware 

communication standards, such as I2C or SPI, that are used to build communication between the 

micro-scale controller and the associated sensors and actuators. The embedded programs are regularly 

developed using computer programming languages such as C, C++, Python and JavaScript.  
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IoT is becoming an important and globally used technology because of its remote sensing, monitoring 

and controlling of object (physical and virtual) services across the existing network-infrastructure to 

enable direct physical world integration with the computer-based systems. It improves the efficiency 

and accuracy of objects reduces the intervention of humans and provides safety and convenience. To 

organizations, the benefits offered by IoT include monitoring of the overall business process, 

improving the experience of customers, saving money and time and making better product decisions. 

Generally, it is becoming more abundant and important in transportation, manufacturing and utility 

organizations, as well as in agriculture, home automation, smart cities and smart healthcare [5]-[6]. 

The layered architecture of IoT consists of five layers; i.e., Perception Layer, Transport Layer, 

Processing Layer, Application Layer and Business Layer, as shown in Figure 1 [2]-[3]. 

Figure 1. IoT architecture [2]-[3]. 

1.1 Perception Layer 

It is also known as the sensor layer. Its responsibility is to sense the environmental or physiological 

data of the environment in which it is implemented. The devices are identified and tracked using 

identification mechanisms, such as RFID tags. Further, the sensor measurements are detected and 

transformed into electric signals. 

1.2 Transport Layer 

The services provided by the transport layer include the transmission of information to the processing 

layer as well as confirming that the information is from the valid user and protecting it from threats 

using different security protocols. An authentication mechanism based on pre-shared secret keys or 

passwords is used to verify the valid user.  

1.3 Processing Layer 

The transport layer sends the information to the processing layer in order to process the collected 

information. The processing layer removes any extra insignificant information and extracts useful 

information from the data sent by the transport layer.  

1.4 Application Layer 

All applications that are using the technology of IoT are defined in the application layer, such as smart 

cities, smart homes, …etc. The core responsibility of this layer is to provide services to the 

applications. For each type of application, there may be varying services because of dependent on 

information collected by sensors. 

1.5 Business Layer 

It intends the behaviour of an application and is acting as a manager of the whole system. Its 

responsibility is application control management, business and profit models in IoT. The privacy of 

users is also managed by this layer [7]-[11]. IoT finds its applications in almost every field, such as 

industrial automation, supply chain management, intelligent transportation, smart cities and smart 

Business Layer 

Application Layer 

Processing Layer 

Transport Layer 

Perception Layer 
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healthcare. However, the IoT devices are characterized by constrained resources that hinder their 

application in sensitive areas where the information needs to be kept secure and safe.   

Another important technology, known as cloud computing, enables the development of ubiquitous 

computing via on-demand and convenient access to a configurable shared pool of computing 

resources, such as network servers, applications, storage and services that can be distributed and 

released rapidly with less effort and interaction by service providers. Cloud computing is generally 

divided into two segments; namely, front-end and back-end, based on the architectural viewpoint, as 

shown in Figure 2 [12].  

Figure 2. Cloud architecture [12]. 

The two segments are connected to each other through a network, usually via the Internet. The 

services provided by cloud to its users include Software as a service (SaaS), Platform as a Service 

(PaaS) and Infrastructure as a Service (IaaS) [12]-[13]. The benefits provided by the cloud include 

improvement in performance, massive data handling, minimum issues of maintenance, recovery and 

backups and scalability [14]-[16].   

The greater enhancements in the fields of wireless sensor networks, ubiquitous computing and 

machine-to-machine (M2M) communication make IoT a more popular and preferred technology. 

However, IoT devices are resource-constrained, location-specific and inflexible. On the other hand, 

cloud computing resources are ordinarily area-free (location-independent) and inexpensive, while 

simultaneously providing fast and precise elasticity. Therefore, to alleviate incompetence in IoT, the 

Cloud can play a significant role, which necessitates the integration of IoT with the Cloud.  

Cloud-IoT is an emerging concept, where the limitations put forth by IoT devices are somewhat 

addressed using cloud computing services. There are various architectures proposed for Cloud-IoT and 

most of them focus on data sharing, monitoring, …etc. while using services of the cloud. Though the 

architectures are varied, some parts among them are common. The simple architecture of Cloud-IoT is 

shown in Figure 3. The most common elements in Cloud-IoT architectures are:  

a) Sensors:  Sensors are used to gather data from the deployed environment or objects, such as

animals, people, devices, buildings, cities, …etc. The information gathered can be categorized based 

on sensor type (heterogeneous or homogeneous), sensor methodology (passive or active) or sensing 

parameters (like body temperature, ECG system, …etc.). The collected data is made available on the 

cloud [17]-[19].  

b) Cloud software: It is responsible for storing and processing information obtained from IoT devices

and environments [17]-[19]. It also provides different services for the IoT components, such as 

monitoring, hosting and managing devices. 

c) Network components:  These refer to the equipment used for data transmission. Gateways or device



418 

"Cloud of Things: Architecture, Research Challenges, Security Threats, Mechanisms and Open Challenges ", S. Haq, A. Bashir and S. 

Sholla.

drivers are commonly used equipment for the communication between the software components and 

devices [17]-[18], [21]. 

Figure 3. Cloud-based IoT architecture [17]. 

The rest of the paper is organized in the following sections. Section 2 discusses the importance and 

benefits of Cloud and IoT integration. Section 3 further explains the research issues in Cloud-IoT 

integration. Section 4 discusses the security aspects of Cloud-IoT integration. The state-of-the-art 

security mechanism in Cloud-IoT infrastructure is presented in Section 5 and in Section 6, the open 

challenges and issues in Cloud-IoT are presented. Section 7 concludes the paper. 

2. IOT AND CLOUD INTEGRATION

The current insurgency in the world of information and communication technology (ICT) is equipped 

by the IoT and services of cloud computing. This offers more open doors for the development of new 

systems whose main aim is to facilitate the lives of individuals and take out the conventional 

complexities confronting them. The proliferation of cloud computing and IoT technologies will 

facilitate new controlling services by handling and processing large volumes of sensory-data streams. 

Cloud computing is expected to support a wide scope of IoT applications; for example, smart homes, 

smart cities, smart e-health services, smart buildings, smart grids and so forth [20]. The cloud and IoT 

are different technologies having different evolutions. The comparisons of cloud and IoT are shown in 

Table 1. They have complementary characteristics due to which a number of researchers are motivated 

to test the integration of these two technologies [13]-[14]. The unlimited resource capabilities in terms 

of processing, communication and storage capacity of the cloud can benefit the IoT and in return, the 

cloud can get benefited from IoT’s rapidly developing services and getting the opportunity to interact 

with real-world objects [17]-[18]. Some of the main features and characteristics which relate to both 

Cloud and IoT include services over the internet, storage over the internet, applications over the 

internet, energy efficiency and computational capability. The features offered by IoT and Cloud 

computing are shown in Table 2. Table 2 aims at explaining the enumerated characteristics of cloud 

technologies that are closely linked to IoT. The observations from Table 2 reveal that IoT 

characteristics that are more influenced by cloud characteristics are sensors in households and at 

airports. Concerning cloud computing, the most affected characteristics are services over the internet 

Table 1. Comparison of cloud computing with IoT [17]. 

ITEMS CLOUD COMPUTING IoT 

Big Data To manage the enormous big data Source of big data 

Storage capabilities Unlimited capabilities of storage Limited or no capabilities of storage 

Connectivity Use of internet for services to deliver Use of internet for the point of 

convergence 

Processing capabilities Virtually unlimited capability of 

computation 

Limited capabilities of computation 

Characteristics 

Ubiquitous (availability of resources 

from everywhere) 

The resources are virtual 

Pervasive (things are at everywhere) 

The objects are of real world 
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and computational capacity. The overall inference that can be drawn is that these two technologies 

contribute more to each other in many of their characteristics. 

 Table 2. Contributions of cloud computing and internet of things [18]. 

2.1 Integration Benefits of IoT and Cloud Technologies 

IoT is bringing revolution to all the application areas and has made a homogeneous impact on the 

technology. However, the integration of IoT with cloud put forth several advantages, some of which 

are presented below [21]-[28].  

2.1.1 Scalability 

One of the biggest advantages of Cloud-IoT integration is scalability. In case of complex infrastructure 

of networks, scaling up needs purchasing extra hardware, investigating extra time and undertaking 

greater configuration and design efforts become difficult. In Cloud-IoT systems, also known as Cloud 

of Thing (CoT), adding new resources mainly boils down to leasing other virtual servers or extra cloud 

space which provides the extra benefit of being rapidly implemented. Moreover, the services of the 

Cloud-IoT platform offer flexibility, providing storage as per requirements and scaling down the 

number of IoT-enabled systems. 

2.1.2 Cost-effectiveness 

Large starting upfront investments and expanded implementation risks in the occurrence of in-house 

IoT systems can be debilitating. Added to that, there is a high concern for the continuous expenses of 

hardware maintenance (upkeep) and IT personnel (faculty). Fundamentally, scaled-down direct 

expenses and an adaptable valuing scheme dependent on real utilization urge IoT-based enterprises to 

change to the cloud. Inside this business model, costs are simpler to anticipate and fewer costs to incur 

about the hardware equipment failures, which in case of in-house IoT systems may create extra 

expenses, not to cite business misfortunes resulting from service halts and downtimes. 

2.1.3 Improved Processing Capabilities 

The limited processing capacity present in IoT nodes and the enormous volumes of data generated by 

these miniature nodes can be stored, processed and analyzed in the cloud. To find out the solutions, the 

cloud provides unlimited virtual capabilities of processing and on-demand services or model of usage. 

There are decision-making and predictive algorithms that can be integrated with the IoT to reduce 

risks and increase the revenue at a lower cost [26]. Further, the pathways for transfer, storage and 

maintenance of data are being created by the cloud. 

2.1.4 Remote Access (Geographic Bound) 

As the growth of the internet is rapid, IoT systems are growing rapidly and are the next step in the near 

future. This way, various tasks, like monitoring, performance check, data collection and software up-

gradations, can be time-consuming and costly processes. However, cloud computing in IoT assists in 

the immediate accessing and storing of data remotely. This is an essential trait and is not bound 

geographically and therefore can allocate recourses quickly at different areas. Due to this advantage, 

there are greater benefits such as that some of the applications can report their status, process the data 

remotely and send remote messages to inform their administrator about some of the incidents, …etc. 

[27]-[30].  

IoT Characteristics Storage over 

Internet 

Service over 

Internet 

Applications 

over  Internet 

Energy 

Efficiency 

Computational 

Capability 
Smart Grids 

X X - X X 

Intelligent Transportation X X X - X 

Sensors installed at homes 
and airports 

X X X X X 

Smart Healthcare - X X - X 

Engine monitoring sensors - X X X X 
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2.1.5 Data Integration 

With the presentation of IoT in business models, organizations are battling with information support. 

The issue is not just because a lot of information is generated from a wide range of gadgets and 

devices, but the variety of information that is being generated by smart IoT devices. Furthermore, 

there is pre-existing traditional information held in these organizations that is being transferred to 

servers through internet resources. The management of diverse information types is a daunting task for 

IT designers and executives, because such information is a significant resource of an organization. 

Cloud computing can help in managing such diverse information from sensors and already held 

information of organizations by providing a framework with practically no constraints that can 

scarcely ever be imperilled, because the information is maintained at various separate servers. Along 

these lines, even in instances of abrupt catastrophes, the cloud will retain the information. Along with 

these benefits, companies are continuously increasing solutions of clouds as trusted and preferred 

approaches.  

3. RESEARCH ISSUES IN CLOUD-IOT

The transfer of data from the real world to the cloud is made possible by the integration of the cloud 

with IoT. However, there are various challenges to achieve integration benefits, such as heterogeneity, 

platforms, services and operating systems, which are particular for the development of new 

applications. The heterogeneity exacerbates when the approaches of multi-cloud are adopted by the 

end-users and thus, improving the resilience and performance of applications to services will depend 

on multi-providers [6]. The big data generated from the expected 50 billion IoT devices in the near 

future requires having more awareness for its secure communication, access, storage and processing. 

The important issues that need to be addressed include: 

3.1 Interoperability 

Interoperability is defined as the ability, due to which heterogeneous devices and platforms can 

coordinate with each other successfully. It is vital for the interconnection of multiple things together 

among different networks of communication. If we consider an example of devices in a home 

automation system that consists of fire detectors, surveillance camera, smoking alarms, entertainment 

systems, lighting systems, …etc., various protocols are needed for these devices to work in tandem. 

However, to achieve interoperability, there are various types of challenges to be encountered and dealt 

with. Some of them are presented below.  

3.1.1 Proprietary Ecosystem 

It is one of the challenges in interoperability, as proprietary protocols are made by some 

manufacturers, thus preventing other companies from utilizing them, which makes it difficult to have 

interoperability. 

3.1.2 Cost Constraint 

It is another challenge in ensuring interoperable services that are generally faced while designing the 

gateway solutions. There are certain issues while designing newer protocols, such as the existence of 

legacy protocols that make it slightly difficult for IoT to use newly designed protocols. Additionally, 

the technical risks of new protocols may have a higher failure rate.  

3.1.3 Scalability 

IoT is entering all fields of application, such as transportation, smart buildings, supply chain 

management, …etc. and the number of devices is increasing rapidly. Therefore, manufacturers are 

keen to think there would not be an issue of scalability, if for a large number of devices, newer 

protocols are needed to provide services [31]-[32]. 

3.2 Connectivity, Compatibility and Longevity 

3.2.1 Connectivity 

Although the vast number of devices in the IoT network are to be linked in the future, this may 



421 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 06, No. 04, December 2020. 

contradict with the current structure of the communication protocols and the underlying technologies. 

Presently, the communication architecture mostly relies on the centralized client-server paradigm to 

connect the different nodes of the network and so far the authentication and authorization seem 

sufficient for the current ecosystem of IoT involving hundreds or thousands of devices. But, when 

there will be billions of devices to join the network, the brokered centralized structure will be required, 

which in turn becomes the bottleneck for performance and unauthorized activities. These systems 

would require a tremendous investment in maintaining cloud servers to manage large-scale sharing of 

information and then all of the systems will go down regularly if the server goes down or is 

inaccessible. It is projected that future IoT will be based on a decentralized paradigm and cloud 

servers shall have the responsibilities of gathering and analyzing the enormous sensed data. Other 

solutions may involve the use of a peer-to-peer communication model, where devices can identify and 

authenticate each other directly and can exchange information without involving brokers. This 

decentralized model will have its challenges, especially in terms of security, but that can be met with 

emerging technologies, such as blockchain technology. 

3.2.2 Compatibility 

IoT involves different technologies with varied compatibilities, which makes it difficult for any 

procedure to compete for becoming standard. It requires extra hardware and software to connect the 

devices. The other compatibility issues are from the non-unified services of the cloud, diversities of 

operating systems and firmware and lack of standard M2M protocols among the IoT devices.  

3.2.3 Longevity 

The persistence of the technologies used to create Cloud-IoT systems is essential for the smooth 

functioning of the deployed systems. In the next few years, some of these technologies will eventually 

become redundant, potentially rendering the nodes that implement them useless or ineffectual. This is 

mainly important, as compared to generic devices of computing having a life span of few years, 

appliances of IoT  (like TVs, smart fridges,…etc.) tend to remain in service for much more longer and 

should be functional even if the manufacturer of theses gadgets goes out of services [32]-[34].  

3.3 Standards 

The technological standards that are used for the proper functioning of devices and to deliver services 

effectively include data collection standards, networking protocols, communication standards and the 

procedures used for handling, processing and storing of data obtained from servers. This type of 

aggregation is to increase the data value by increasing the scope, scale and frequency of data available 

for analysis. The challenges in standardization include developing standards for unstructured data 

handling, leveraging new tools of aggregation by technical skills. The structured type of data, for 

example, is stored in the relational database and queried through MySQL. However, the unstructured 

data is stored in different types of databases consisting of NoSQL without any standard approach of 

the query. In terms of technical skills, companies often face the challenges of shortage of talent to 

make strategy, plan, execute and maintain the systems to leverage unstructured big data [17]. 

3.4 Security 

The fast progressions made in IoT technology are changing lives by connecting a vast number of user 

gadgets to the internet and thereby controlling them remotely. Along with different applications, such 

as e-health applications based on Cloud-IoT, frameworks are more efficient and offer better services to 

the users. However, the usage of Cloud-IoT-based systems demands high security of the data that lies 

within Cloud-IoT infrastructure, as it involves user’s private data. Security and privacy have never 

been as vulnerable as these are currently, with a vast number of systems sending and receiving 

immense amounts of information wirelessly. Therefore, researchers must focus on developing and 

enhancing existing privacy and security solutions for Cloud-IoT-based frameworks; for example, 

schemes of automatic identification, watermarking, active smart-monitoring and verification of 

fingerprint schemes [35]. Among the various security issues, one of the important and concerning 

challenges is to minimize IoT node resources that are consumed by security protocols and to reduce 

the security vulnerabilities, attacks and threats. Another essential security issue is to provide the rules 

for authorization and the polices to ensure that sensitive data is accessed only by authorized users, 
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which is pivotal to maintain the privacy of users, particularly when there is a need for integrity to be 

guaranteed. Data integrity is concerned as the vital element that affects not only the quality of services, 

but also the majority of security and privacy issues related to it, such as outsourced data, legal aspects, 

large scale, monitoring and performance. Additionally, several other issues exist, such as lack of trust, 

location of physical data and information concerning Service Level Agreements (SLAs) when IoT 

applications are moved to the cloud. The leakage of information can also happen due to multi-tenancy, 

which can result in unauthorized effects. Furthermore, key-based cryptographic algorithms, such as 

public-key algorithms, cannot be applied to IoT devices because of the imposition of constraints in 

their processing power, battery capacity and memory. Specific attention to the growing challenges is 

also required; for example, there is a possibility of new attacks, such as SQL injection, cross-site 

scripting, session hijacking and side-channel attacks, to occur. Moreover, there is much vulnerability 

that includes virtual machine escape and session hijacking, which are problematic to Cloud-IoT 

infrastructure [35]-[36]. These issues need to be addressed before the Cloud-IoT paradigm will be 

fully implemented and adopted by the general user group. 

4. SECURITY AS A RESEARCH ISSUE IN CLOUD-IOT

Among the research issues discussed above, security is pivotal, because the connected devices having 

internet connectivity monitor the user devices continuously, which may harm user privacy if that data 

is leaked to unauthorized users. A large amount of personal data is generated by smart IoT devices; 

therefore, users need to know that their information is secure and safe and the business has legal 

responsibilities to keep information secure. IoT systems facilitate the association of both large and 

small frameworks together and utilize the internet for communication. Users want to be sure about the 

security of their IoT gadgets before adopting them fully in their usage. IoT frameworks are inherently 

vulnerable to outside attacks, because the IoT systems use conventional networks to connect 

everything wirelessly. Researchers are actively working to find viable solutions for many security and 

privacy issues in Cloud-IoT systems; however, these issues need further investigation, so that user 

privacy is not compromised [35].  The various security issues that arise in Cloud-IoT include the 

common and important issues of Confidentiality, Integrity, Availability of sensed data and the 

Authentication of devices and data itself. Cloud-IoT is a growing technology and is not much more 

developed to overcome many issues yet, including security. There is much importance of security 

when developing the solutions of Cloud-IoT, as there are possibilities of many attacks to happen in the 

development phase. Without addressing security issues properly, users hesitate to adopt the Cloud-IoT 

technology in their day-to-day life, as it can harm their privacy; for instance, in a smart health care 

system that needs to have time-to-time valid data of patients for their continuous observation and if 

this data is damaged by attackers, this can cause serious outcomes, such as wrong medication leading 

to the death of a patient. Similarly, in smart homes, personal data may be breached for any harm, 

intelligent transportation may be hijacked to cause accidents, …etc. Security in Cloud-IoT is a core 

issue that needs to be addressed, because the private data available at the cloud or in-transit to the 

cloud from IoT devices can be exploited by hackers, leading to unauthorized effects.  

4.1 Threats to Security and Privacy in Cloud-IoT 

The integration of IoT and cloud brings a lot of vulnerabilities due to the involvement of user-specific 

miniature devices and associated limitations. Privacy preservation is always a fundamental human 

right and in a business context. It is said to be a protection of customer information to use it more 

appropriately. The security and privacy of the information used in case of business entities need to 

follow the application laws, policies, standards and the process by which personal information is being 

managed. In this notion of security, it is referred to as information security defined by ISO 27001 

standards for the preservation of confidentiality, integrity and availability (CIA) of information. Non-

repudiation, reliability, accountability can also be deliberated as need-based security [38]-[39]. Some 

of the most common threats to security and privacy are illustrated in Figure 4 [40]-[41]. The brief 

descriptions of these threats are presented below.  

4.1.1 Threats to Security 

Communication Threats: The communication channel may be abused by attackers and intruders to 

launch various attacks. The following threats are likely to occur in this category: 
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Figure 4.  Security and privacy threats in cloud-IoT [40]. 

a) Denial of Service:  Denial of Service (DoS) can be launched over the Cloud-IoT infrastructure in

order to reduce the execution of the expected functional capacity of the network, through resource 

exhaustion, hardware failure and software bugs. DoS attacks are more prominent to the IoT devices in 

Cloud-IoT infrastructure because of the inherent resource limitations in these devices.  

b) Eavesdropping: It refers to the interception of private communications by unauthorized users in real

time. Attackers can gain access to the communication channel in order to overhear the secret 

communication among different network entities.  

c) Spoofing Attack: It is an attack where an attacker impersonates and pretends to be an attacker to

gain access to restricted and privileged services and bypass existing security and authentication 

mechanisms. This attack is usually a starting point for a more impactful attack, in most cases, a DoS 

attack. Such attacks are common to internet-connected devices and therefore make an important attack 

scenario in the Cloud-IoT system as well which needs to be addressed [41]-[44]. 

d) Man-in-the-Middle Attack: It is the common cybersecurity attack that establishes security credenti- 

als with the sender by impersonating itself to be the receiver. The sender expects to be communicating 

with the receiver device; however, the information exchange is happening with the attacker that is 

present between sender and receiver. The attacker then sends the altered messages to the receiver. 

e) Replay Attack: This attack relies on an insecure network, in which the attacker captures the data

packets and then forwards them at a later time to produce unauthorized effects at the receiver device. 

The transmission of data is interrupted or replicated by the malicious party, who intercepts the data 

and retransmits it. A replay attack is possible on a communication protocol when data freshness is not 

provided. Thus, the network could be secure with respect to authentication, confidentiality and 

integrity, but does not provide data freshness to mitigate replay attacks.  

Physical Threats: These refer to the incidence of harming the devices physically to damage the 

network devices, resulting in the loss of system and information. The following attacks can be 

launched under this category: 

a) Device Capture: The attackers can capture legitimate IoT devices in order to extract the information

held in these devices before it has been transmitted to the secure system for storage. The attackers can 

also extract the security keys and the shared secrets at IoT devices. The legitimate IoT devices are 

destroyed by damaging their radio-module and by deleting their memory, which can result in severe 

damage to Cloud-IoT infrastructure. 

b) Node Damaging: Having easy access to physical devices, an attacker can damage any of them

physically, which makes them unable to sense and transmit the data. DoS attacks can also be launched 
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if more devices are damaged by an attacker, so that the entire Cloud-IoT system will become useless 

and incapable of providing any type of services. 

Data Threats: Data threats are considered as common threats for every internet user. The most 

common threats are: spams, disabling security settings, data corruption and data stealing. The 

following are the likely threats under this category: 

a) Threats during Retrieval, Transfer and Storage of Data: If an attacker gets physical access to an IoT

device, then he/she can access the raw sensed data available at devices using micro-probing or reverse 

engineering techniques. Usually, Cloud-IoT needs to transfer the data at IoT devices to the cloud for 

storage and processing; therefore, there is a greater risk of data tampering during the transfer of data to 

the cloud [45]. 

b) Unauthorized Device Deployment: The attackers can deploy their own devices in the network and

send false or infected data to the cloud, resulting in corrupting the entire data that is stored at the 

cloud. Therefore, the establishment of device authenticity in Cloud-IoT systems is mandatory and if 

any device fails to prove its authenticity, the data from that device shall not be accepted.  

c) Data Loss and Leakage: Events happening accidentally, such as fire, deletion of data by the service

provider, earthquakes, …etc. causing loss of critical data. The data can be leaked to unauthorized users 

accidentally, which can be protected by encryption mechanisms. 

d) Data Breach: In this attack, the data can be accessed by unauthorized entities from inside or outside

of the system. All types of Cloud-IoT data do not have the same level of sensitivity, as some financial 

data is more sensitive than other publicly available data and therefore needs to be more protected. 

Provision of Service Threats: In Cloud-IoT, many services are used to ensure the operations to 

happen smoothly, but the threats related to them include the following: 

a) Unidentified Users:  Services provided by the cloud must ensure that unidentified and unauthorized

users cannot gain access to the data being sensitive or not; otherwise this may result in corrupting or 

authorization of the entire Cloud-IoT infrastructure [42].  

b) Identity Theft: In this attack, attackers can access the services and resources, which were otherwise

restricted to the user, by gaining access to the credentials of valid attackers that can make the victim 

accountable for the attacker’s actions [46]. 

c) Compromising Interfaces: It is considered in the top threats of Cloud-IoT, because the APIs are

always distributed by the cloud providers to help consumers retrieve data and get access to other 

services. If the interfaces are not well protected, the attacker can easily get their weakness to be 

exploited and so -by attacker’s data- launch fraudulent services [45]-[47]. 

Other Threats: Various other threats are not related to the defined categories and some of them are 

presented below: 

a) Malicious Insider: In Cloud-IoT systems, sometimes the attacker having valid authentication and

authorization credentials may harm or attack the secret information at network devices by perpetuating 

the malicious activity on the network. This way, he/she can exploit the access to abuse services. 

b) Shared Technology: In Cloud-IoT systems, there exist several shared resources that can be used

remotely. Using the shared resources through virtualization can allow access of other Virtual 

Machines (VMs) of other users, which occurs due to vulnerabilities in VM monitor that may be 

exploited by malicious users to gain access to the other valid users’ VMs. 

c) Cloud Computing Abuse: The biggest advantage of cloud computing is that a user can have huge

computing power available that is allowed by the organization, which can assist malicious users to get 

an opportunity to launch varied attacks. A single attacker can even get many resources of computing 

on-demand to launch a DoS attack to other cloud service providers [48]. 

4.1.2 Threats to Privacy 

The evolution of Cloud-IoT emerges new ways of interaction that concern various privacy and 

security issues based on technologies and features that are used to deliver Cloud-IoT services. Many  
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threats can be exploited to harm the privacy of users in Cloud-IoT systems. Some of the likely threats 

are presented below: 

a) Vulnerability in Applications: If companies do not consider the vulnerabilities in delivering the

application patches or even complete applications, the hackers or attackers can exploit these 

vulnerabilities to enter the system and create unauthorized effects. 

b) Unaware Identification: IoT devices can be used to collect user data without their knowledge, which

can be achieved by using undisclosed small-sized cameras or sensors in users’ devices or surrounding 

areas. The data collected can be used to identify the user and his/her associated attributes, which is the 

real threat to user privacy [39]. 

c) Lack of Control: Once the data is collected and uploaded on the cloud, sometimes it is possible to

have either limited access or no access to it and in other words, it can be said that the control over data 

is sometimes lost. The ubiquitous process of sense makes it difficult for users to give their consent to 

collect data or the actions to be performed after the collected data has been processed and analyzed. 

Additionally, it becomes a challenging task to create rules for access control to protect privacy. To 

have keen attention to the preservation of privacy in any system, consent is considered as a major 

requirement for the collection, storage and processing of personal information [49]. 

d) Unauthorized Disclosure: The use of cloud infrastructure might impact the users when cloud

providers experience difficulties to get the consent about user data collection and processing which 

may result in unauthorized disclosure of sensitive data. 

e) Incorrect or Out-dated Personal Data: It is to be resolved if there is any out-dated or incorrect data

in the system; for instance, a patient in an e-health system has been diagnosed with some illness which 

gets cured after some time. If this kind of information is not updated in the database, the treatment in 

accordance with the previous report will be harmful to the patient. Similarly, companies should 

maintain data accurately and update it frequently. 

5. STATE-OF-THE-ART SECURITY MECHANISMS IN CLOUD-IOT

The security of Cloud-IoT systems depends on the type of application they are used in. For example, 

in a smart home application, the security of the latter relies on various things, such as the security of 

the devices themselves, the security of the wireless infrastructure where these devices are connected 

(e.g., the home Wi-Fi network), the security of the wired network that connects the smart home to the 

Internet and the security of the cloud service that the homeowner is subscribed to. Similarly, in e-

health application, the security of such a system depends on the security of network infrastructure 

where medical sensors are deployed, the mobility of patients, the cloud service to which patients and 

doctors are subscribed to, the security of the medical sensors and the devices that doctors use to 

monitor and prescribe medicines to patients and the security of network infrastructure through which 

electronic health records are exchanged. In all applications of Cloud-IoT systems, the user data needs 

to be protected from attackers and thus, the security solutions are developed so that the sensitive data 

is protected from attackers. The IoT security solutions involve the secure architecture of multiple 

levels that use important features of security in IoT across four different layers which are briefly 

defined below:  

a) Device Level Security: Device level security refers to the hardware level solutions of IoT. The

security components in this level include chip security, secure booting, device identity and 

authentication and physical security.  

b) Communication Level Security: Communication level security refers to the security of the

connection medium through which data is transmitted and received. The security components in this 

layer include access control, end-to-end encryption, intrusion detection and preventions and firewalls.  

c) Cloud Level security: It refers to securing the software backend solution of IoT. Cloud-IoT

providers are expected to provide security from major breaches of data itself. The security components 

in this layer include platform security, data at rest and verification of application integrity.  

d) Lifecycle Management Securities: Lifecycle management securities refer to securing the continuous

processes that are required to keep the IoT solution’s security up-to-date. The security components in 

this layer include policies and auditing, risk assessment and secure decommissioning.  
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The security mechanisms based on cryptographic protocols need to play an important role at all levels 

of security enhancement. The detailed view of security encryption mechanisms and the protocols 

being used are discussed below. 

5.1 Encryption Mechanisms 

Most of the components of Cloud-IoT systems, such as IoT devices, storing devices and cloud are 

vulnerable to different attacks. Attackers can find the location of any network node or device on the 

network and can easily harm it. These situations can be avoided using encryption mechanisms, such as 

enciphering the data and its storage location and transferring the encrypted data among devices instead 

of unencrypted data [50]. Stored data in data warehouses can also be attacked; therefore, the need for 

strong encryption mechanisms is required. Various secure and popular cryptographic algorithms are 

implemented for internet security and some of them are shown in Table 3 [51]-[52].  

Table 3. Cryptographic algorithms suite [51]. 

Algorithms Purpose 

Rivest Shamir Adelman (RSA), 

Elliptic Curve Cryptography (ECC), 

ECDSA 

Confidentiality, 

Digital Signature 

Advanced Encryption Standard (AES) Confidentiality 

HMAC, SHA-3, BLAKE-3 Integrity 

Diffie-Hellman (DH) Key Agreement 

AES  is given the first option of all the standards, as it can be used at all layers of IoT for imparting 

security, while ECC is viewed as another primitive used at the physical layer, network layer and 

application layer. The protocols that employ AES as a security construct include Constrained 

Application Protocol (CoAP), which is used as an application layer protocol for the Internet of Things, 

Bluetooth-Low-Energy version 4.2 (BLE 4.2), Internet Protocol version 6 (IPv6), 6LoWSec and 4G 

[53]-[54]. The different security policies are chosen in accordance with the application demands, such 

as whether end-to-end encryption is required or not. End-to-end encryption provides high-level 

security, wherein the sender and the receiver can only read the message content and none in the middle 

can get the message content. In traditional networks, TLS/SSL and IPSec protocols are commonly 

used to provide authentication, integrity and confidentiality services to communication messages. 

IPSec is designed to provide security at the network layer either in transport or tunneling mode, 

whereas the TLS/SSL protocol is used to provide security services at the transport layer. TLS/SSL or 

IPSec protocols can be used by the applications to access the internet via encrypted details of 

authorized users. Weak APIs and interfaces are attractive attributes for attackers to capture or sniff 

packets. The most important security construct for users in Cloud-IoT is the availability of network 

services. A potential attack to availability is the DoS attack, which is launched through the flooding of 

packets to exhaust network resources. Researchers believe that Cloud-IoT is more vulnerable to DoS 

or Distributed Denial of Service (DDoS) attacks, as it is shared by many users, which can be reduced 

by monitoring user requests. Before processing the request, prior identification of undefined requests 

or duplicated messages shall be erased [51], [55]-[58]. 

5.2 Different Ways of Handling Cloud-IoT Security 

There are different methods to handle the security concerns which mainly rely on cryptographic 

protocols and some of the ways to handle Cloud-IoT security challenges include:  

a) Cloud-IoT security analytics: It involves collecting, correlating and analyzing data from various

sources that can help security providers identify threats and nip them up. 

b) Public Key Infrastructure use: It includes the set of policies, hardware and software means that are

needed for the creation and distribution of digital certificates, which are essential components for 

various public-key schemes. To be an effective solution for Cloud-IoT security, this method has 
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proven successful over the years. Some of the Public Key Infrastructure (PKI) methods are used for 

the management of private or public keys and X.509 digital certificates. 

c) Ensuring protection of communication: The communication of sensitive information in IoT needs to

be protected from hackers and attackers, which can otherwise lead to unauthorized effects. 

Cryptographic algorithms, such as AES, ECC and RSA are the most widely used encryption 

algorithms. 

d) Ensuring authentication of devices: Device authentication is essential for ensuring that malicious

data is not injected into the network by malicious nodes, which can result in damaging the crucial 

information in the network. Two-factor authentication, digital certificates and biometrics are the basis 

of authentication to reduce vulnerabilities. 

5.3 Existing Security and Privacy Solutions of Cloud-IoT 

The existing security techniques proposed in the literature to ensure security and privacy in Cloud-IoT 

systems are presented in this sub-section. 

Authors in [59] presented that developing confidential infrastructure for Cloud-IoT applications is 

very expensive in comparison to the low-cost infrastructure of the public cloud, due to the large 

amount of data generated by IoT. Therefore, more public clouds are used for processing tasks even in 

case of sensitive data, which leads to increased concern for maintaining the confidentiality of data. 

One of the ways to mitigate the concern of confidentiality is to encrypt the data at the source and then 

send it to the cloud for storage purposes only. One of the promising approaches proposed to overcome 

this bottleneck is Partial Homomorphic Encryption (PHE). In this paper, a scheme for confidentiality 

preserving continuous query execution in an un-trusted cloud through API initiative that allows 

programmers to focus on the analysis of automatic homomorphism, the logic of applications and 

original techniques of compilation, has been proposed. In Zhu et al. [60], the scheme of data integrity 

is proposed with the combination of ZSS signature and is related to security, privacy and scalability to 

meet the requirements of computation and storage functions of analytical applications with big data. 

The remote integrity is implemented while using the ZSS signature. With the use of the ZSS signature, 

the computational overhead is reduced compared to BLS algorithms. This represents the solution with 

less overhead in terms of communication and computation than in current RSA and BLS-based data 

integrity solutions. Authors in [61] proposed a security framework for the Cloud of Things (CoT) that 

addresses some of the identified security issues in the existing CoT environments. The proposed 

framework provides several advantages in terms of efficient resource usage, data prioritization, data 

delivery timeliness and an adequate security level to sensitive data. A confidentiality-preserving 

system for CoT has been proposed in [62], which uses the Partial Homomorphic Encryption (PHE) 

mechanism to encrypt the data. The proposed system enables programmers to concentrate on 

application logic, compilation mechanisms, homomorphism evaluation and optimized resource usage. 

Authors in [63] have designed a deep reinforcement learning-based malware propagation model. The 

developed model has been assessed for energy consumption vs. number of nodes, average infections 

over time, node mobility over time period and propagation speed.  

In [64], the proposed architecture to achieve availability is ascertained through the execution system 

based on the Open-STACK. To ensure availability, a template-based cloud framework has been 

proposed, which can configure fault identification and recovery measures automatically according to 

different services and features. According to the characteristics and services, proposed method 

applications were allowed by the templates and the feasibility methods were demonstrated with the 

existing architecture via comparison. In [65], an authentication scheme has been proposed, in which 

the biometric parameters are combined with the user credentials. The additional key is generated for 

the ECC algorithm for improving its security level. Normally, in ECC, only two keys are created that 

are public and private; however, in improved ECC, an additional secret key is generated. This 

additional secret key achieves the requirements of security, like low encryption, computation and 

decryption time overhead. Authors in [58] proposed the concept of secure trusted things aiming to 

reduce the security and privacy concerns in Cloud-IoT systems. It includes an encryption mechanism 

that involves less overhead. Authors in [66] have proposed a lightweight security scheme for IoT, 

wherein the energy-efficient and simple cryptographic operations are used. Authors in [67] proposed a 

security scheme for smart home systems based on Cloud- IoT infrastructure. It proposes group key 
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management for smart home system. Here, the proposed scheme ensures secure data transfer via 

symmetric key cryptography. The analysis of the proposed security scheme depicts that it is easy to 

implement, energy-efficient and flexible.  

In [68], integration of secure and intelligent security architecture is proposed for the Cloud of Things, 

in which users are able to access applications in the cloud. Elliptic Curve Cryptographic (ECC) has 

been used to provide security services. Authors in [65] designed biometric authentication for a multi-

cloud sever environment. The core building blocks in their scheme are biometric-based hashing and 

ECC. In [69], the security and privacy challenges are investigated and discussed by introducing the 

fog computing in IoT. In this investigation, the authentication issue has been considered as the main 

challenge with the context of Cloud and Fog computing that is coupled with the applications of IoT. In 

[68], an adaptable model has been proposed for securing communications in Cloud-IoT systems in 

contrast to existing pre-configured solutions. It defines the operations of secure communication to 

agree dynamic and autonomous security protocols and keys of cryptography. Authors in [70] have 

analyzed the effect of mobility on the authentication and have used Forwarding First (FF) Protocol and 

Authentication First (AF) Protocol in their analysis. The results depict that mobility affects these 

protocols in terms of delay and energy consumption. In [57], privacy preserving in message 

forwarding scheme is constructed for Cloud-IoT systems that are intended to improve efficiency and 

privacy of transmission. They have developed the architecture of the cloud server having two layers in 

order to improve the efficiency of communication of clients. In [18], the secure Cloud-IoT method is 

proposed. The authors conducted the survey based upon the security issues in technologies involved in 

both Cloud and IoT. After discovering the benefits of cloud and IoT, the authors have surveyed the 

security challenges in the Cloud-IoT system and proposed a method that improves privacy and 

security issues in Cloud-IoT. In [72], a list of security solutions, such as the use of private cloud with 

the parameters of enterprise, session container use, encrypted content and cloud access broker 

visualization of security at the run-time, have been presented. These solutions are used for different 

application demands and are expected to improve the overall security of Cloud-IoT-based systems.   

6. PRIVACY AND SECURITY OPEN CHALLENGES

It is imperative to manage access, communication and use of available resources of IoT and make 

efficient protocols and standards for such resource-limited devices. The information that IoT devices 

gather shall be protected from unauthorized access. There is a need for crucial technologies to protect 

the individual’s privacy and security in the context of Cloud-IoT while having reliable and efficient 

communication between IoT and cloud infrastructure. It is observed that the benefits of the integration 

of cloud and IoT have also generated new sets of research challenges. Therefore, there is a further 

requirement of transformation in technologies of cloud to manage the flow of data and ownership of 

data source within Cloud-IoT. The data is also accessed by third parties while having virtualization of 

IoT resources, a new type of interrogations with the regard to data ownership and trustworthiness of 

data is needed to be addressed. Furthermore, eavesdrop and monitoring of people without their 

knowledge and consent is another serious problem. 

In Cloud-IoT systems, ad-hoc connections and backend cloud communication are commonly 

occurring activities which demand security.  Authors in [73] presented that there is a need for an 

agreement protocol for secure communication that allows the communicating entities to have a mutual 

agreement based on keys and cryptographic algorithms. In the Cloud-IoT environment, there is a need 

for adaptable and flexible agreement mechanisms because of storage, bandwidth and computational 

limitations in IoT. The major obstacles and challenges to practical security in Cloud-IoT systems are 

given below: 

a) Dynamic Cycle of Activity: Different roles and functions can be taken up by connected IoT devices

depending on the security challenges in Cloud-IoT systems. The data may be directly transmitted to 

other devices or cloud servers.  

b) Interaction of Heterogeneity: Cloud infrastructure is provided by different manufacturers who use

different sets of protocols, technical requirements and standards, which puts hindrances for the 

interoperability among connected device platforms as well. Because of heterogeneity of the protocols 
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and technological features of the interconnected devices, it is important to implement new security 

algorithms in order to ensure safe communication of sensitive data.  

c) Provision of Antivirus: Antiviruses are usually used in traditional networks to protect personal

computers from attacks and malware. These are memory-consuming and put a great challenge for 

being used in resource-limited IoT devices.  

To make Cloud-IoT a successful technology, various identified research issues need to be addressed 

by the research community to make Cloud-IoT globally adopted.  

7. CONCLUSION

The new and growing technology known as Cloud-IoT or Cloud of Things (CoT) is going to make a 

huge impact in the future. Both these technologies vary in their characteristics and features but 

aggregating them together brings several benefits, such as minimization of effort, less costs to incur on 

hardware, interacting with real-world entities and the like. IoT generates massive data that cannot be 

stored in IoT device memory or on simple servers; therefore, bringing the cloud into the picture solves 

big data issues in IoT. On the other hand, IoT assists the cloud to be able to interact with real-world 

objects. However, the integration of the two technologies brings several research issues that have been 

highlighted in this paper and the pivotal research issue that has been observed is the security issue that 

arises due to the amalgamation of cloud and IoT technologies. In this paper, different threats to 

security and privacy have been identified and the relevant existing security mechanisms have been 

presented. Further, open security and privacy issues have been identified, which requires further 

research efforts in order to address these issues.  This paper can act as a baseline for research needed 

in the area of security and privacy issues in the Cloud of Things paradigm. 
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 ملخص البحث:

ا   ص ييييي ال  ييييي ف اي ييييي إا فييييي اليييييالال يويييييصرال ييييياااتشبيييييإاّيويييييصالشيويييييف ا ل   ييييي   رافييييي   

 يلليييييي الييييييشت ال ييييييااعييييييف  ايوجش ش  ييييييفال ايلش ييييييفة ا يييييياال الييييييفشةال  وجش ش  يييييي ال اش ييييييش  ال

ل اات ا ييييي  اا ي ويييييش ا   ص ييييي ال  ييييي ف ا ييييي ال عييييي  ا  ويييييل اّ ي يييييعفال ييييي ي را ييييي ايويييييش ال عييييي   ا

 لةافصتيييييييي  ا  عيييييييفال ايييييييي ت اعلييييييياا ت ييييييييف ال ايلش ييييييييفةا   ا ييييييي    اّا ييييييييال ا  وف  و يييييييي  اا ف تييييييي  ا

سييييي ال  ا ي ا تييييي ا   ص ييييي ال  ييييي ف اعلييييياال عيييييفا     ييييي ال ا سش ييييي ال ييييياال عييييي  ال يييييص اّويييييشت ا 

 ييييي ال عييييي  ا ا تييييي  ال اويييييف تا ييييي ال يييييواص يييييف  ال ايف لييييي ا  يييييي ال   ييييي ت ا  ويييييف تال  ف ييييي  ا

  اشلص يييييييي اليييييييياكال ا يييييييي    لةراتاويييييييي ال يييييييي   ل ال  وجش ش  ييييييييفال اف ايييييييي ال ايص فيييييييي اّف  ش يييييييي  ا

يييييي اييييييفات يليييييي اّف ايف ليييييي ا فّ  ا  سييييييع  ا تييييييف ا   ص يييييي ال  يييييي ف اع ييييييصاي   ييييييإا   ل فييييييي اف ل س 

ا ل    ت  

فييييي الييييياكال شت ييييي راياييييي ا جف  ييييي ا يييييص ت ا  يييييلال سييييي فّ ا    ص ييييي ال  ييييي ف ا ل  شل ييييي ال ا  ي  ييييي ا

 ييييي اليييييالال ييييي  ل ا  يييييفف ال يييييااب ييييي رايييييي  اي  تييييي اعييييي  ا  يييييفتفاّ   ييييي ايج ييييي ا ييييي ال ييييي  لال ا يييييفتا

ال ا يييييف  ا ييييي ا  يييييف ال  ييييي ال ال  وشبييييي  الييييي ا    ييييي  ا ييييي اّييييي  الييييياكال ا يييييفتفرا يييييشلاال  

يييييي  فّ  رال  يييييي ا يييييي ال ا ييييييفتفال ا شتتيييييي ال جف ايييييي اعيييييي ا  ييييييلا   ص يييييي ال  يييييي ف ا ل  ش يييييي  ال س 

ي  ييييييفمال يييييياا يف ليييييي ا لييييييي ال يييييي  لا ف  ييييييف  ا ايييييي ا ييييييص اي  تيييييي ال  ع تيييييي لةال ا يلايييييي اّييييييف   ا

ا ل  وشب  اراصافاي اّ واآ   فةال   ال اف ا اف الاكال شت   

يسييييييلقال شت يييييي ال  ييييييش اعليييييياال ا ييييييفتفال     يييييي ال ا  شليييييي ال اصي  يييييي ا يييييي ا فل يييييي ال ييييييص را

ّييييييف   ا ل  وشبيييييي  افيييييي ال  تايييييي ال  يييييي اياييييييش اعليييييياا  ييييييلا   ص يييييي ال  يييييي ف ا ل  ش يييييي  ا

ل سيييي فّ   ا تاويييي ا عيييياكال شت يييي ال ايوييييش ال ف ييييف ا ل  ييييوال يييياااي ييييص ال  ف يييي ال  يييي افيييي ا لييييف ا

ا( CoT  ف ا  فتفال   ا ل  وشب  اف ا   الاكال  تا ا)  فّ ال 
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ABSTRACT 

Numerous benefits of depth estimation from the single image field on medicine, robot video games and 3D 

reality applications have garnered attention in recent years. Closely related to the third dimension of depth, this 

operation can be accomplished using human vision, though considered challenging due to the various issues 

when using computer vision. The differences in the geometry, the texture of the scene, the occlusion scene 

boundaries and the inherent ambiguity exist because of the minimal information that could be gathered from a 

single image. This paper, therefore, proposes a novel depth estimation in the field of architecture, which 

includes the stages that can manage depth estimation from a single RGB image. An encoder-decoder 

architecture has been proposed, based on the improvement yielded from DenseNet that extracted the map of an 

image using skip connection technique. This paper also takes on the reverse Huber loss function that essentially 

suits our architecture hand driven by the value distributions that are commonly present in depth maps. 

Experimental results have indicated that the depth estimation architecture that employs the NYU Depth v2 

dataset has a better performance than the other state-of-the-art methods that tend to have fewer parameters and 

require fewer training time. 

KEYWORDS 

Depth estimation, Single image, Deep learning, Encoder-decoder. 

1. INTRODUCTION

Numerous benefits in the use of depth estimation from the single image field on medicine [33], robot 

video games [4] and 3D reality applications [15] have resulted in a spike of interest to the operations 

of 3D in recent years. Closely related to the third dimension of depth, this application can be 

accomplished using human vision, but is considered challenging through the computer vision. However, 

the differences in the geometry, the texture of a scene, the occlusion scene boundaries and the inherent 

ambiguity could not be captured in depth when employing a single image [26]. The estimation of 

depth is essential to obtain the ideal distance for each pixel in a single image between an observer and 

the visual detail [15]. Traditional algorithms that manage monocular images in recognising the 

dimension of depth, which include Structure from Motion (SfM) [27], as well as differences in shading 

and lighting of images [28] [1], require specific environmental assumptions. Besides, there are other 

issues related to finding the depth of the images, such as determining the heterogeneity of the depth 

[3] and the quality image processing after identifying the depth [22]. Initially, researchers have 

focused on the stereo vision to acquire depth estimation by using multi-view images [20] [32] [21]. 

Nevertheless, this method appears to have several setbacks, such as low efficiency of depth estimation 

due to blind region repetition and unmatching texture at areas of the same point. Since then, the use of a 

single image for depth estimation has been given much attention [7] [18] [9] due to the manageable 

cost, specialized equipment in use and flexibility in capturing the image. The devices, though light in 

weight, are reliable. By adapting Markov Random Field (MRF) [24] and Conditional Random Field 

(CRF) [19] [16] [29], the first algorithms; superpixels, are created to be used in discovering the 

depth from a single image. 

Recently, deep learning has been used in computer vision tasks and proven to be useful in obtaining 

satisfactory results. The Convolutional Neural Network (CNN) of deep learning was receiving much 

attention for handling computer vision applications, such as object recognition [11] [13] [30] and 

segmentation [6] [17] [12], due to the self-learning feature. A study [7] has proposed a framework 

that would be the first to integrate CNN for depth estimation through multi-scale CNN. However, the 

framework took a long time to produce a depth estimation for each image. Since then, many methods 
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based on CNN had been proposed, as reported in a study by Eigen et al. [7]. Several researchers [16] 

[31] suggested a framework that merged CNN and CRF methods. CNN would extract features from 

the image and CRF would provide the final result of the prediction. However, these algorithms had 

high computation time and issues with the inferences. 

The process of creating a CNN that contained multiple layers was also complicated due to the 

emergence of gradient vanishing problem in the training process. Many studies were affected by the 

increase in the number of these layers in CNN, which demonstrated a positive effect of obtaining 

high performance [14] [10] [2] [8]. The ResNet architecture designed by He et al. [11] was adopted 

in a study by Laina et al. [14] to observe up-sampling blocks for depth estimation, which found that 

the property related to translating invariance that existed in deep CNN may adversely affect the 

process of depth estimation. This issue, however, could be overcome by a skip connection technique 

[5] [2] [23]. The researcher in [2] utilizes the DenseNet [13] to determine the depth of a single image. 

Despite that, this algorithm was needing a long computation time, due to adopting DenseNet [13]. 

Hence, this paper intends to use a novel depth estimation architecture that can discern depth 

estimation from a single RGB image to improve the accuracy of depth estimation and reduce the 

number of parameters, which affects reduced computation time and is efficient even with the use of a 

huge dataset. This architecture consists of many stages, whereby firstly an encoder-decoder 

architecture has been improved from DenseNet [13] to deal with some implied problems in DenseNet 

that still exist, such as recognition of layers that have failed to have enough training, recognition of 

layers that have had more focused training and the use of a large filter size for the first convolution 

layer. Then, the standard loss function can be observed and adopted. The evaluation of depth 

estimation tends to be carried out by employing four types of measurements, which are average 

relative error (rel), root mean squared error (rms), average (log10) error and threshold accuracy. The 

algorithms in the proposed architecture of this study were also compared to algorithms used in other 

studies, such as Eigen et al. [7], Laina et al. [14], Alhashim et al. [2], Hao et al. [10], Wang et al. 

[29], Ren et al. [23] and Carvalho et al. [5]. The results from the four types of algorithms in 

measurement are described before concluding the observations of this study. 

2. METHODOLOGY

This paper deals with investigating depth estimation of a single RGB image using an end-to-end 

learning architecture that produces a direct mapping of RGB in depth, as shown in Figure 1. 

2.1 Encoder-Decoder Architecture 

Figure 1 shows the proposed encoder-decoder architecture for depth estimation from a single RGB 

image. Many researchers have argued that the performance of the CNN architecture may increase with 

the depth of the CNN architecture. Nevertheless, stacking many layers on the CNN architecture cannot 

guarantee improved performance of the network and may alternatively lead to a significant decrease in 

performance. This issue exists because of the gradient vanishing problem during the training phase 

[24], which happens when the CNN architecture is stacked with too many layers. By using the 

DenseNet, the vanishing problem can be avoided through a connection between the layers. However, 

the DenseNet has been found to disregard the activation layer during the backpropagation process, as 

there is no formula within the parameters of DenseNet that describes the changing process, which 

leads to reduced accuracy in the gradient formula. The formula used in the DenseNet may not 

ascertain the layers that need more training than others. The novel architecture proposed in this study 

has improved the DenseNet [13], as shown in Figure 2, by simplifying and analyzing forward and 

backward propagation. The new rules of the different parameters in the DenseNet are obtained based 

on the new gradient formula in determining the layer that needs more or reduced training. A filter size 

more suitable than DenseNet is also selected to extract high and low levels of the features from the 

input image and the reduction parameters requirement, which leads to a reduced computation time 

based on the Formula 2. 

 DenseNet Analysis

The connection between the layers through the gradient formula [13] is the key to solve the gradient 

vanishing problem. However, there are challenges when directly inferring forward and backward  
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Figure 1. Encoder-decoder architecture for depth estimation from a single RGB image. 

Figure 2. (a) DenseNet architecture 169 and (b) Improved DenseNet architecture. 
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propagation of DenseNet through gradient formula. Therefore, forward propagation and backward 

propagation of the DenseNet within a network addressing gradient vanishing are analyzed. 

o Forward Propagation Analysis

The total loss function in the DenseNet is calculated using the square of the difference between the 

predicted output and the ground truth, as represented in the following formula: 

𝐿 =
1

𝑁
∑ |

𝑐

𝑖=1

�̂�𝑖 − 𝑦𝑖|2 =
1

2
∑ |

𝑐

𝑖=1

𝑒𝑖|2  (1) 

where N = The normalization term, yi= The ground truth value, ŷi = Predicted value, ei= yi − ŷI 

and c = Number of classification layers. 

Forward propagation, which is the first convolution layer the DenseNet, is represented by the following 

formula: 

𝑠0 = ∑ 𝑥𝑖 . 𝑤𝑖

𝑛

𝑖=0

                                                                      (2)

The dense block (DenseB) contains the h(.) function that has three operations: Batch normalization 

(BN), Rule layer and convolution kernel, which is a set of the first input layer [s0, s1, ......, si-1], where 

each layer receives the maps of the feature from all previous layers as input, as demonstrated by 

Formula 3. 

DenseB = 𝑤1ℎ1(𝑠0) + 𝑤2ℎ2(𝑠0, 𝑠1) + 𝑤3ℎ3(𝑠0, 𝑠1, 𝑠2) + 𝑤4ℎ4(𝑠0, 𝑠1, 𝑠2, 𝑠3) (3) 

𝐷𝑒𝑛s𝑒𝐵𝑖 = ∑ ∑ 𝑤𝑖

4

𝑖=1

𝑅

j=1

ℎ𝑖(s)  (4) 

where R is represents the repeated number of the dense block. 

Then, the feature maps from the dense block input to the transaction layer are connected to the 

different dimensions through the following formula: 

𝑦0 = ∑ 𝑤𝑖

𝑛

𝑖=0

 . 𝜃(𝐷𝑒𝑛𝑠𝑒𝐵𝑖)  (5) 

where θ(.) is the activation function and y0 is the output from the first transaction layer. Forward 

propagation for the encoder uses the following formula: 

𝑦𝑗 = ∑ ∑ 𝑤𝑖

𝑁

𝑖=1

. 𝜃(𝐷𝑒𝑛𝑠𝑒𝐵𝑖)

3

j=0

  (6) 

where j= 1...3 (number of dense block in the architecture). 

o Back Propagation Analysis

The predicted output of the simplified encoder is obtained from the weight of the last layer that 

employed backpropagation. The gradient, L, is represented in the following formulae. 

𝜕𝐿

𝜕𝜔𝐵
=

𝜕𝐿

𝜕�̂�𝐵

𝜕�̂�𝐵

𝜕𝜔𝐵

= 𝛿𝐵

𝜕(𝛴𝑖=1
4 ∑ 𝑊𝐵.𝜃(𝑆𝐵𝑖)𝑁

𝑗=1 )

𝜕𝜔𝐵
= 𝛿𝐵. 𝜃(𝑆𝐵𝑖)     (7) 

where 

𝛿𝐵4
=

𝜕𝐿

𝜕𝑆𝐵4
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=
𝜕

l
𝑚

𝛴i=1
𝑐 (�̂�𝑖 − 𝑦𝑖)

𝜕𝑆𝐵4

= 𝑒𝑖. 𝜃′(𝑆𝐵4
)  (8) 

The hidden layers of the encoder of this study have the same gradient formula: 

𝛿𝑖 = 𝜃′ (𝑦𝑖 . ∑ 𝛿𝑖+1.

3

𝑖=0

𝑤𝑖+1)  (9) 

The gradient of the first connected weight fades as the number of layers increases in the network. This 

study defines ∆δn as the gradient that increases based on the number of layers (n) in the encoder, as 

shown in the following formula. 

△ 𝛿𝑖
𝑛 = 𝜃′(𝑦𝑖

𝑛) ∑ 𝛿𝑖
𝑛+1

𝑐

𝑖=0

, 𝑛 = 1, … ,4  (10) 

△ 𝛿𝑖
𝑛 solved the vanishing problem in a deep network.

Skip connection technique is used to connect the encoder and decoder transferring the features of the 

maps to the decoder during the up-sampling process for depth estimation, which tends to speed up the 

learning of context awareness and overcome the translation invariance. The decoder in this study uses 

bi-linear up-sampling, as shown in Figure 1, where the up-sampling block utilizes ReLU for activation 

and convolution of the layers. 

2.2 Loss Function 

In this study, the encoder-decoder architecture has adopted various loss functions as represented in the 

following formulae: 

𝐿𝑚𝑒𝑎𝑛𝑎𝑏s𝑜𝑙𝑢𝑡𝑒(𝐿1) =
1

𝑁
∑ |

s

𝑖=1

�̂�𝑖 − 𝑦𝑖|  (11) 

𝐿𝑚𝑒𝑎𝑛s𝑞𝑢𝑎𝑟𝑒(𝐿2) =
1

𝑁
∑(�̂�𝑖 − 𝑦𝑖)2

s

𝑖=1

 (12) 

𝐿ℎ𝑢𝑏𝑒𝑟 = {

𝐿1(𝑙𝑖)  𝐿1(𝑙𝑖) ≥ 𝑐,

𝐿2(𝑙𝑖) + 𝑐2

2𝑐
 𝑒𝑙𝑠𝑒

 (13) 

𝐿𝑏𝑒𝑟ℎ𝑢𝑏 = {

𝐿1(𝑙𝑖)  𝐿1(𝑙𝑖) ≤ 𝑐,

𝐿2(𝑙𝑖) + 𝑐2

2𝑐
 𝑒𝑙𝑠𝑒

                                                             (14)

where yi= The ground truth value, yˆi = Predicted value, s = Number of classification layers, N = 

Normalization term, 𝑐 =
1

5
max (|�̂�𝑖 − 𝑦𝑖|) and i = Index value of pixel for each depth image in the

current batch. 

3. RESULTS AND DISCUSSION

The experimental results and evaluation of the algorithms presented have been analysed and 

interpreted. The evaluation of the encoder-decoder architecture has employed the following four 

measurements: 

1) Average relative error (rel) =

1

𝑛
∑

|𝑦𝑖 − �̂�𝑖|

𝑦

𝑛

𝑝

 (15) 
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2) Root mean squared error (rms) =

√
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)2

𝑛

𝑝

  (16) 

3) Average (log10) error =

1

𝑛
∑ |

𝑛

𝑝

log10𝑦𝑖 − log10�̂�𝑖|  (17) 

4) Threshold accuracy =

max (
𝑦𝑖

�̂�𝑖
,

�̂�𝑖

𝑦𝑖
) = 𝛿 <threshold = 125,1252, 1253                                                (18)

where yi= The ground truth value, ŷi = Predicted value and n= Total value of pixel for each 

depth image. 

3.1 Experimental Specifications 

The architecture implemented in this study is built using TensorFlow [11], Amazon Web Services (AWS) 

and Amazon Machine Image (AMI), whereby the GPU-Us-Tesla V100 was at 16GB, while the VCPUs-

8 cores had 61GB.  

The algorithm of optimization used in is Stochastic Gradient Descent (SGD) [13]. The weight decay 

is 0.0001, with the learning momentum at 0.9 and the learning rate at 0.001 for 20 epochs. 

3.2 Dataset 

The quality of depth estimation has been evaluated using the NYU Depth v2 benchmark [25], which 

is considered one of the most well-known datasets for RGB single-image depth estimation. This 

dataset contains 1449 densely labeled pairs of images from indoor scenes with depth, 464 new scenes 

and 407,024 new unlabeled images that have been captured using Microsoft Kinect. Based on 

previous works that employed the NYU Depth v2 benchmark in examining depth estimation [7] [14] 

[2], the standard training and testing split was used to evaluate 654 image-depth pairs from the set. 

3.3 Backbone Result 

The proposed network has been chosen through the specific number of duplicates for each dense 

block based on the acquired results, as shown in Table 1. A selection of suitable duplicates for each 

layer of the dense block is carried out to improve the performance of the backbone network after the 

filter size is decreased. 

Table 1. Number of duplicates for each dense block. 

Block of dense layers Number of duplicates ↓ rel 

1 
1,1,1,1,1 

2,1,1,1,1 

3,1,1,1,1 

0.6630 

0.6656 

0.6705 

1,2,1,1,1 0.5410 

1,4,1,1,1 0.5403 

2 1,6,1,1,1 0.5333 

1,8,1,1,1 0.5200 

1,10,1,1,1 0.5170 

1,8,2,1,1 0.4801 

1,8,4,1,1 0.4711 

3 1,8,6,1,1 0.4287 

1,8,8,1,1 0.4122 

1,8,12,1,1 0.4036 

1,8,12,2,1 0.3885 
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1,8,12,4,1 0.3806 

1,8,12,6,1 0.3705 

1,8,12,8,1 0.3674 

1,8,12,10,1 0.3506 

1,8,12,12,1 0.3302 

4 1,8,12,14,1 0.3089 

1,8,12,16,1 0.2883 

1,8,12,18,1 0.2615 

1,8,12,20,1 0.2505 

1,8,12,22,1 0.2366 

1,8,12,24,1 0.2307 

1,8,12,26,1 0.2277 

1,8,12,28,1 0.2186 

1,8,12,30,1 0.2185 

1,8,12,28,2 0.2092 

1,8,12,28,4 0.2025 

5 1,8,12,28,6 0.2003 

1,8,12,28,8 0.1945 

1,8,12,28,12 0.1920 

1,8,12,28,14 0.1858 

1,8,12,28,16 0.1789 

1,8,12,28,18 0.1603 

1,8,12,28,20 0.1552 

1,8,12,28,22 0.1501 

1,8,12,28,24 0.1483 

1,8,12,28,26 0.1382 

1,8,12,28,28 0.1241 

1,8,1228„30 0.1220 

1,8,12,28,32 0.1220 

Based on Table 1, the most suitable duplicates for each dense block are as follows: 

1) One-time repetition of the first convolution layer.

2) Eight-time repetition of the second dense block.

3) Repetition of the third dense block 12 times.

4) Repetition of the fourth dense block 28 times.

5) Repetition of the fifth dense block 30 times.

As shown in Table 1, it is found that some dense blocks need to be repeated more to obtain better 

results (second dense block), while some dense blocks do not need duplicates of training. So we have 

reduced the number of repetition of training for these dense blocks (fourth dense block and fifth dense 

block), because it not needed to repeat the training, which leads to reduce parameters and then leads 

to reduce computation time. 

3.4 Loss Function 

The various loss functions of the encoder-decoder architecture tend to be compared using mean 

absolute, mean square, Huber and BerHub. Table 2 shows the results of this comparison. 

As shown in Table 2, the performance of the loss function using BerHub is found to be the best for the 

different measurements used, which are rel error, rms error, log10 error, θ < 1.25 accuracy, θ < 1.252 

accuracy and θ < 1.253 accuracy. The results for the architecture are 0.1220, 0.4584, 0.0531, 0.8525, 

0.9735 and 0.9946, respectively per sequence of measurements, as previously mentioned. 

The loss function using Berhub is also found to be balanced between ground truth depth map values. 

When the differences between the ground truth depth map values are small, there will not be big 

differences in the weights and the dependence in this case is on L1, but when the differences between 
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Table 2. Performance of various loss functions. 

Loss function ↓ rel ↓ rms ↓ log10 ↑ θ < 1.25 ↑ θ < 1.252 ↑ θ < 1.253

Mean absolute 0.1367 0.5809 0.0582 0.8214 0.9670 0.9926 

Mean square 0.1308 0.4820 0.0557 0.8408 0.9708 0.9934 

Huber 0.1357 0.4949 0.0563 0.8363 0.9724 0.9942 

BerHub 0.1220 0.4584 0.0531 0.8525 0.9735 0.9946 

the ground truth depth map values are large, we tend to choose the equation 
𝐿2(𝑙𝑖)+𝑐2

2𝑐
 and this equation is 

meant to reduce the loss in weights, which leads to a convergence between (ŷi, yi) so that we can get 

the best distribution of the ground truth depth map values. Hence, the loss function using Berhub is 

also found to be more appropriate for the architecture proposed in this study because of the small 

residuals that are utilized in the training stage, which has resulted in a better weight adjustment to 

achieve a better result. 

3.5 Encoder-Decoder Comparison with Various Backbones 

Table 3 presents the results of a comparison between various implementations to the backbone. 

Table 3. Performance of various implementations of backbone. 

Backbone ↓ rel ↓ rms ↓ log10 Parameters Computation time per hour 

DenseNet 121 0.1312 0.4970 0.0571 21.2M 16.28 

DenseNet 169 0.1281 0.4740 0.0551 47.0M 21.13 

DenseNet 201 0.1289 0.5515 0.0537 55.9M 26.34 

ResNet50 0.1571 0.5590 0.0672 49.5M 30.55 

ResNet101 0.1441 0.5559 0.0687 68.5M 40.23 

Ours 0.1220 0.4584 0.0531 44.3M 19.31 

The performance of the proposed backbone was found to exhibit better results. The rel error, rms error 

and log10 error accuracy of our backbone network amounted to 0.1220, 0.4584 and 0.0531. These 

values were significantly higher compared to other backbone values. The proposed backbone network 

solved the issue of vanishing gradient through identity shortcut based on a new gradient formula while 

taking the efficiency training for each dense block into account, as shown in Table 1. This aspect was 

considered through a specific duplicate increase or decrease in training and the reduction in the filter 

size to extract a certain amount of features from the input image and transfer this amount to other 

layers. The benefit obtained from the features led to positive results compared to other algorithms. 

The proposed backbone has consumed 44.3M parameters and 19.31 computation time per hour, 

making it the second in terms of the parameters and computation time per hour after DenseNet 121 

backbone due to the increased repetition for some dense blocks to obtain better results, despite the high-

speed characterization of the DenseNet 121 backbone algorithms in this process. Simultaneously, this 

is due to accuracy in terms of rel error, rms error and log10 error. 

3.6 Comparison with the State of the Art Architecture 

The results from this study are compared to those of studies conducted by Eigen et al. [7], Laina et al. 

[14], Al- hashim et al. [2], Hao et al. [10], Wang et al. [29], Ren et al. [23] and Carvalho et al. [5]. Table 

4 shows the results of these comparisons. As shown in Table 4, the performance of the proposed 

architecture in this study obtained better results compared to other types of architectures when 

calculated using the different measurements; rms error, log10 error, θ < 1.25 accuracy, θ < 1.252 

accuracy and θ < 1.253 accuracy. The results of the proposed architecture are 0.4584, 0.0531, 0.8525, 

0.9946, respectively, per the sequence of measurement previously mentioned. This result has 

suggested that the framework of the new backbone proposed in this study is extremely crucial in 

achieving desirable results. The proposed network has taken into account the efficiency of training for 

each dense block by increasing specific duplicates or decreasing training. Moreover, the filter size is 

decreased to obtain the number of features extracted from the input image so as to be fed to other 
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layers. These steps have resulted in a better performance compared to other algorithms. Besides, this 

study has adapted the various loss functions and chosen the most suitable loss function for the proposed 

architecture, as shown in Table 2. The visual experimental results obtained from this study are clearly 

shown in Figure 3. The visuals illustrated in sequence are: the original RGB image, the depth 

prediction and the map of ground truth 

Table 4. Performance of state-of-the-art architectures on NYU Depth v2 dataset. 

Architecture ↓ rel ↓ rms ↓ log10 ↑ θ < 1.25 ↑ θ < 1.252 ↑ θ < 1.253

Eigen et al.[7] 0.158 0.641 - 0.769 0.950 0.988 

Laina et al. [14] 0.127 0.573 0.055 0.811 0.953 0.988 

Alhashim et al.[2] 0.123 0.465 0.053 0.846 0.974 0.994 

Hao et al. [10] 0.127 0.555 0.053 0.841 0.966 0.991 

Wang et al. [29] 0.220 0.745 0.094 0.605 0.890 0.970 

Carvalho et al. [5] 0.135 0.600 0.059 0.819 0.957 0.987 

Ren et al. [23] 0.113 0.501 - 0.833 0.968 0.993 

Ours 0.122 0.458 0.052 0.853 0.974 0.995 

. 

Figure 3. The visual experimental results of our encoder- decoder architecture from NYU Depth v2 

dataset. 
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4. CONCLUSION

In this study, a novel encoder-decoder architecture has been proposed to investigate depth estimation 

from a single RGB image. There are several stages in this architecture, whereby firstly the encoder-

decoder architecture has been simplified from the DenseNet and analyzed using forward and 

backward propagation. Then, the new rules for the different parameters of the DenseNet are obtained 

based on the new gradient formula to search for the layer that needs more or less training. The filter size 

that is selected to extract high and low feature levels from the input image for solving the gradient 

vanishing problem should be more suitable than DenseNet. Results from this study on the NYU Depth 

v2 dataset have also shown that the loss function using Berhub has produced the best performance. 

Experiments on the NYU Depth v2 dataset further demonstrated that the encoder-decoder architecture 

in this study has achieved a state-of- the-art performance based on the consistent performance in 

obtaining depth estimation from a single RGB image. 
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 ملخص البحث:

ا  ديتتتتتف ائد  تتتتتل اا تتتتت   جلبتتتتتوائد ائعتتتتتلائديل تتتتتل اد متتتتتل ةائديحدتتتتت التتتتتوالعتتتتتفيايتتتتتا   ا ئ تتتتتل  ا تتتتت ائد  

ثلاث تتتتتتوائاويتتتتتتفاائدما تتتتتتةالتتتتتتوائ   دتتتتتتف ا تتتتتت ائد تتتتتت ائلائدخفيتتتتتتواوتتتتتتفدة والا ق ب متتتتتتفلائدائ تتتتتت ا

دتتتتت نا دمتتتتتواالعتتتتتف ا تتتتت  ائديدل تتتتتوائاخ تتتتتة لاا ديلا  وتتتتتفائداث متتتتتواوفدبيتتتتتلائدافدتتتتت ائدد داتتتتت ا تتتتت ائديحا

ئلإل تتتتتفرااللاتتتتتةئ ا ف بف  تتتتتفالت ا تتتتتو اوفد تتتتتتل فلاو تتتتتب ا  تتتتتف فال  افتتتتتواف تتتتتلاوفستتتتت خلئ ا   تتتتتوا

ئستتتتتت خلئ ا   تتتتتتوائدتفستتتتتتا لاا ف خ لا تتتتتتفلا تتتتتت ائدو لستتتتتتونا ل تتتتتت  ائدد تتتتتتولنا ئدتتتتتتتل اائدخفيتتتتتتوا

تتتتتتت ا تتتتتتت دوائدديلالتتتتتتتفلا تتتتتتت اا لوتتتتتتتفا  تتتتتتتف فالاجتتتتتتتاا او ي  وفل تتتتتتتلئاائدد تتتتتتتولنا ئد دتتتتتتتااائدد دي 

ائد  ا دموائدتصايافل وفالوايا   ال ةا  لا

ا تتتتتت  ائدا  تتتتتتواقم تتتتتتةااعة متتتتتتو الب متتتتتتة  اد متتتتتتل ةائديحدتتتتتت ا تتتتتت العتتتتتتفيائدديدف  تتتتتتونادتتتتتت د كنا تتتتتتهر 

ق  تتتتتتتدوائددةئ تتتتتتت ائد تتتتتتت ا دم وتتتتتتتفا راقمتتتتتتتا او متتتتتتتل ةائديحدتتتتتتت التتتتتتتوايتتتتتتتا   ال تتتتتتتةا  اوتتتتتتتفا دةا

دمتتتتتتتتلاقتتتتتتتتة ائ  تتتتتتتتةئااليدف  تتتتتتتتوال د تتتتتتتتوالتتتتتتتتوا  تتتتتتتتل اقةل تتتتتتتت ا (لااRGB ئاخ تتتتتتتتةا ئا   ا 

افلتتتتت ائد ت تتتتت وائدتتتتت  اقتتتتت ائد ةل تتتتت ناو تتتتتفت  (ااDenseNetةائدتصتتتتتايافل تتتتت التتتتتوا   ختتتتتةّاد تتتتتك 

تتتتتت لاا اذاجتتتتتتةّائستتتتتت خلاراخة  تتتتتتوادلصتتتتتتا  اوفستتتتتت خلئ اقم  تتتتتتوائد ايتتتتتت  ائدمفعدتتتتتتوافلتتتتتت ائد  خ  

تتتتتلائديم تتتتت وادوتتتتتاوةا   ا ختتتتتةّناقي دتتتتتلا تتتتت  ائدا  تتتتتواائد تتتتتوائد م  ئد تتتتت اقلاعتتتتتةاا(Huberلتتتتتوالف  تتتتتو 

افتتتتتف  اوصتتتتتا  ا سفستتتتت وائدديدف  تتتتتوائددم ة تتتتتوالتتتتتواختتتتتلاياقا  يتتتتتفلائدمتتتتت ةائد تتتتت اقحاجتتتتتلاو تتتتتم  

ا  اخةئعطائديحد لا

اليدف  تتتتتتواقمتتتتتتل ةائديحا تتتتتت العدافتتتتتتوا  تتتتتتلا لتتتتتتف لائد  تتتتتتفع ائد عة ب تتتتتتوائدتتتتتت ا ر  دتتتتتت ائد تتتتتت اقا   

ا   تتتتتتت المف لتتتتتتتواوتتتتتتتفد ة ائاختتتتتتتةّاNYU Depth v2ئدب فلتتتتتتتفلا  (ا فلتتتتتتتواذئلا ائت 

التتتتتوائدد   تتتتتتةئلا ا  تتتتتت   ئدد تتتتت خللوا تتتتت العتتتتتتفياقمتتتتتل ةائديحدتتتتتت ائد تتتتت اقد تتتتتت ائدتتتتت ائلتتتتتت لا افتتتتتلا 

لا ق  ل ا لواقل    ا  صة

http://creativecommons.org/licenses/by/4.0/
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 نولوجيا المعلوماتالمجلة الأردنية للحاسوب وتك 

( مجلة علمية عالمية متخصصة محكمة تنشر الأوراق البحثية الأصيلة عالية المس توى JJCITالمجلة الأردنية للحاسوب وتكنولوجيا المعلومات )

 وهندسة الحاسوب والاتصالات وتكنولوجيا المعلومات.في جميع الجوانب والتقنيات المتعلقة بمجالات تكنولوجيا 

( المجلة الأردنية للحاسوب وتكنولوجيا المعلومات، وهي تصدر بدعم من صندوق دعم PSUTتحتضن جامعة الأميرة سمية للتكنولوجيا )

 وطباعتها وتوزيعها والبحث عنها البحث العلمي في الأردن. وللباحثين الحق في قراءة كامل نصوص الأوراق البحثية المنشورة في المجلة

لى المصدر. ليها. وتسمح المجلة بالنسخ من الأوراق المنشورة، لكن مع الاإشارة اإ  وتنزيلها وتصويرها والوصول اإ

 الأهداف والمجال

لى نشر آ خر التطورات في شكل آأوراق بحثية آأصيلة  (JJCIT) تهدف المجلة الأردنية للحاسوب وتكنولوجيا المعلومات اإ

وبحوث مراجعة في جميع المجالات المتعلقة بالاتصالات وهندسة الحاسوب وتكنولوجيا المعلومات وجعلها متاحة للباحثين في 

تصالات ش تى آأرجاء العالم. وتركز المجلة على موضوعات تشمل على سبيل المثال لا الحصر: هندسة الحاسوب وش بكات الا

 وعلوم الحاسوب ونظم المعلومات وتكنولوجيا المعلومات وتطبيقاتها.

 الفهرسة

المجلة الأردنية للحاسوب وتكنولوجيا المعلومات مفهرسة في كل من:

فريق دعم هيئة التحرير

ادخال البيانات وسكرتير هيئة التحرير المحرر اللغوي 

ياد الكوز      حيدر المومني   اإ

جميع الأوراق البحثية في هذا العدد مُتاحة للوصول المفتوح، وموزعة تحت آأحكام وشروط ترخيص 
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