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ABSTRACT 

The development of nano-scale Quantum-dot Cellular Automata (QCA) has been driven by the immense need for 

high-performance and energy-efficient computational systems. In this paper, 2- and 3-input QCA-based 

asynchronous arbiter designs are presented and investigated. A number of 2-input arbiter structures are 

introduced and compared with their majority-based counterpart. Simulation results show that the proposed 

structures outperform the majority-based arbiters in terms of number of cells, area and energy dissipation while 

achieving similar arbitration functionality. In addition, efficient resource utilization is obtained by configuring the 

proposed structures to consider the input priorities when making arbitration decision. Moreover, two 3-input 

arbiters are designed based on the proposed 2-input structures and proved to achieve the intended arbitration 

functionality. The proposed 3-input structures have surpassed their majority-based counterpart. Ultimately, the 

proposed arbiter designs can serve as basic building blocks in handling resource sharing in system-on-chip (SoC). 

KEYWORDS  

QCA, System-on-chip, Arbiter, Resource utilization. 

1. INTRODUCTION 

Recently, a considerable importance has been given to System-on-Chip (SoC) designs in both research 

and industry, as they provide significant advantages for power-efficient, high-performance computing 

systems [1]-[3]. Typically, an SoC is constructed by integrating several system components, such as 

processors, programmable logic and on-chip memories on a single chip [4]. In such systems, the most 

popular clocking schemes used to coordinate data transfer between different processing elements are 

synchronous and asynchronous schemes [5]. In synchronous clocking scheme, the clock signal serves 

as a global timing reference for communicating data among different modules. It synchronizes the data 

processing elements to manage all latches and ensure correct timing in synchronous designs. However, 

the modern systems contain several communication systems (or cores) on a single chip on a larger scale. 

In such systems, driving multiple individual cores by a single clock becomes an increasingly 

complicated task, which has led to the creation of cores which are asynchronous to each other. In this 

regard, one possible solution is to adopt asynchronous clocking scheme, where the communication 

channel between different cores is considered as a shared resource between the mutually competing 

asynchronous subsystems. A dedicated arbitration circuit (or arbiter) is used to provide access to one or 

more shared resources, such as memory, difficult data processors or channels of communication. A 

fundamental illustration of arbitration process: suppose two transmitters that require to send data over a 

common network connection (channel). They cannot use the channel at the same time, so they are 

requesting a dedicated arbiter to approve access to the shared resource. The arbiter in turn ensures that 

the resource is available before access is granted to any of them. 

Many research efforts have focused on the design and optimization of arbiters based on conventional 

CMOS technology [6]-[11]. However, with the rapid development of CMOS technology reaching the 

nanoscale limits, some issues, like power consumption and increased leakage current, are becoming a 

major impediment for further improvement in device scaling. According to the International Technology 

Roadmap for Semiconductors (ITRS) projections, the development of new device technologies is 

inevitable in future technology nodes [12]-[13]. In this regard, the nanoscale Quantum-dot Cellular 

Automata (QCA) technology is anticipated to offer higher density, lower power consumption and more 

flexible interconnection designs for future SoC. The binary values in the QCA-based elements depend 

on the positions of confined electrons in carefully designed quantum dots, allowing QCA-based designs 

to outperform CMOS-based designs in terms of switching speed, device density and power consumption 



105 

" Arbiter Design Based on Quantum Dot Cellular Automata", Z. A. Altarawneh and M. Al-Tarawneh. 

 

 

[14]-[15]. Typically, all computational logic gates and memory structures can be designed by 

assembling QCA cells in specific geometric patterns to achieve the intended functionality [16]-[17]. In 

QCA technology, the majority and inverter gates are the basic building blocks to synthesize different 

circuits. These gates are depicted in Figure 1. Other primitive logic gates, such as AND and OR logic 

gates, can be implemented based on the 3-input majority gate by fixing one of the inputs to either ”0” 

or ”1”, respectively. 

 

 

 

 

(a) (b) 

Figure 1. Basic QCA building blocks: (a) Majority gate. (b) Inverter. 

In QCA circuits, switching from one binary state to another is achieved by using external clock signals 

that control the inter-dot tunneling barriers, allowing the transfer of electrons between dots [18], as 

shown in Figure 2. In order to obtain stable logic states and information flow between adjacent cells, 

the inter-dot barrier of QCA cells is appropriately controlled through four different clock phases; 

namely, switch, hold, release and relax [18]-[19]. During the switch phase, a cell begins unpolarized 

and the inter-dot barrier is slowly raised and pushes the electrons into the corner dots, allowing it to 

attain a definitive polarity under the influence of its neighbors (which are in the hold phase). In the hold 

phase, barriers are held high and a cell maintains its polarity and acts as input to the neighboring cells. 

During the release phase, the potential barrier is slowly lowered until the cell loses its polarity. In the 

last phase; namely, relax, the barriers remain lowered and keep the cell in an unpolarized state, as shown 

in Figure 2. In addition, the QCA cells in a particular design are typically divided into sequential 

clocking zones whose clock signals are shifted by 90 degrees to synchronize polarization changes 

throughout QCA-based structures besides preventing back-propagation of information between adjacent 

cells. 

 
 

Figure 2. Inter-dot barrier in different clock phases. 

In the last few years, significant research efforts have been made on the design of various SoC structures 

and their related interconnection networks, such as nano-router [20]-[23], serial communication network 

[24], error detection and correction systems [25] based on QCA technology. More recently, the authors 

of [26] have proposed various designs of QCA-based nano-arbiters, including the round-robin and the 

ping-pong arbiters, which are considered as synchronous arbiters. The proposed designs were 

implemented by translating the existing CMOS-based designs into equivalent majority-based QCA 

circuits, which ultimately could increase circuit complexity and power dissipation. However, to the best 

of our knowledge, no previous designs related to QCA-based asynchronous arbiters are reported in 

literature. This paper presents various implementations of 2- and 3-input QCA-based asynchronous 

arbiters. The proposed designs rely on cell interactions to achieve the intended functionally while 

reducing circuit complexity. Several designs were proposed based on a common baseline to overcome 
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the metastability issue and introduce the notion of priority in the arbitration process. Finally, the 

proposed designs were simulated and analyzed to verify their functionality and assess their performance 

metrics. Ultimately, the proposed structures can serve as fundamental components in building large-

scale, static-priority multi-way arbiters. 

The rest of this paper is organized as follows. Section 2 shows the proposed arbiter structures. Section 

3 presents simulation results and compares the proposed structures in terms of their area and energy 

dissipation. Finally, section 4 summarizes and concludes. 

2. PROPOSED QCA-BASED ARBITER STRUCTURES 

Figure 3 shows a majority-based QCA 2-input arbiter which implements the functionality characterized 

in Equation 1. The majority-based design consists of 36 QCA cells. As shown, the majority-based design 

requires the QCA cells to be divided into two different clock zones (clock zone 0 and clock zone 1) in 

order to achieve the proper functionality shown in Table 1. 

𝐺1 = 𝑀𝐴𝐽(𝑅1, 𝑁𝑂𝑇(𝑅2), 0) = 𝑅1. 𝑅2̅̅̅̅  

  𝐺2 = 𝑀𝐴𝐽(𝑁𝑂𝑇(𝑅1), 𝑅2,0) = 𝑅1̅̅̅̅ . 𝑅2                                              (1) 

where R1 and R2 represent the input requests while, G1 and G2 represent the output grants. 

 

 
 

Figure 3. Majority-based 2-input arbiter. 

Table 1. 2 - input majority-based arbiter truth table. 

R1 R2 G1 G2 

0 0 0 0 
0 1 0 1 

1 0 1 0 
1 1 0 0 

In fact, a key factor in characterizing an arbiter is its fairness in granting access to shared resources. 

Fairness is a measure of the ability of an arbiter to provide equal service to different requesters [9], [27]-

[28]. As shown in Table 1, both requesters (R1 and R2) in the majority-based arbiter have equal chance 

of being granted access to a shared resource. 

Figures 4(a) and 4(b) show the proposed baseline 2-input QCA-based arbiter structures. The first 

baseline structure (4(a)) is mainly composed of two L-shaped back-to-back QCA wires with two inputs 

(R1 and R2) and two outputs (G1 and G2). As shown, the design consists of 12 QCA cells. On the other 

hand, the other baseline design (4(b)) has less number of cells and is composed of 10 QCA cells. 



107 

" Arbiter Design Based on Quantum Dot Cellular Automata", Z. A. Altarawneh and M. Al-Tarawneh. 

 

 

 

Figure 4. Proposed 2-input arbiter structures. (a) Baseline - design A, (b) Baseline-design B, 

(c) Modified (A) with fixed polarization (p=-0.01) and (d) Modified (B) with fixed 

polarization (p=-0.25). 

Table 2 shows the truth table of the baseline designs. The drawback of such designs appears when the 

two input (request) lines are set to 0 or 1 simultaneously. As a result, a metastable state would arise, 

causing the output (grant) lines to potentially be activated simultaneously or grant resource access while 

the request line is not activated. Apparently, the occurrence of metastable states violates the concept of 

arbitration of resources, which dictates that only one grant line can be active at a time when a resource 

request is initiated. In general, the metastability phenomenon in a defect-free structure comes from 

unexpected polarization levels induced from the neighboring cells [29]. In the proposed baseline 

structures, the polarity of the output cells (G1 and G2) is determined by comparing the total electrostatic 

energies of two polarizations under the effect of information flow from the opposite input paths (i.e., R1 

and R2). The polarization of the output cell having the smallest energy is considered to be its stable 

state. Due to the symmetrical cell configuration around the output cells (G1 and G2) in the proposed 

baseline structures, the electrostatic energies of the output cells induced from the two competing paths 

(from R1 and R2) are equal when both R1 and R2 have the same logic values. As a result, the output 

cells will be in metastable states, since the two possible polarizations, inside the output cells, will have 

the same energy levels. Hence, the output cells will settle in either logic 0 or 1. 

Table 2. 2-input baseline arbiter truth table. 

R1 R2 G1 G2 

0 0 1/0 1/0 

0 1 0 1 

1 0 1 0 

1 1 1/0 1/0 

To address this issue, an extra cell with fixed polarization is introduced in the design to resolve the 

metastable states, as shown in Figures 4(c) and 4(d) which present other alternative 2-input arbiter 

designs. The addition of the fixed polarization cell with (p = -0.01) in 4(c) and (p = -0.25) in 4(d) will 

mitigate the metastability issue by forcing the output cells to be in logic 0 state when both R1 and R2 

have the same logic values. As shown, the number of QCA cells is reduced while resolving the 

metastable states. The truth table of the modified 2-input arbiters is equivalent to that of the majority-

based arbiter shown in table 1. It can be observed that the fairness of the modified 2-input arbiters is 

similar to that of the majority-based design. However, when R1 and R2 have distinct logic levels, the 

effect of the fixed polarization cell on the output cells is negligible due to its low polarization level, as 

shown in Figure 5, which shows the simulation results of the modified 2-input arbiters.   
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Figure 5. Simulation results of the modified 2-input arbiters. 

A common theme among the modified 2-input arbiter designs is that no grants are given when both 

requests are issued at the same time (as shown in Figure 5) leading to a poor resource utilization. To 

remedy this situation, the notion of priority is introduced in order to favor one request line over the other 

when R1=R2=1. This can be achieved by adding 2 extra QCA cells with a fixed polarization, as shown 

in Figure 6. In Figure 6(a), the values of p1 and p2 were set to 0.0015 and -0.005, respectively in order 

to give R1 higher priority than R2. On the other hand, R2 is given higher priority than R1 by 

interchanging the fixed polarization values, as shown Figure 6(b). Although the introduction of priority 

in the arbiter design enhances resource utilization, it reduces the fairness of the proposed priority-based 

arbiters as compared to the majority-based and the modified 2-input arbiters. Figure 7 demonstrates the 

simulation results of the 2-input arbiter where input request R1 (7(a)) and input request R2 (7(b)) are 

given higher priority, respectively.  

 
Figure 6. Priority-based 2-input arbiter structures. (a) High priority for R1 (b) 

High priority for R2. 

Figure 8 shows a majority-based 3-input arbiter which is composed of 6 majority gates to implement 

the intended arbitration functionality. This structure consists of 133 QCA cells. As shown, the QCA 

cells in the majority- based design are assigned to four different clocking zones (i.e., clock zones 0,1,2 

and 3) in order to attain the proper functionality depicted in Equation 2 and Table 3. Figure 9 depicts 

the simulation results of the majority-based 3-input structure. 
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Figure 7.  Simulation results of priority-based 2-input arbiter.  (a) Higher priority 

for R1 (b) Higher priority for R2. 

 

Figure 8. 3-input arbiter structure; majority-based. 

𝐺1 = 𝑅1. 𝑅2̅̅̅̅ . 𝑅3̅̅̅̅ + 𝑅1. 𝑅2̅̅̅̅ . 𝑅3 

𝐺2 = 𝑅1̅̅̅̅ . 𝑅2. 𝑅3̅̅̅̅ + 𝑅1̅̅̅̅ . 𝑅2. 𝑅3                                               (2) 

𝐺3 = 𝑅1̅̅̅̅ . 𝑅2̅̅̅̅ . 𝑅3 + 𝑅1. 𝑅2. 𝑅3 
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where R1, R2 and R3 represent the input requests, while G1, G2 and G3 represent the output grants. 

Table 3. Truth table of the majority-based 3-input arbiter. 
 

R1 R2 R3 G1 G2 G3 

0 0 0 0 0 0 

0 0 1 0 0 1 

0 1 0 0 1 0 

0 1 1 0 1 0 

1 0 0 1 0 0 

1 0 1 1 0 0 

1 1 0 0 0 0 

1 1 1 0 0 1 

 

 

Figure 9. Simulation results of the majority-based 3-input arbiter. 

Figure 10 shows an alternative design for a 3-input arbiter (Design A). This design relies on the proposed 

2-input arbiters in which the arbitration functionality is achieved based on cell interactions without 

explicitly relying on majority gates. In Figure 10, R1 and R2 are first arbitrated using a 2-input arbiter 

and then combined and fed to another 2-input arbiter to which the third request line (R3) is connected. 

Table 4 demonstrates the functionality of the proposed 3-input arbiter shown in Figure 10. It can be 

noticed that request lines R1 and R2 were given higher priority as compared to R3 except in the cases 

where R1 and R2 have the same logical value. For instance, when R1=R2=1, the grant line (G3) captures 

the value of R3 as evident in Equation 3. It can also be observed that the design shown in Figure 10 does 

not provide fair arbitration between requesters (i.e., R1, R2 and R3), since it assumes a static priority 

assignment among requesters. Figure 11 shows the simulation results of the 3-input arbiter which clearly 

demonstrates that the proposed design achieves mutual exclusion between request lines by ensuring that 

no grant lines are activated at the same time. 
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Table 4. Truth table of the 3-input arbiter (Design-A). 

R1 R2 R3 G1 G2 G3 

0 0 0 0 0 0 

0 0 1 0 0 1 

0 1 0 0 1 0 

0 1 1 0 (1-0) (0-1) 

1 0 0 1 0 0 

1 0 1 (1-0) 0 (0-1) 

1 1 0 0 0 0 

1 1 1 0 0 1 

Figure 10. 3-input arbiter structures - Design A. 

𝐺1 = 𝑅1. 𝑅2̅̅̅̅ . 𝑅3̅̅̅̅ + 𝑅1. 𝑅2̅̅̅̅ . 𝑅3
𝐺2 = 𝑅1̅̅̅̅ . 𝑅2. 𝑅3̅̅̅̅ + 𝑅1̅̅̅̅ . 𝑅2. 𝑅3 (3) 

𝐺3 = 𝑅1̅̅̅̅ . 𝑅2̅̅̅̅ . 𝑅3 + 𝑅1̅̅̅̅ . 𝑅2. 𝑅3 + 𝑅1. 𝑅2̅̅̅̅ . 𝑅3 + 𝑅1. 𝑅2. 𝑅3

 where R1, R2 and R3 represent the input requests, while G1, G2 and G3 represent the output grants. 

Figure 11. Simulation results of 3-input arbiters - Design A. 
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Figure 12 shows a different design for the 3-input arbiter (Design B) that maintains the 3-input  

arbitration functionality depicted in Table 3 and Equation 2.  

Figure 12. 3-input arbiter structures - Design B. 

One of the main distinctions between the proposed 3-input arbiter designs is that the resource utilization 

in the design shown in Figure 10 (Design A) is better than those of the other proposed designs, as the 

number of resource grants is higher under the same input request combinations, as shown in Figure 13. 

However, the other two designs provide fair arbitration between requesters. 

Figure 13. Simulation results of 3-input arbiters - Design B. 

A more realistic implementation of the proposed 3-input structures can be obtained by adopting the two-

dimensional wave (2-DW) clock distribution scheme that is based on parallel execution and processing 

in clocking zones [30]-[31]. The rationale behind this scheme is to overcome the limitations of the 1-D 

clocking scheme such as thermal fluctuation in QCA-based structures. Figures 14 and 15 show the 2-

DW implementations of the proposed 3-input arbiters. 
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Figure 14. Realistic 2D implementation of   Figure 15. Realistic 2D implementation of 

  3-input arbiter - Design A.    3-input arbiter - Design B. 

3. PERFORMANCE ANALYSIS

The QCADesigner-2.0.3 simulation tool was used to analyze the proposed arbiter structures and assess 

their structural cost in terms of their number of cells and occupied area [32]. The QCADesigner tool is 

a widely used layout and simulation tool in QCA technology to model and analyze the dynamics of 

QCA-based structures. In this work, simulation parameters are configured as shown in Table 5. 

Table 5.  Simulation parameters. 

Parameter Value 

Number of samples 12800 

Temperature 1K 

Relative permittivity 12.9 

Clock high 9.8 x 10-22 

Clock low 3.8 x 10−23 

Clock shift 0 

Clock amplitude factor 2 

Cell dimensions 18 nm x 18 nm 

Quantum dot diameter 5 nm 

Cell separation 2 nm 

Radius of effect 65 nm 

Layer separation 11.5 nm 

Figure 16 shows and compares the proposed arbiter designs in terms of the number of QCA cells 

required to achieve the proper functionality of the 2- and 3-input arbiters. As shown in Figure 16, all the 

proposed 2-input arbiters have fewer cells as compared to the majority-based 2-input structure.  

Moreover, the proposed 3-input arbiter structures (Design A and Design B) have lower number of cells 

when compared to the 3-input majority-based structure. The variation in the number of QCA cells has a 

noticeable consequence on the total occupied area, as shown in Figure 17.  The total area is in fact the 

rectangular area which encapsulates all the QCA cells in a QCA-based structure including empty spaces. 
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 Figure 16. Number of cells comparison, Figure 17. Occupied area comparison, 

  (a) 2-input arbiters. (b) 3-input arbiters.    (a) 2-input arbiters. (b) 3-input arbiters. 

To estimate the energy dissipation of the various structures, the QCADesignerE tool has been used [33].  

The QCADesignerE is a viable tool that models and estimates energy dissipation of QCA-based 

structures. Figures 18 and 19 illustrate the total energy dissipation and the average energy dissipation 

per clock cycle of the proposed arbiter structures.  

Figure 18. Total energy dissipation of the    Figure 19. Average energy dissipation 

proposed structures. (a) 2-input arbiters.      of the proposed structures. (a) 2-input 

(b) 3-input arbiters.      arbiters. (b) 3-input arbiters. 
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For the 2-input arbiters, all of the proposed designs have less total energy dissipation and average energy 

per clock cycle as compared to the majority-based structure. For the 3-input arbiters, they have higher 

energy dissipation values as compared to the 2-input structures. In addition, the majority-based 3-input 

arbiter has higher energy dissipation values as compared to the other 3- input arbiters that have almost 

identical energy dissipation values, as shown in Figures 18 and 19. Table 6 compares the proposed 2-

input arbiters against recently reported QCA-based arbiters. The comparison factors include arbiter type, 

cell count, area and latency. As shown, the proposed asynchronous arbiters outperform their 

synchronous counterparts in terms of their cell count, area and latency. The latency is defined as the 

number of cycles required to obtain the circuit’s output after input’s application. It is anticipated that the 

proposed 3-input arbiters would outperform synchronous designs as the 2-input structures can serve as 

building blocks for other large-scale arbiters. 

Table 6. Comparison of the proposed structures with previous arbiter designs. 

Structure Type Cell count Area (μm2) Latency 

Basic round-robin arbiter [26] 

synchronous 

636 1.14 5 

Improved round-robin [26] 189 0.27 2 

Ping pong arbiter [26] 147 0.2 2 

2-input-modified 

asynchronous 

13 0.0131 0.25 

2-input-alternative 11 0.0137 0.25 

2-input-priority-based 15 0.0322 0.25 

2-input-majority-based 36 0.053 0.25 

4. CONCLUSION

In this paper, different QCA-based arbiter structures were presented and thoroughly evaluated. For the 

2-input arbiter structures, our proposed structures outperformed the majority-based structure in terms of 

the number of cells, area occupation and energy dissipation. These structures can be configured to 

improve resource utilization by assigning different priorities for the input requests. The proposed 2-

input designs were further extended to accommodate 3-input request lines. Two 3-input arbiter designs 

were proposed. The proposed 3-input designs were found to have fewer cells, lower area and energy 

dissipation as compared to their majority-based counterpart. Ultimately, the proposed 2- and 3-input 

structures can serve as basic building blocks in asynchronous computational systems. 
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 ملخص البحث:

ع ووووي لكا  مووووي  فووووت لكا نوووو عف لكوووو  لت   وووو    وووواأ  لكة وووو  أ    وووووف تطووووأنظ     مووووي  الوووو  لكووووة ال لكمم 

لكح جوووووي لكنووووونلنة لكوووووت    موووووي عأاووووو ي   كعوووووي لاقل. ف    كوووووي  ووووو  ععووووو  لاوووووا ا  لكط  وووووي   ووووو  

ع وووووي    موووووي  فوووووت لكا نووووو عف لكووووو  لت م  هووووو ر لكأن ووووويم لووووواء تاووووونلء فلاااكووووو .    موووووي  الووووو    اووووول  م 

ثعووووووي لكموووووونل ف  لوووووواء ل اووووووملث  وووووونق  وووووو     مووووووي لكا حمووووووعء ثة  عووووووي لكموووووونل ف ثة  عووووووي لكموووووونل ف فثا

 ف ا ن ا    ة عمت      لا  مي لكا  مي  فت لاغف عي 

فت وووووووع    اووووووو    لكمح  ووووووو ة  ف  لك لةوووووووت لكماامعوووووووي تا وووووووأ    فوووووووت    موووووووي لكاحموووووووعء لكا  موووووووي  فوووووووت 

لكووووو ق تحاووووو  لاغف عوووووي  ووووو  ععووووو   ووووونق لكهالووووو م فلكم ووووو عيم فلاوووووا ا  لكط  وووووي  ووووو  لكأ ووووو  

 عوووووئ  اووووو    فثع ع وووووي  م ثفوووووي    حقووووو  ي لكوووووت مكووووونم لووووواء تحاعووووو  لاوووووا ا     ووووو   كفمكووووو قن  ووووو 

طملووووو  تنووووومعف لك لةوووووت لكماامعوووووي  حعووووو  ت  ووووو  لافكألووووو ظ   وووووع  ل  ا ووووو ن  ةووووون   تا هووووو   وووووملن 

 لكا حمعء 

 لةووووت  ووووافة  فووووت مكوووونم تووووء  تكوووومعء لثةووووع   وووو     مووووي لكا حمووووعء ثاثعووووي لكموووونل ف لاوووواة قل  لكووووت لك

ي لكممجووووووأة ثة  عووووووي لكموووووونل ف لكماامعوووووويم ف وووووون  ث اوووووو   ف  ا وووووو   وووووو  تحاعوووووو  لكة اوووووو    لكأثع ع وووووو

    فعوووووووي  ف ووووووون ت أ  ووووووو  لك لاوووووووت لكماامعوووووووي ثاثعوووووووي لكمووووووونل ف  فوووووووت   عمت ووووووو  لكا  موووووووي  فوووووووت 

لاغف عي 

ف ا  ووووووو  م لممووووووو  كاكووووووو  عء    موووووووي لكا حموووووووعء لكماامعوووووووي  ف تهووووووون   أعووووووونلظ  ةووووووو .  ا اوووووووع ي 

 تن نُ  لكمك قن    لا  مي لكمفم  ي  م  ف    فت قلنة  ام  في كفاَّ   ف  ع 

http://creativecommons.org/licenses/by/4.0/
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ABSTRACT 

The fusion of multimodal medical images plays an important role in data integration and improving image quality. 

It has a fundamental role in the accuracy of medical analysis and diagnosis. Despite the recent technological 

development, medical images may be exposed to blur and noise from various sources. This will affect the accuracy 

of the medical analysis. Therefore, de-blurring or noise removal from medical images is essential in this field. 

Discrete Wavelet Transform, DWT, is generally utilized in image fusion spatially in the fusion of the multimodal 

images. It produces a good image representation. The drawback of DWT-based image fusion is the blur presented 

in the fused image due to the limited directionality of wavelets. To solve this problem, Sharpening Wiener Filter 

and DWT-based image fusion for multimodal medical images are proposed. The proposed fusion method is 

evaluated using some of focus operators that were used to measure the amount of focus in the test images. The 

results showed that the proposed fusion gives good values of focus operators compared with the values of focus 

operators of image fusion techniques that are based on wavelet domain.  

KEYWORDS 

Image fusion, Multimodal medical images, SWT, PCA, DT-CWT, DWT, Focus operators. 

1. INTRODUCTION

Medical imaging techniques are processes for obtaining images of the human body or parts of it for 

diagnostic, therapeutic or research purposes. The most popular types of medical imaging are Computed 

Tomography (CT) and Magnetic Resonance Imaging (MRI). The CT is characterized by very high 

clarity of the image and shows the details of the bones in an extremely accurate manner, unlike the MRI, 

which visualizes soft tissues with high accuracy. They are used in the diagnosis of many diseases, 

especially diseases of the nervous system and the brain [1], [30]. The process of image fusion of 

multimodal medical images can be applied to obtain a fused image which contains complementary 

information about these images [2]. The image resulting from the fusion of multimodal medical images 

plays an important role in the diagnosis and treatment process. Image quality enhancement aims to 

produce a better image than the original image with some standard. The image from which noise is 

removed is better than the image that contains noise [23]-[24]. Therefore, the fused image should 

contain more details, information and quality [3]. Image fusion can be performed in spatial domain (such 

as Intensity Hue Saturation and Principal Component Analysis) or/and in frequency domain (such as 

Discrete Wavelet Transform, pyramid and contour) [31]. The fused image in spatial domain has no 

spectral information and contains spatial distortions which may lead to wrong diagnosis. Therefore, the 

fusion operation in the spatial domain is not suitable for multimodal medical images. The spatial 

information in the medical images should be focused and clear. Multimodal medical image fusion in 

frequency domain achieves these requirements. Generally, the operation of image fusion in frequency 

domain can be summarized in the following steps: 1) transforming the input images into the wavelet 

coefficients. 2) Performing a fusion rule on the coefficients. 3) Inversing the transform to obtain the 

fused image. The fused image should not contain any distortion and has more useful information than 

the original images [4]. The nature of the medical images is blurry and low contrast due to the imaging 

system, motion of the patient or means of transmission. This will affect the image quality and limit the 

visibility of fine details. Blurring weakens the strength of the edges in the image, which prevents small 

details from appearing and causes a loss of sharpness (focus) in the density of edges. In addition, the 

resultant image using image fusion in wavelet domain suffers from blur due to the limited directionality 

of the wavelet.  
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To overcome the blur problem, the multimodal medical image fusion technique is proposed based on 

Discrete Wavelet Transform (DWT) and Sharpening Wiener Filter (SWF). The SWF contains two 

filters; one is the sharpening filter and the other is the Wiener filter. The multimodal medical images 

that contain some blur are enhanced using the SWF. The fusion process is achieved in wavelet domain 

using DWT. The DWT decomposes the filtered images producing low-frequency sub-bands and high-

frequency sub-bands. The average rule is used to fuse the low-frequency sub-bands and the maximum 

rule is used to fuse the high-frequency sub-bands. The fused image is obtained by performing the inverse 

of the wavelet domain [21]. 

In the medical field, image clarity and quality play an important role in the diagnosis and treatment 

processes. Therefore, the importance of the proposed method is to clarify the quality of the image by 

improving the focus of the image, which facilitates other operations on medical images, such as 

segmentation and classification. The main goal of the proposed algorithm is to produce a fused image 

that involves high quality and more information with the advantage of focusing on the edges of the 

object. 

The main contribution to this work is to propose a new filter called Sharpening Wiener Filter which 

consists of combining two filters; Wiener filter and sharpening filter. This filter works to highlight the 

edges and details of a blurry image. The combined image with clear details is obtained by using the 

sharpening Wiener filter and Discrete Wavelet Transform-based image fusion. 

The rest of this paper is organized as follows: in Section 2, the related works to this work are discussed. 

Section 3 explains the methodology and proposed fusion method. In Section 4, the focus operators are 

explained. Sections 5 and 6 explain the results and conclusions, respectively.  

2. RELATED WORKS

Generally, image fusion techniques are divided into three levels of fusion; decision-level fusion, feature-

level fusion and pixel- or image- level fusion which is a low level of fusion. Although pixel-level fusion 

techniques have a high computational complexity compared to the other two-level techniques, it is 

characterized by high accuracy and no data loss occurs during it [5]. This makes pixel-level fusion 

methods more appropriate for application in multimodal medical image analysis. The DWT-based image 

fusion technique and other fusion techniques that work in the DWT domain are pixel-level fusion 

techniques. 

The DWT is the most widely used in the image fusion process, because it produces spatial and spectral 

information in the fused image better than other fusion methods, such as the pyramid transform, Intensity 

Hue Saturation and Principal Component Analysis-based image fusion approaches. The most recent 

survey of medical image fusion can be found in [6].  Multimodal images are decomposed using DWT 

to four sub-band images (LL, LH, HL and HH, where L is Low sub-band and H is High sub-band) at 

each resolution level. Fusion rules are performed on these sub-bands. The most popular fusion rules are 

average and maximum. The final fused image is obtained by applying the inverse of DWT [7]-[8]. Figure 

1 illustrates the general scheme of DWT-based image fusion. 

Figure 1. The general scheme of DWT-based image fusion. 

The DWT-based image fusion has the main weaknesses which are the blur showing at the edges and 

surface areas as well as the absence of shift invariance [9]. To solve this problem, stationary wavelet 

transform (SWT) has been proposed which provides shift invariance. It cancels the down-sampling step 
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which is presented in DWT and replaces up-sampling step by adding zeros between the wavelet 

coefficients [10]. The SWT- and DWT-based image fusion do not produce the directional information 

[11], [21], but Dual Tree Complex Wavelet Transform (DT-CWT) presents two characteristics; good 

directionality and shift invariance [12].  

Principal Component Analysis (PCA) is used in many fields as a dimensionality reduction technique. 

Image fusion based on PCA produces an image with high spatial quality and low spectral quality. DWT-

based image fusion produces an image with low spatial quality and high spectral quality. In order to take 

advantages of the two methods, PCA and DWT were combined to fuse the images. In PCA-DWT-based 

image fusion, the medical images are decomposed into sub-bands using DWT. The principal 

components (PC’s) are evaluated and averaged. This average will constitute weights for the rule of 

fusion [13]. This fusion technique joins the upside of wavelet change into PCA combination as eigen 

estimations of multi-scale representations.  

To capture an image with high visual quality and clear textures, the authors in [20] suggested using the 

convolution neural network for the purpose of creating a weight map. Meanwhile, the contrast pyramid 

is used for the purpose of analyzing the original image. The combined image is obtained based on the 

map of weights and on spatial frequency bands. In [22], the authors presented optimization fusion 

technique which contains three procedures. First, homomorphic filter is used to enhance the contrast 

quality of the original images. Second, DWT-based image fusion is applied to the result of the first step 

and third, to improve the efficiency of the fusion process, the optimization algorithm is applied using 

world cup and smell optimization algorithms. Finally, the inverse of the optimized DWT is applied to 

obtain the fused image.  

The authors in [25] proposed a fusion method for multi-source medical images in the domain of the 

Non-subsampled Contourlet transform which converts the image into high- and low-pass images. To 

enhance the detailed features and preserve the original information of the medical images, the authors 

suggested using two fusion rules which are phase congruency and local Laplacian energy to fuse the 

images. The fused image is obtained by the inverse of the Non-subsampled Contourlet domain. 

In [29], the authors proposed a fusion method to fuse three types of medical images which are MRI, CT 

and PET to obtain a single image which contains more information than the original images. The process 

of fusion is achieved using Simplified Pulse Coupled Neural Network in the Saturation-Hue-Value and 

Non-subsampled Shearlet Transformation domains using different fusion rules. 

All these related works produced good results in the image fusion field for medical images; however, 

they didn't focus on sharpening (focusing) the blurry images. 

3. METHODOLOGY AND PROPOSED FUSION METHOD

3.1 Image Degradation 

Figure 2 shows the model of the degradation and restoration system. Image restoration aims to 

reconstruct or estimate the original image which has been exposed to noise and blur. In order to obtain 

the enhanced image  𝐼𝑖𝑗 , two conditions must be met: 1) the original image 𝐼𝑜𝑖𝑗 is uncorrelated with the 

noise 𝜂𝑖𝑗  . 2) The degradation function is known. The following equations represent the degradation and 

restoration system [14]. 

𝑔𝑖𝑗=𝐼𝑜𝑖𝑗 ⊗  ℎ𝑖𝑗+  𝜂𝑖𝑗  (1) 

𝐼𝑖𝑗 = 𝑓𝑖𝑗 . 𝑔𝑖𝑗  (2) 

where ℎ𝑖𝑗 and 𝑓𝑖𝑗 are the degradation function and restoration filter, respectively. 𝑔𝑖𝑗 is the degraded 

(blurred or noisy) image. The symbol ‘⊗’ is the convolution operation and ‘.’ is the de-convolution 

operation. 

Figure 2. Degradation and restoration system. 
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Generally speaking, the convolution process is a multiplication operation between the pixels of the 

original image and the pixels of degradation kernel or filter and the noise signals are added to the results 

of the convolution process producing a degraded image. To estimate the original image, the de-

convolution process is applied, which is a multiplication operation between the degraded image and the 

restoration filter such as Wiener filter [28]. 

 3.2 Sharpening Wiener Filter 

The Sharpening Wiener Filter (SWF) is proposed in this paper to obtain a robust sharpening (de-

blurring/focusing) filter, assuming that the degradation function is known in this work. The traditional 

Wiener filter (WF) is a restoration filter for blurred and noisy images. By applying Fourier 

transformation (FT), Equation (1) can be represented in the frequency domain by: 

𝐺𝑢𝑣=𝐼𝑂𝑢𝑣 . 𝐻𝑢𝑣+  𝑁𝑢𝑣     (3) 

where 𝐺𝑢𝑣,𝐼𝑂𝑢𝑣, 𝐻𝑢𝑣 and 𝑁𝑢𝑣 are the 2D of FT for   𝑔𝑖𝑗, 𝐼𝑜𝑖𝑗 , ℎ𝑖𝑗  and 𝜂𝑖𝑗 respectively and ‘.’ is the 

multiplication operation. To estimate the original image in frequency domain, the following equation of 

the enhanced (de-blurred) image can be defined by: 

𝐼𝐹𝑢𝑣 =
𝐻𝑢𝑣

∗

𝐻𝑢𝑣  . 
∗ 𝐻𝑢𝑣+(

1

𝑆𝑁𝑅
)

. 𝐺𝑢𝑣    (4)  

where 𝐻𝑢𝑣   
∗ is the conjugate complex of  𝐻𝑢𝑣 , SNR is the Signal to Noise Ratio.  1/𝑆𝑁𝑅 is a constant

value and can be chosen between [0.0001- 0.01]. The WF is widely used and simple in implementation. 

The disadvantages of the traditional WF are blurring and loss of sharpness in the image edges and Spatial 

invariance [15]. Finally, the enhanced image is obtained in spatial domain by applying 2D inverse of 

Fourier Transformation (IFT) of 𝐼𝐹𝑢𝑣. To solve the problem of the WF, the sharpening filter is embedded 

with WF to obtain an image with good quality in terms of de-blurring and focusing. Generally, the 

sharpening filter is a high-pass filter which is used to preserve the edges and line details in the image. 

The matrix center of the sharpening filter is positive, while the surrounding values are negative [26].  

Figure 3 illustrates the steps of the proposed Sharpening Wiener Filter. First, read the blurred image 

(original image), 𝐼𝑜𝑖𝑗 and the 3 × 3 sharpening filter matrix, k. Second, convert the image and the filter 

into the frequency domain by applying Fourier Transform (FT). The results of FT are Fourier transform 

coefficients of the image (𝐺𝑢𝑣) and Fourier transform coefficients of the filter (𝐾𝑛𝑛), where 𝑢 × 𝑣 pixels 

are the size of the image coefficients and 𝑛 × 𝑛  pixels is the size of sharpening filter coefficients. Third, 

apply the Wiener Filter equation on  𝐺𝑢𝑣 and 𝐾𝑛𝑛. The results are  𝐼𝐹𝑊𝑢𝑣 and ℛ𝑛𝑛. Fourth, the de-

convolution operation (multiplication operator) is applied between  𝐼𝐹𝑊𝑢𝑣 and ℛ𝑛𝑛 and the result is  𝐼𝐹𝑢𝑣   

. Finally, the inverse of the Fourier transform is achieved on  𝐼𝐹𝑢𝑣 to obtain the focused image in time 

domain.  

The proposed Sharpening Wiener Filter is performed in order to handle the blur degradation of the image 

before the fusion process of multimodal medical images. This will increase the quality of the fused 

image through increasing the focus of the image.  Figure 4 shows the block diagram of the multimodal 

image fusion based on DWT and SWF.  

The proposed fusion algorithm was performed by a computer with the following properties: processor 

Intel(R), Core ™, @ 2.00 GHz. The RAM is 8.00 GB. The system type is a 64-bit OS, Windows 10. 

The program language is MATLAB R2017b.  

The following steps explain the DWT- SWF-based image fusion: 

1. Preprocessing step: first, the registration process of the two images in each pair was

performed. The purpose of this step is matching the two images by transforming them into one

coordinate system. In this work, it is assumed that the images in each pair in the dataset are

previously registered. Second, the image resize function is applied to all images to convert

their sizes into 256×256 pixels. Third, each image in the dataset is converted into a 2D

image (grayscale image).

2. Applying SWF on the images.

3. The resultant images of SWF are transformed into the DWT domain. The DWT works to

decompose the images into their sub-bands (Low-frequency (LF) coefficients and High- 

frequency (HF) coefficients).
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Figure 3. The proposed sharpening Wiener filter. 

Figure 4. Block diagram of the multimodal image fusion based on DWT and SWF. 
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4. Average fusion rule is applied on the low bands of the coefficients of the two images. In the

average fusion rule, the averages of the corresponding pixels of the LF coefficients are the

pixels of the fusion result. Maximum rule is applied on the high bands of the coefficients of the

two images. In the maximum fusion rule, the pixels of the fusion result are represented as the

maximum values of the pixel intensity of the corresponding pixels of HF coefficients of the

multimodal images.

5. Fused image is obtained by performing the inverse of the wavelet transform.

Depending on our computer system and the amount of data (two input images and one output image at 

each time), the proposed algorithm has an order of small-time complexity. Therefore, the algorithm is 

considered efficient in terms of runtime and storage space in memory. 

4. PERFORMANCE EVALUATION METRICS

In this section, image quality metrics with no reference image, which are named as focus operators, are 

presented. The performance of the proposed fusion method is evaluated using the focus operators. The 

spatial quality and spectral quality have been measured. Table 1 shows the equations of these metrics 

with their descriptions. The higher the value of each one of these operators, the higher the focus in the 

enhanced image. 

Table 1. The focus metrics with their equations and descriptions. 

Metric Formula Description 

Energy of 

Laplacian 

 (EoL) 
𝐸𝑜𝐿𝑥,𝑦 = ∑ ∆𝐼𝑓(𝑖, 𝑗)2

(𝑖,𝑗)∈Ω(𝑥,𝑦)

 

EoL measures the amount of 

edges  in the enhanced 

image by using Laplacian of 

image [16]. 

Modified Laplacian 

(ML) 𝑀𝐿(𝑥, 𝑦) = ∑ Δ𝑚

(𝑖,𝑗)∈Ω(𝑥,𝑦)

𝐼𝑓(𝑖, 𝑗) 

Δ𝑚𝐼𝑓 = 𝑎𝑏𝑠(𝐼𝑓 ∗ 𝐿𝑥) − 𝑎𝑏𝑠(𝐼𝑓 ∗ 𝐿𝑦) 
𝐿𝑥 = [−1 2 − 1]𝑎𝑛𝑑 𝐿𝑦 = 𝐿𝑥

𝑇 

ML measures the amount of 

edges  in the enhanced 

image by using modified 

Laplacian of image [16]. 

Variance of 

Laplacian 

(VL) 

𝑉𝐿𝑖,𝑗= ∑ (∆𝑓(𝑖, 𝑗) − ∆𝑓
2

)
(𝑖,𝑗)∈Ω(𝑥,𝑦)

 

where ∆𝑓 is the mean value of the image Laplacian within its 

neighborhood Ω(𝑥, 𝑦). 

VL measures the amount of 

edges  in the enhanced 

image by using Variance of 

Laplacian of image [19], 

[16]. 

Sum of Wavelet 

Coefficients 

(SWAV) 
SWAV = ∑ 𝑎𝑏𝑠(𝑊𝐿𝐻1(𝑖, 𝑗)) +

(𝑖,𝑗)𝜖Ω𝐷

𝑎𝑏𝑠(𝑊𝐻𝐿1(𝑖, 𝑗)) + 𝑎𝑏𝑠(𝑊𝐻𝐻1(𝑖, 𝑗)) 

where Ω𝐷 is the corresponding of the neighbourhood (Ω(𝑖. 𝑗))

of the enhanced image pixel  𝐼𝑓(𝑖, 𝑗). 

SWAV computes the focus 

score of the enhanced image 

using Sum of Wavelet 

Coefficients [17], [16]. 

Variance of 

Wavelet 

Coefficients 

(VWAV) 

VWAV = ∑ (𝑊𝐿𝐻1(𝑖, 𝑗) − 𝜇𝐿𝐻1)2 +

(𝑖,𝑗)∈Ω𝐷

∑ (𝑊𝐻𝐿1(𝑖, 𝑗) − 𝜇𝐻𝐿1)2

(𝑖,𝑗)∈Ω𝐷

+ ∑ (𝑊𝐻𝐻1(𝑖, 𝑗) − 𝜇𝐿𝐿1)2

(𝑖,𝑗)∈Ω𝐷

 

where Ω𝐷 is the corresponding window of Ω in the DWT sub-

bands and 𝜇𝐿𝐻1, 𝜇𝐻𝐿1, 𝜇𝐻𝐻1 denote the mean value of the 

respective DWT sub-bands within Ω𝐷. 

 VWAV computes the focus 

score of the enhanced image 

using Variance of wavelet 

coefficients [17], [16]. 

Ratio of Wavelet 

Coefficients 

(RWAV) 

RWAV =
𝐶𝐻

2

𝐶𝐿
2

where 𝐶𝐻 and 𝐶𝐿 are defined as follows: 

𝐶𝐻
2 = ∑ ∑ 𝑊𝐻𝐿𝑘(𝑖, 𝑗)2

(𝑖,𝑗)∈Ω𝐷𝑘

+ 𝑊𝐻𝐿𝑘(𝑖, 𝑗)2 + 𝑊𝐻𝐻𝑘(𝑖, 𝑗)2 

RWAV computes the ratio 

between the high-frequency 

coefficients and the low-

frequency coefficients [16]. 
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𝐶𝐿
2 = ∑ ∑ 𝑊𝐿𝐿𝑘(𝑖, 𝑗)2

(𝑖,𝑗)∈Ω𝐷𝑘

 

Entropy 

(En) 𝐸𝑛 = − ∑ 𝑃𝑖𝑙𝑜𝑔2

255

𝑖=0

𝑃𝑖 

where 𝑃𝑖 is the probability of the gray level 𝑖 in the 

enhanced image. 

En computes the 

information content in the 

enhanced image [18]. 

Spatial Frequency 

(SF) 
𝑆𝐹(𝑥, 𝑦) = √ ∑ (𝐼𝑓𝑥(𝑖, 𝑗)2 + ∑ (𝐼𝑓𝑥(𝑖, 𝑗)2

(𝑖,𝑗)∈Ω(𝑥,𝑦)

 
(𝑖,𝑗)∈Ω(𝑥,𝑦)

where 𝑆𝐹(𝑥, 𝑦) is the first derivative of the two directions 

(𝐼𝑓𝑥(𝑖, 𝑗) and 𝐼𝑓𝑦(𝑖, 𝑗)) of the image 𝐼𝑓. 

SF computes the focus of 

the image in the spatial 

frequency [32]. 

5. RESULTS AND DISCUSSION

In the experiments, three pairs of original medical images of size 256 × 256 pixels were used in order 

to verify the effectiveness of the proposed fusion algorithm. These images were collected from the site 

specialized in medical images of the brain (http://www.med.harvard.edu/AANLIB/home.html) [27]. 

Medical images generally are defocus images (Figure 5). This means that they contain some blur. 

Increasing blur score means more blur in the image. At first, we want to know the amount of blurring in 

the medical images using a blur score. The score of blurs to an image is determined by blurring the 

image with a low-pass filter and comparing the intensity variations between the adjacent pixels before 

and after adding the filter. The range of the blur score is from 0 (the best quality) to 1 (the worst quality). 

More details about the blur score can be found in [19]. Table 2 illustrates the amount of blur in each 

image from each pair. Then, the amount of blurring is measured in the fused images that resulted from 

the proposed fusion method and other fusion techniques (DWT, SWT, DWT-PCA and DT-DWT) as in 

Table 3.  

Figure 5. The four pairs of original medical images. 

Table 2. The numerical values of the blur score in the original images. 

Multimodal image Original image Blur score 

Pair-1 Mri-1 0.5236 

CT-1 0.3875 

Pair-2 Mri-2 0.2800 

CT-2 0.3282 

Pair-3 Mri-3 0.4446 

CT-3 0.4778 

Pair-4 Mri-4 0.3908 

CT-4 0.3244 

Pair-1 Pair-2 Pair-3 Pair-4 

MRI images 

CT images 
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Table 3. The numerical values of the blurring in the fused images of the proposed fusion technique 

compared with those of existing fusion techniques. 

Figure 6. The resultant fused images using the proposed fusion and other fusion techniques. 

Table 4. Focus metric values for the comparison of the proposed fusion technique and the existing 

fusion techniques for pair-1 of medical images. 

       Fusion techniques 

Metrics 

DWT SWT DWT-

PCA 

DT-DWT Proposed fusion 

SWF-DWT 

EoL 27.1301 26.2892 16.6045 31.0789 43.3688 

ML 4.0694 3.7980 2.5409 4.6629 8.0715 

VL 68.4137 55.0769 41.1258 106.0811 293.5792 

Entropy 6.0399 6.0855 5.3133 5.6464 6.4007 

SWAV 2.2862 2.1525 1.3204 2.3567 4.7265 

VWAV 5.6402 4.3132 3.1391 6.2300 19.6959 

RWAV 0.1018 0.0761 0.0625 0.0988 0.3637 

SF 2.8216 2.9073 1.9821 3.3825 3.1702 

Fused Image Name DWT SWT DWT-PCA DT-DWT Proposed SWF-DWT 

Pair-1 0.4314 0.4060 0.4235 0.4457 0.3490 

Pair-2 0.2814 0.2657 0.2241 0.2709 0.2108 

Pair-3 0.4264 0.4202 0.4483 0.4214 0.3234 

Pair-4 0.3507 0.3102 0.3669 0.3299 0.2562 

SWF-DWT-fused images 

SWT-fused images 

DWT-PCA-fused images 

DT-CWT-fused images 

DWT-fused images 
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It is observed from Table 2 that the original medical images naturally have some blur. From Table 3, 

the image fusion process using the proposed fusion method based on SWF-DWT and the other fusion 

techniques leads to reducing the blur level in the merged images. However, the proposed fusion method 

gives lower values of blur score compared with the other fusion techniques. The proposed fusion method 

gives visually more focus in the resultant images compared with other fused images. Tables 4, 5, 6 and 

7 show comparisons of the performance of the proposed fusion method and the existing fusion 

techniques using the focus metrics on the medical images. 

Table 5. Focus metric values for the comparison of the proposed fusion and the existing fusion 

techniques for pair-2 of medical images. 

      Fusion techniques 

Metrics 

DWT SWT DWT-PCA DT-DWT Proposed 

fusion 

SWF-DWT 

EoL 45.0893 44.4590 43.8890 46.9290 61.9868 

ML 8.4693 7.3517 13.0498 8.9971 18.6924 

VL 273.2873 222.2005 1.1182e+03 359.1289 1.2083e+03 

Entropy 5.1524 5.1759 3.8058 4.8093 5.7311 

SWAV 4.7489 4.1874 8.4955 4.9091 11.4291 

VWAV 23.1164 18.2136 74.4336 24.3379 80.1349 

RWAV 0.3869 0.3088 1.4604 0.3830 1.3634 

SF 3.7094 3.6936 3.3926 3.9191 4.3940 

Table 6. Focus metric values for the comparison of the proposed fusion and the existing fusion 

techniques for pair-3 of medical images. 

   Fusion techniques 

Metrics 

DWT SWT DWT-PCA DT-DWT Proposed 

fusion 

SWF-DWT 

EoL 50.2176 45.4960 39.3105 60.1983 86.6782 

ML 6.7471 5.5930 4.7656 7.9568 16.5056 

VL 101.4639 66.5640 48.1794 146.8988 565.8526 

Entropy 7.2673 7.2797 7.3042 7.1876 7.6446 

SWAV 3.5331 2.7849 2.0746 3.7073 9.2858 

VWAV 5.8358 3.7028 2.4055 5.8451 21.9226 

RWAV 0.0620 0.0363 0.0173 0.0626 0.3196 

SF 5.0327 5.1485 5.0032 6.1892 6.0506 
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Table 7. Focus metric values for the comparison of the proposed fusion and the existing fusion 

techniques for pair-4 of medical images. 

       Fusion techniques 

Metrics 

DWT SWT DWT-

PCA 

DT-DWT Proposed 

fusion 

SWF-DWT 

EoL 54.8010 65.2433 45.9720 68.3392 80.3525 

ML 9.9298 11.2523 7.0232 12.0920 16.9428 

VL 410.4178 428.8384 188.9500 517.8509 764.2706 

Entropy 6.7890 6.8568 6.7521 6.7358 6.9162 

SWAV 5.9777 7.1859 4.2600 7.6850 10.0184 

VWAV 26.1873 31.7202 16.0987 36.4523 44.3586 

RWAV 0.3991 0.4445 0.1479 0.4772 0.7993 

SF 4.5343 5.0945 4.0933 5.5460 6.1219 

From Tables 4, 5, 6 and 7, the proposed fusion method based on Sharpening Wiener Filter and DWT 

gives good values of the focus operators (EoL, MF, VL, Entropy, SWAV, VWAV, RWAV and SF) on 

three pairs of medical images compared with the existing fusion techniques (DWT, SWT, DWT-PCA 

and DT-DWT) that are based on wavelet domain.  

6. CONCLUSIONS

The quality of medical images has a great influence on the processes of analysis, diagnosis and medical 

treatment. Fusion of multimodal medical images takes the benefits of the characteristics of the images 

and gives a more complete image that helps in reaching a more accurate medical diagnosis. The image 

fusion based on DWT is widely used for medical images. It produces a good image representation in 

time and frequency domains. Due to the limited directionality of wavelets, the fused image using DWT 

suffers from blur. Therefore, a multimodal medical image fusion method is proposed to solve this 

problem using sharpening Wiener filter and DWT. The performance of the proposed fusion method was 

evaluated by using different focus operators. The experimental results showed that the proposed fusion 

method gives good values of focus operators compared with the existing DWT, SWT, DWT-PCA and 

DT-DWT image fusion techniques. Sharpening Wiener filter handles the problem of blurring in medical 

images. This is useful for clinical diagnosis. Also, the proposed fusion method can be used to increase 

the focus of any type of images. In future work, sharpening Wiener filter can be used with the other 

fusion techniques to reach more robust fusion operations. 
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 ملخص البحث:

بببببب  هربببببب   مببببببا ات  بببببب    بي وبببببب    ا  ببببببي ة  تعببببببنصا  دوربببببب   ص ر   بي ببببببور   ط  يلعببببببا ص بببببب     

ببببب ور،   ببببب  ص ر  ف فبببببا مبببببا صت بببببة   ت ليببببب     ترببببب ي    ط ب ي بببببي      لببببب    ببببب     ببببب جبببببوصا     

بببببب ة   ببببببة تلل ببببببة   و ببببببو    عبببببب بي ببببببور   ط    تطببببببور    تتةو وجيببببببة    ني ببببببة، تببببببن اتعبببببب      

بببببت    تربببببوي   ببببب    ببببب صر  تةو بببببة    ببببب    ببببب   ببببب و     يببببب    فبببببلب   مبببببا صت ببببب ي    ت ليببببب   ة  زَّ

ببببب  ط   ة  إز  بببببة   تربببببوي   ةهببببب    ببببب    ف فبببببا مبببببا  ببببب  بي بببببور   ط  ببببببا   ببببب  ، مببببب    او بببببي     

   رج ل 

ص  لرويجببببب     بببببDWTيُ بببببت نّ   ة مببببب    رجببببب   ّ  مبببببا ص ببببب      ور  ت وي ببببب      ة ببببببة (  ربببببتّ   ببببب 

ببببب ببببب ل   تل بببببة  ور  إلّ       ببببب   ببببب  ن  ببببب     تمةيبببببةور  تعبببببنصا  دورببببب  ،  يةُبببببت  ار بببببي   جيبببببن    ل  

ببببببب بببببببت      ببببببب  مبببببببا      ي  ببببببب  و بببببببو   ببببببببا   ز  ج  يبببببببة   ر بببببببن صا ة وتيجبببببببة  لّا  ور   رن ج 

بببببب ة بي ببببببور   ط   لرويجبببببب       بببببب   بببببب     ررببببببتلة، ومتبببببب   مببببببا  بببببب     ورتببببببة   يمببببببة   ببببببن      

بببببب  ميةبببببب    ببببببن ا جةببببببب     ببببببة Wiener تعببببببنصا  دوربببببب   ا اتببببببز  لببببببة  فببببببت ن ّ     ل (  زيبببببب صا    ل

ص   لرويج   جةاّ  ع   ة م    رج  

كبببببب  ق ابببببب  اميببببببي    ط يمببببببة   رمت ّببببببة  ببببببب   ببببببنصّ  بببببب   و  بببببب    ت  كيببببببز   ر ببببببت ن ة  ميبببببب  

ببببب ور   ر  و بببببة   تبببببن كرببببب ل   ةتببببب ر        ط يمبببببة   رمت ّبببببة اعُطبببببا  مبببببن ر   ت  كيبببببز مبببببا     

تيربببب   جيببببنا  عو  بببب    ت  كيببببز  م روببببة   مببببي  الببببق   عو  بببب    تببببا يببببت      ببببول  ليهبببب   بببب   بببب ّ 

ّم     روي ج   ور ت ررة  لة      خ ى  ن    

http://www.med.harvard.edu/AANLIB/home.html
http://creativecommons.org/licenses/by/4.0/
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ABSTRACT 

Sentiment analysis has recently drawn considerable research attention in recent years owing to its applicability 

in determining users’ opinions, sentiments and emotions from large collections of textual data. The goal of 

sentiment analysis centred on improving users’ experience by deploying robust techniques that mine opinions 

and emotions from large corpora. There are several studies on sentiment analysis and opinion mining from 

textual information; however, the existence of domain-specific words, such as slang, abbreviations and 

grammatical mistakes further posed serious challenges to existing sentiment analysis methods. In this paper, we 

focus on the identification of an effective discriminative subset of features that can aid classification of users’ 

opinions from large corpora. This study proposes a hybrid feature-selection framework that is based on the 

hybridization of filter- and wrapper-based feature selection methods. Correlation feature selection (CFS) is 

hybridized with Boruta and Recursive Feature Elimination (RFE) to identify the most discriminative feature 

subsets for sentiment analysis. Four publicly available datasets for sentiment analysis: Amazon, Yelp, IMDB and 

Kaggle are considered to evaluate the performance of the proposed hybrid feature selection framework. This 

study evaluates the performance of three classification algorithms: Support Vector Machine (SVM), Naïve Bayes 

and Random Forest to ascertain the superiority of the proposed approach. Experimental results across different 

contexts as depicted by the datasets considered in this study clearly show that CFS combined with Boruta 

produced promising results, especially when the features selected are passed to Random Forest classifier. 

Indeed, the proposed hybrid framework provides an effective way of predicting users’ opinions and emotions 

while giving substantial consideration to predictive accuracy. The computing time of the resulting model is 

shorter as a result of the proposed hybrid feature selection framework. 

KEYWORDS 

Sentiment analysis, Opinion mining, Hybrid feature selection, Boruta, Recursive feature elimination. 

1. INTRODUCTION

Nowadays, the content on the World Wide Web (WWW) has witnessed exponential growth with the 

advent of e-commerce, blogs, microblogs and social media websites. Availability of large textual data, 

usually referred to as corpora, has created a massive opportunity to mine users’ opinions from such 

data for business analytics and for decision-making to expand businesses, products and brands and 

improve customers’/users’ experience [1]-[2]. Although large corpora are now available for sentiment 

analysis to extract opinions and sentiments, processing this text data to extract such information has 

sparked recent attention from researchers in the last few years. Sentiment analysis is a significant 

stakeholder in the decision-making process and it enables individuals and groups to make sense of 

other people's opinions, which can be in textual form [3]. Natural Language Processing (NLP) and text 

classification are used in Sentiment Analysis (SA), which is a fast-growing area of computing that 

deals with the challenges of interpreting the text (usually human feelings or opinions) using lexicon-

based approach or machine learning approach or hybrid approaches [1], [3]-[5]. Other approaches can 

be through knowledge-based analysis and statistical analysis or a hybrid of the two [5]. Written text 

can contain lots of expressions and feelings that may not be easily interpreted by the system. Unique 

forms of expression -called Emojis- have also been introduced into communication at various user-

owned contents at large, be it personal blogs, e-commerce websites or social networks [4], [6]. 

A lexicon-based method is an approach that utilizes collections of sentiment words and phrases which 
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are predefined for classifying documents in the corpora to positive, negative or neutral. Lexicon-based 

approaches can be visualized as methods for clustering documents into clusters of positive, negative or 

neutral based on sentiment words and phrases already predefined. Recent development and research 

advancement in the domain of lexicon-based sentiment analysis have been published [7]-[8]. 

Conversely, machine learning approaches can be broadly classified as supervised and unsupervised 

learning. This method has been employed to classify or group documents based on some extracted 

features from documents for sentiment analysis. Supervised machine learning relies on already 

classified documents as training and a testing dataset which can be used to develop a predictive model 

for classifying emotions of new unseen documents. On the other hand, unsupervised learning groups 

documents into some clusters based on the similarities that exist between the documents in the 

corpora. The literature is vast in the application of machine learning methods for sentiment analysis 

[1], [6], [9]-[10]. The use of machine learning approaches for sentiment analysis relied majorly on the 

extraction and selection of highly discriminative features to build effective predictive models. 

Feature selection involves the process of selecting a subset of features from the originally extracted 

features, which are considered as the best features for predicting the class of the documents in the 

corpora [11]. The purpose of searching for the best subset of features is to reduce the model training 

time and maintain the accuracy of the predictive model, if not higher than the performance with the 

original features. Feature selection helps in reducing the dimensionality of the feature subsets by 

removing irrelevant and noisy features that may hamper the performance of the predictive model for 

sentiment analysis. In most cases, these irrelevant and noisy features negatively affect the model 

generalization ability and predictive performance when used for sentiment analysis. Feature selection 

methods can be classified as filter-, wrapper- and embedded-based techniques [1], [11]-[14]. These 

three categories of feature selection pertain to the realm of classification algorithms. 

At present, the size of user-owned information on the Internet is large and, on the increase, daily. The 

complex nature of information increase has raised the need for sentiment analysis as a tool used to 

understand or extract human emotions [6]. Furthermore, researchers are using machine learning 

algorithms to extract features from the available extensive collection of high-dimensional feature 

space that identifies and picks relevant features, leaving the noisy and irrelevant features behind [1]. 

This has made machine learning-based sentiment analysis popular in the field [15]. Some of the 

popularly used feature selection techniques in the literature are: Recursive feature elimination (RFE), 

Fast Rank-based method, Relief-F, Gain Ratio, Information Gain, Chi-Square and Boruta [1], [9]. 

Several supervised algorithms are also available in the literature for classification using the extracted 

relevant features for sentiment analysis, such as Support Vector Machine (SVM), Decision Trees, 

Naïve Bayes, Logistic Regression, K-Nearest Neighbour (KNN) and Multilayer Perceptron [4], [6], 

[9], [16].  

There exist several machine learning approaches for extracting sentiment from corpora [1], [15]; 

however, this paper focuses specifically on corpora from different domains, which are publicly 

available for sentiment analysis and require a robust technique to extract discriminative features that 

are of high relevance and can reduce model prediction time. In this paper, a hybrid feature selection 

framework is proposed through a combination of filter and wrapper feature-selection methods. The 

resultant discriminative features were subjected to three classification algorithms to ascertain the 

superiority of the proposed hybrid feature selection framework. More specifically, the main 

contributions of this paper are briefly highlighted as follows: 

 Proposing a new hybrid filter- and wrapper-based feature selection framework for sentiment

analysis on large corpora.

 Considering different contexts to ascertain the applicability of the proposed hybrid feature

selection framework across various domains, including movie review, public opinion and

product review.

 Analyzing the performance of the extracted features by conducting extensive comparative

evaluation based on the three machine learning classifiers considered in this study.

The remaining sections of this paper are structured as follows. Section 2 gives related studies on 

sentiment analysis and machine learning techniques that have been deployed for sentiment analysis. 

Section 3 explains the proposed hybrid feature selection framework for sentiment analysis, the 
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description of the corpora, the evaluation metrics and the feature selection techniques as well as the 

classification algorithms used in this study. Section 4 discusses the results of the various experiments 

conducted and comparatively analyzes the two proposed hybrid feature selection approaches. Finally, 

Section 5 concludes the paper and gives future research directions. 

2. RELATED WORKS

Sentiment analysis and opinion mining are two inter-related concepts that deal with the computational 

study of people’s reaction, attitudes, opinions, sentiments and emotions towards a topic, entity, aspect 

…etc. expressed in texts [17]-[18]. A vital step of sentiment analysis is selecting an appropriate

approach in classifying the opinions. The classification methods of opinion mining can be categorized 

into two groups; namely: machine, learning approach and lexicon-based approach [19]. The machine 

learning techniques for opinion mining can be broadly categorized into three aspects, which are; 

supervised, semi-supervised and unsupervised learning. Several studies have employed unsupervised 

learning using probabilistic classification, stochastic classification or a combination of both [20]. 

Probabilistic classification is a famous classification approach in opinion mining; it involves using 

mathematical expressions to classify the sentiments about a given text. Since the techniques are 

obtained from probabilistic models, they provide a logical way for classification in a complex domain, 

such as the field of NLP [20]. Thus, it also has an effective application in opinion mining. Some of the 

prominent methods in the field of opinion mining belonging to this classification include Naïve Bayes, 

Bayesian Network and Maximum Entropy. In other situations, which might be the nature of the 

problem at hand, probabilistic classifiers might be ineffective. Thus, the other option for solving the 

classification problem is by using stochastic classifiers (also called non-probabilistic classifiers). Some 

widely used non-probabilistic classifiers in sentiment analysis include Neural Network, Support 

Vector Machine, K-Nearest Neighbour (KNN), Rule-based methods as well as Decision Tree.  

The Bag of Words (BoW) is popularly used to depict sentiment analysis in recent research due to its 

ability to make word objectivity independent and important as well as giving less importance to 

subjectivity and text arrangement [15], [21]. In their work, a novel framework was proposed which 

minimized the size of the feature vectors through semantic clustering and data sparseness for 

sentiment analysis. Due to the challenges of feature extraction in sentiment analysis, Ansari et al. [9] 

utilized a hybrid filter and wrapper technique for feature vector selection in order to minimize the 

vector size and boost the classification accuracy. The researchers used the fast rank-based method on 

the initial feature set and the result is passed through recursive feature elimination RFE and the 

evolutionary method of binary particle swarm optimization to obtain the ultimate feature subset.  

Hassonah et al. [1] proposed the combination of ReliefF and Multi-Verse Optimizer (MVO) feature 

extraction algorithms to enhance sentiment analysis. Support Vector Machine (SVM) was used for the 

classification of the model based on positive, neutral and negative emotions. Comparing the result of 

the feature extraction techniques and SVM in terms of accuracy against other works showed an 

improved result with a decrease in the feature numbers by approximately 97% from the original set 

and datasets yielded an improved result as well [1]. Do et al. [6] carried out a review on deep learning 

approaches for sentiment analysis with a focus on aspect extraction and sentiment classification. The 

researchers compared major deep learning methods for aspect level of sentiment analysis. It was 

concluded that both aspect level sentiment analysis and deep learning need more research work focus 

as most researchers work on extraction or classification alone, whereas combining both will give a 

better result. Arulmurugan, et al. [4] proposed a cloud-based technique to integrate emotions like 

calmness, excitement, stress, confusion and frustration in the construction of an intelligent system for 

sentiment analysis. The system increased the sentence level sentiment through the use of support 

vector machine, Naïve Bayes and Neural Network algorithms for classification of specific features of 

the dataset and a modified K-means clustering method for dataset outliers.  

A Japanese large word corpus was developed with five billion words derived from Japanese blogs due 

to the lack of such in existence anywhere. A two-dimensional model of annotation was used to get 

information on sentence valence used in sentiment analysis. The evaluation was done on the 

annotations in more than one way and the large corpus can be used for object ontology and 

significance of action [22]. Word embedding method was used to improve the accuracy of sentiment 

analysis for pre-trained words. The technique made use of Part-of-Speech (POS) tagging techniques, 
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lexicon-based approaches, word position algorithm and Word2Vec/GloVe methods. Several deep 

learning algorithms were used to check the accuracy of the proposed method [3]. 

Hasan et al. [5] developed a framework for sentiment analysis and classification of hashtag (#) 

messages representing the opinions of political interest on Twitter. The research compared three 

sentiment lexicons (W-WSD, SentiWordNet and TextBlob). The polarity and subjectivity were 

derived using several libraries while Naïve Bayes and support vector machine algorithms were applied 

to the training set in WEKA to derive the classification model. The best result was obtained from the 

analysis of tweets with W-WSD. In a research conducted by Arulmurugan et al. [4],  Binary Cuckoo 

Search (based on the characteristics of Cuckoo bird) was used for feature selection of online text 

content for sentiment analysis and supervised algorithm (support vector machine, decision tree, Naïve 

Bayes, k-nearest neighbour and multilayer perception) for its classification. The result showed an 

enhanced accuracy in the sentiment classification due to application on BCS on the dataset for 

optimized feature selection. Cambria et al. [23] proposed ensemble application of symbolic and 

subsymbolic Artificial Intelligence (AI) for sentiment analysis. The study integrates both top-down 

and bottom-up learning using an ensemble of symbolic and subsymbolic AI tools. This was then 

applied to the problem of polarity identification from text data. A common-sense based Application 

Programming Interface (API) for concept-level sentiment analysis has been proposed in the literature 

[24]. 

Jeyapriya and Selvi [25] employed Naïve Bayes in phrase-level opinion mining in customer product 

review. The datasets were obtained from Amazon, Eponions and Chet. The model was evaluated 

based on aspect extraction and sentiment orientation. Also, Tripathy et al. [26] compared the 

performances of SVM and Naïve Bayes for movie review datasets that were obtained from IMDB. 

The study was able to show that SVM outperforms Naïve Bayes classifier in predicting the sentiment 

of a movie review. Alfaro et al. [27] compared the results of SVM and kNN based on content 

classification and opinion mining on weblog comments. Based on the experiments conducted in the 

study, it was shown that SVM outperforms kNN in terms of accuracy. Hussain and Cambria [28] 

employed a semi-supervised learning approach for big social data analytics. The study proposed an 

affective common-sense reasoning architecture based on random projections and SVM which showed 

a noteworthy improvement in emotion recognition accuracy as well as in polarity detection. Also, 

Claypo and Jaiyen [29] utilized an unsupervised machine learning approach for a restaurant review 

dataset which was obtained from TripAdvisor. The study applied an MRF feature selection technique 

and KMeans for clustering the reviews into positive and negative. In addition, Al-Agha and Abu-

Dahrooj [30] conducted a study by taking data from Twitter to analyze world public sentiment about 

the Palestinian- Israeli crisis. Their study proposed a multi-level research model that utilizes several 

variables at the group and individual levels, using statistical methods to carry out a systematic public 

sentiment. Similarly, Kumar et al. [31] used sale tweets to analyze consumers’ thoughts about 

electronic goods. The researchers discovered that the logistic regression technique has a promising 

result for all datasets employed. Nahar et al. [32]  presented a lexicon-based approach to identify the 

sentiments of posts and comments on Jordanian telecommunication companies on Facebook. The 

researchers were able to formulate an Arabic Sentiment Lexicon on which they applied three 

classification algorithms (SVM, kNN and Naïve Bayes). 

From the literature, it is evident that many machine learning models for sentiment analysis have been 

proposed. However, the utilization of a hybrid machine learning algorithm for feature selection on 

large corpora is still an open research issue. Thus, the goal of this study is to fill this research gap by 

proposing a robust multilayer hybrid feature selection framework for sentiment analysis across 

different domains, such as product reviews, movie reviews, public opinions … and so on. 

3. METHODOLOGY

This section details the structure and flow of the techniques used in hybridizing the algorithms for 

sentiment analysis modeling. First, we begin with the process of data collection and then explain the 

preparation processes as well as the mechanisms applied to the data gathered to make it accessible and 

useful for machine learning modeling.  Next, we offer a comprehensive overview of the datasets with 

the number of their attributes, instances and classes. The subsequent subsections explain the selected 

feature selection algorithms and the classification techniques employed.  
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3.1 Proposed Framework 

Figure 1 shows the proposed hybrid feature selection framework, which comprises different stages to 

achieve the overall aim of this study. Four publicly available datasets were collected to evaluate the 

performance of the proposed hybrid framework. The subsequent sections provide detailed 

explanations of the various stages involved in the proposed hybrid framework. 

Figure 1. The proposed hybrid framework for sentiment analysis. 

3.2 Data Collection and Description 

In evaluating the proposed hybrid feature selection framework for sentiment analysis on textual data, 

several open-source datasets were utilized. These include Amazon, Yelp, IMDB and Kaggle datasets 

which are publicly available for research purposes. The brief descriptions of these datasets are as 

explained in Table 1. The corpora are written in English language. 

Table 1. Corpora description. 

Dataset No of instances No of attributes 

Amazon 1000 620 

Yelp 1000 691 

IMDB 1000 961 

Kaggle 13871 1218 

The corpora used in this study comprise three datasets of customer reviews (Amazon, Yelp and IMDB 

datasets) on several products and services and the United States 2016 Presidential debate, which is a 

Kaggle dataset. The first dataset, Amazon, is an open-source corpus that is publicly available at 

“https://registry.opendata.aws/amazon-reviews/”. The corpus has 1000 instances of customer reviews 

on products purchased on Amazon store. Similarly, Yelp is also a corpus consisting of 1000 instances 

of customers’ reviews on products. This corpus is readily available at https://www.yelp.com/dataset. 

IMDB is a corpus of customers’ reviews on movies which is also publicly accessible at 

https://www.kaggle.com/lakshmi25npathi/imdb-dataset-of-50k-movie-reviews. The Kaggle dataset on 

the other hand is the First US GOP debate which is openly accessible at 
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https://www.kaggle.com/crowdflower/first-gop-debate-twitter-sentiment. This corpus entails tweets 

about the presidential debate in determining whether the contributor’s opinion is positive, negative or 

neutral. The corpus has 13,871 tweets which were analyzed based on relevancy, the candidate that was 

mentioned, the subject as well as the sentiment that was given to the tweet. 

3.3 Data Pre-processing and Preparation 

The corpora obtained undergo a series of pre-processing stages to prepare and transform them into a 

more consumable form that can be used by the algorithms. These phases include: 

i. Tokenization: This is the process of producing several representations of information-enriched

texts which can lead to a better classification outcome. It operates by transforming the extracted

documents and texts into more practical and machine-consumable forms of texts, such as words,

phrases, sentences, …etc. This is the first process of feature extraction where texts are converted

into tokens before transforming into vectors.

ii. Stemming: Next, with the “tm_map” feature provided via the “tm” package in R, all the

derivative words were transformed back to their root form. Stemming is highly valuable as it

assists in the recognition of related terms as well as their reduction in data dimensionality.

iii. Removal of unwanted characters: Numbers, unwanted spaces, special characters, …etc. are all

eliminated from the word list, as they are unnecessary and meaningless. These do not contribute

to the sentiment, as they degrade the performance of the machine learning models.

iv. Feature extraction: Finally, the conversion to the document term frequency matrix was done.

Document term frequency is a statistical matrix that displays the frequency of words contained

in a record set. In this matrix, each row denotes a document, each column represents one term

(word) and each entry value has the number of appearances of that term in that document.

3.4 Hybrid Feature Selection 

The major target of attribute selection in sentiment analysis is to discover the best set of features that 

allows building useful models. The major goal of most applications is to develop a well-performing 

prediction model. Another, sometimes more important, is to identify those variables that enhance this 

good prediction; i.e., reducing the large set of measured variables to the ones that contain more 

information rather than noise [14], [33]. Thus, several feature selection techniques have been proposed 

using different principles and approaches to report the set of truly relevant variables. In this study, a 

hybrid feature selection is employed. First is the Correlative Feature Selection (CFS), a filter-based 

attribute selection technique that is based on Best First Search (BFS) technique. The result of this 

feature selection process is then passed to either Boruta or RFE which are wrapper-based attribute 

reduction methods. The final feature subsets are passed to the classification algorithms to evaluate the 

proposed hybrid feature selection framework. 

3.4.1 Correlative Feature Selection 

Correlation Feature Selection (CFS) is a typical type of filter feature subset selection methods. Filter 

feature subset selection evaluates, ranks and selects features based on some properties. CFS generates 

a feature subset based on the search method that is employed to select features that possess good 

prediction capacities. The search method traverses the feature space to generate a subset of the features 

with high predictive potentials. According to [34], CFS considers the existence of better predictive 

performance when combining features. The performance of CFS varies considerably based on the 

search method employed. Therefore, we carefully selected one of the best search methods as reported 

in the literature for the CFS stage, which is based on BFS approach [35]. The best first search strategy 

works by first emptying a set of attributes, beginning with the complete set of attributes or beginning a 

quest in any given direction and going backwards (by considering all possible single attribute 

additions and deletions at a given point). 

3.4.2 Boruta Algorithm 

The Boruta algorithm, named after a Slav god of the forest, was created to identify all important 

attributes in a classification framework [36]. It is a wrapper technique that is built around the Random 
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Forest classifier, with the main idea of comparing the importance of the real predictor variables 

(known as real-data/original data) with those of random (also called shadow) variables using statistical 

testing and some runs of Random Forest. In each run, the set of predictor variables is folded by adding 

a copy of each variable. The values of those shadow variables are generated by permuting the original 

values across observations and therefore destroying the relationship with the outcome. A random 

forest is trained on the extended set of data (called extended data) and the variables’ importance values 

are collected. For each real variable, a statistical test is conducted to compare its importance with the 

maximum value of all the shadow variables. Variables with significantly larger or smaller importance 

values are declared as important or unimportant, respectively. All irrelevant features and shadow 

attributes are eliminated and then the previous steps are repeated until all the features are classified or 

a pre-specified number of runs have been performed. 

The Boruta algorithm is described as follows [36]: 

3.4.3 Recursive Feature Elimination (RFE) 

Recursive Feature Elimination (RFE) is a wrapper-based feature selection technique. It is a brute-force 

approach to attribute selection that operates by searching for a subset of features. It begins with all 

attributes in the training dataset and successfully eliminates the weakest features until the desired 

number of features remains. In RFE, features are classified according to the model’s attributes. RFE 

aims to remove co-linearity and dependencies that may exist in a model by recursively deleting a 

limited number of features per cycle. 

3.5 Classification Algorithms 

This study investigates the performance of three machine learning algorithms to ascertain the 

applicability of the proposed hybrid feature selection framework for sentiment analysis across 
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different domains. The classification algorithms were selected due to their wide range of acceptability 

for similar classification tasks in the literature [1].  

3.5.1 Support Vector Machine 

Support Vector Machine (SVM) is a well-known supervised machine learning technique used for 

classification. It is an efficient machine learning technique based on the principle of structural risk 

minimization; it is capable of solving the small-sample and nonlinear classification problems. The 

basic principle of SVM is that it searches for optimal separating hyperplane so that the classification 

problem becomes linearly separable. Given a set of labelled data where there are two possible label 

classes, SVM builds a model that maps the data as points in a space so that the two separate classes of 

labelled data are divided by a clear gap as wide as possible. Thereafter, the model is used in mapping 

unknown data into the previously mentioned space and predicting the label class of the unknown data 

based on which side of the gap it is mapped.  

3.5.2 Random Forest 

Random Forest is a prominent machine learning classification algorithm that has a collection of tree 

predictors. Each of these predictors is used for classifying an unknown instance. The resulting 

classification for the unknown instance is selected based on the majority result of the trees’ 

predictions. Random Forest is a class of decision tree algorithms based on an ensemble approach [37]. 

It creates an ensemble of classifiers by creating several decision trees using a random feature selection 

and bagging approach at the training stage. This decision tree yields two types of nodes: the leaf node 

labelled as a class and the interior node associated with an attribute. A different subset of training data 

is selected with a replacement in training each tree. Entropy is applied to compute the information gain 

contributed by each feature. Let D represent the corpus with the labelled instances and C the class such 

that C = {C1, C2, C3, …, Cj}, where j is the number of classes considered. In this paper, the value of j is 

set to 2 or 3 depending on the specific corpus used, as earlier discussed. Formally, the information 

needed to identify the class of an instance in the corpus D is denoted as Info(D) = Entropy(P), where P 

is the class probability distribution, such that: 
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By partitioning D based on the value of a feature F according to subsets {D1, D2, D3, …, Dn}, 

Info(F,D) with respect to F can be computed as: 
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The corresponding information gain after obtaining the value of F is computed as: 

Gain(F,D) = Info(D) - Info(F,D) (3) 

Thus, the GainRatio is defined as: 
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where, SplitInfo(F, D) shows the information due to the splitting of D according to the feature F. 

Random Forest uses the majority voting of all the individual decisions to obtain the final decision of 

the classifier.  

3.5.3 Naïve Bayes 

A Naïve Bayes is a supervised probabilistic machine learning classifier that is based on Bayes’ 

theorem with strong independence (naïve) assumption among the features. Naïve Bayesian 

classification assumes that the variables are independent given the classes. That is, Naïve Bayes 

assumes that the presence of a specific attribute in a class is unrelated to the presence of any other 

attributes.  

Formally, let C be the random variable denoting the class of an instance; Let X be a vector of a random 

variable denoting the observed attribute values. Let c be a particular class label and x represent a 
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particular observed attribute value. According to the independence assumption, attributes x1, x2,…, xn 

are all conditionally independent of one another, given C. The value of this assumption is that it 

simplifies the representation of conditional probability P(x|c). Naïve Bayes gives a way of finding the 

conditional probability P(x|c) from P(c), P(x) and P(c|x). This relationship is as described in Equation 

(5) below. 
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|

cP

xPxcP
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where, P(x|c) is the posterior probability of class x, given c, P(x) is the prior probability of the class, 

P(c|x) represents the likelihood which is the probability of predictor, given class and P(c) represents 

the prior probability of predictor. 

3.6 Evaluation Metrics 

The details of the evaluation metrics employed in this study are discussed in this section. The metrics 

provide globally acceptable techniques to check the performance of the proposed method. In machine 

learning, model classification performance can be obtained via a confusion matrix to ascertain the 

model ability in classifying the instances under consideration. The confusion matrix, shown in Table 

2, is a matrix that gives the classification performance on how well a classifier can separate one class 

from another. The table presents the confusion matrix general structure for the binary class 

classification problem. In this table, True Positive (TP) and True Negative (TN) refer to the number of 

correctly classified positive and negative sentiments, respectively. False Positive (FP) represents the 

number of negative sentiment documents classified as positive, while False Negative (FN) represents 

the number of positive sentiment documents classified as negative. 

Table 2. Confusion matrix for a binary class problem (positive and negative sentiments). 

Predicted Class 

Class = Positive sentiment Class = Negative sentiment 

Actual Class Class = Positive sentiment TP FN 

Class = Negative sentiment FP TN 

The parameters TP, TN, FP and FN, as shown in Table 2, can be used to derive some standard metrics, 

such as Accuracy, Precision, Recall, F-Measure and Receiver Operating Characteristics (ROCs). Each 

of these metrics is discussed as follows: 

Accuracy: Accuracy is the most intuitive indicator of performance, as it a ratio of appropriately 

predicted observations to the overall observations. Formally, it is represented as:  

FnFpTnTp

TnTp
Accuracy
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Precision: Precision is a measure that evaluates the correct number of positive predictions. It is 

calculated as:  

FpTp

Tp
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Pr (7) 

Recall: It is otherwise referred to as sensitivity which measures the model’s ability to correctly 

identify the true positives. Mathematically, it is expressed as: 

FnTp
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call


Re (8) 

F-Measure: F-measure, otherwise called F-score, is a common evaluation metric for machine learning 

models. It is described as the harmonic mean of the precision and recall of a model. The relationship is 

as described in Equation 9. 

recallprecision

recallpreccision
MeasureF




 2          (9) 

Receiver Operating Characteristics (ROCs): ROC term illustrates how well a classification model 

performs at all classification levels. A ROC curve is a graph that reveals the relationship between 
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sensitivity and specificity for every individual possible cut-off. ROC curve is a graph in which the x-

axis represents 1 – specificity, while the y-axis is the value of sensitivity. 

4. EXPERIMENTAL RESULTS AND DISCUSSION

Attribute reduction is a vital phase of machine learning modeling, as it assists greatly in reducing the 

number of features needed for classification and subsequently reducing the classifier’s processing 

time. This section discusses the results obtained when the hybrid feature selection framework was 

used on different corpora. It first presents the environment and detail specifications for the various 

experiments conducted. We then discuss the results obtained for each of the classification algorithms 

employed in this study without the proposed feature selection techniques. Finally, we present the 

results of the proposed hybrid feature selection framework based on filter and wrapper feature 

selection techniques. In this research, three machine learning classifiers (SVM, Naïve Bayes and 

Random Forest) were considered, with or without the combination of three feature selection 

optimizers (CFS, Boruta and RFE). The performance of the selected classifiers was evaluated using 

Accuracy, Precision, Recall, F-measure and ROCs. 

4.1 Experimental Setup 

Several experiments were conducted in this research based on two different machine learning tools; R 

and Weka. RStudio version 1.2.5001 was used as the Integrated Development Environment (IDE) for 

coding the R scripts. R language was used for preprocessing, feature extraction and feature selection 

including implementation of CFS, Boruta and RFE techniques. Weka was used to implement the 

selected classification algorithms. Four (4) datasets; namely, Amazon, Yelp, IMDB and Kaggle were 

considered. The descriptions of the datasets have been discussed in Section 3. The classification 

experiments were conducted on WEKA version 3.8 running on a 32GB-RAM personal computer with 

Core i9 2.90GHz processor speed. The computer is running on a 64-bit Windows 10 operating system. 

For training and testing of the classification algorithms, 10-fold cross-validation has been employed, 

which allows to obtain models that can be generalized when deployed in real-world for sentiment 

analysis on large corpora. 

4.2 Discussion of Results 

Table 3 summarizes the different experiments conducted, which are discussed in the subsequent 

sections. The first three experiments help investigate the performance of the selected classifiers using 

the original features extracted from each of the datasets. Experiments 4, 5 and 6 discussed the results 

of the three classification algorithms when considering the proposed hybrid feature selection approach 

with CFS combined with Boruta. The last three experiments discussed the results of the classification 

algorithms on the proposed hybrid features by combining CFS with RFE.  

Table 3. Summary of experiments. 

S/No. Description of experiments 

1. Experiment based on SVM with original features

2. Experiment based on Naïve Bayes with original features

3. Experiment based on Random Forest with original features

4. Experiment based on SVM with hybrid features using CFS and Boruta

5. Experiment based on Naïve Bayes with hybrid features using CFS and Boruta

6. Experiment based on Random Forest with hybrid features using CFS and Boruta

7. Experiment based on SVM with hybrid features using CFS and RFE

8. Experiment based on Naïve Bayes with hybrid features using CFS and RFE

9. Experiment based on Random Forest with hybrid features using CFS and RFE

4.2.1 Results of SVM with Original Features 

To statistically understand the contribution of the proposed hybrid framework, each of the classifiers 

selected was evaluated with original features as extracted from the four datasets that were considered 

in this study. Table 4 shows the results of SVM with original feature subsets. SVM algorithm was 

evaluated on the four datasets without any feature selection technique. The results show that SVM 
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achieved an accuracy of 80.1%, 75.3%, 74.2% and 66.8% on Amazon, Yelp, IMDB and Kaggle 

datasets, respectively. We observed that the performance of SVM classifier drops slightly when the 

number of features is increasing. For instance, SVM yielded an accuracy of 66.8% on the Kaggle 

dataset which has the highest number of features. The results obtained based on the other performance 

metrics using SVM classifier have been highlighted in Table 4. 

Table 4. Results of SVM with original features. 

Datasets 

Amazon Yelp IMDB Kaggle 

Algorithm # of Features 620 691 961 1218 

Accuracy 0.801 0.753 0.742 0.668 

SVM 

Precision 0.801 0.754 0.743 0.649 

Recall 0.801 0.753 0.742 0.668 

F-Measure 0.801 0.753 0.742 0.654 

ROC 0.801 0.753 0.741 0.687 

4.2.2 Results of Naïve Bayes with Original Features 

Similarly, we evaluated the performance of Naïve Bayes classifier with original feature subsets. The 

results based on the four datasets are presented in Table 5. This results show a slight drop in the 

performance of Naïve Bayes when compared with SVM results in Table 4 based on the accuracy 

metric. However, the ROC results across the four datasets produced better results when compared with 

SVM in Table 4. ROC values of 80.9%, 78.8%, 78.5% and 71.1% were obtained on Amazon, Yelp, 

IMDB and Kaggle datasets, respectively. Similarly, we observed a similar pattern in the results 

produced by the classifier when the number of features is reduced. 

Table 5. Results of Naïve Bayes with original features. 

Datasets 

Amazon Yelp IMDB Kaggle 

Algorithm # of Features 620 691 961 1218 

Accuracy 0.717 0.726 0.716 0.590 

Naïve 

Bayes 

Precision 0.717 0.735 0.716 0.61 

Recall 0.717 0.726 0.716 0.59 

F-Measure 0.717 0.723 0.716 0.598 

ROC 0.809 0.788 0.785 0.711 

4.2.3 Results of Random Forest with Original Features 

Random Forest classifier achieved the best result with original feature subsets based on the ROC 

metric. This result produced 86%, 85.2%, 81% and 77.8% for Amazon, Yelp, IMDB and Kaggle 

datasets, respectively. The result based on the Kaggle dataset also drops slightly when compared with 

other datasets as observed in the previous results. This result is shown in Table 6. 

Table 6. Results of Random Forest with original features. 

Datasets 

Amazon Yelp IMDB Kaggle 

# of Features 620 691 961 1218 

Accuracy 0.777 0.763 0.744 0.675 

Random 

Forest 

Precision 0.777 0.769 0.746 0.657 

Recall 0.777 0.765 0.744 0.675 

F-Measure 0.777 0.700 0.743 0.658 

ROC 0.86 0.852 0.81 0.778 

4.2.4 Results’ Comparison Based on Original Features 

To understand the variation in the results obtained with original feature subsets, this sub-section 

provides a detailed discussion of the results of the classification algorithms based on the four datasets 

considered. 
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(a) Results of Classifiers with the Original Amazon Dataset: Table 7 shows the results of three 

classification algorithms without using the proposed feature selection approach. SVM had the 

highest Accuracy of 80.1% using the original dataset, as against Naïve Bayes and Random Forest 

having 71.7% and 77.7%, respectively. It also had the highest F-Measure point of 0.801, using the 

original dataset, against Naïve Bayes and Random Forest that had 0.717 and 0.777, respectively. 

Using ROC metrics on the three classifiers, it was observed that Random Forest had a better ROC 

of 0.86 than SVM (0.801) and Naïve Bayes (0.809). Therefore, it was shown that SVM had better 

performance than Naïve Bayes and Random Forest in sentiment classification on Amazon dataset 

in terms of Accuracy, Precision, Recall and F-measure, while Random Forest slightly 

outperformed SVM and Naïve Bayes based on ROC metric. 

Table 7. Results’ comparison with original features based on Amazon dataset. 

# of 

Features Accuracy (%) Precision Recall F-Measure ROC 

SVM 620 80.1 0.801 0.801 0.801 0.801 

Naïve Bayes 620 71.7 0.717 0.717 0.717 0.809 

Random Forest 620 77.7 0.777 0.777 0.777 0.860 

(b) Results of Classifiers with the Original Yelp Dataset: From Table 8, the performance of the 

three classifiers without using the proposed feature selection approach shows that Random 

Forest with an Accuracy of 76.25% outperforms both SVM (75.3%) and Naïve Bayes 

(72.6%). SVM has 0.753 value of F-Measure which is higher than the corresponding values 

for both Naïve Bayes and Random Forest classifiers with F-Measure of 0.723 and 0.700, 

respectively. Equally, Random Forest classifier has a higher ROC point (0.852) over both 

SVM (0.753) and Naïve Bayes (0.788) classifiers. Therefore, Random Forest classifier 

outperforms both SVM and Naïve Bayes classifiers on Yelp dataset by considering Accuracy, 

Precision, Recall and ROC. However, SVM has the highest F-Measure. 

Table 8. Results’ comparison with original features based on Yelp dataset. 

# of 

Features Accuracy (%) Precision Recall F-Measure ROC 

SVM 691 75.30 0.754 0.753 0.753 0.753 

Naïve Bayes 691 72.60 0.735 0.726 0.723 0.788 

Random Forest 691 76.25 0.769 0.765 0.700 0.852 

(c) Results of Classifiers with the Original IMDB Dataset: Table 9 shows the results of the 

performances of the three classifiers on IMDB dataset without the application of the proposed 

feature selection approach. It was observed that Random Forest classifier has the records of 

74.37% Accuracy, 0.743 F-Measure and 0.81 ROC, which outperforms the results obtained 

with SVM and Naïve Bayes. This results show that Random Forest classifier is a promising 

algorithm for sentiment analysis on IMDB dataset. 

Table 9. Results’ comparison with original features based on IMDB dataset. 

# of 

Features Accuracy (%) Precision Recall F-Measure ROC 

SVM 961 74.17 0.743 0.742 0.742 0.741 

Naïve Bayes 961 71.57 0.716 0.716 0.716 0.785 

Random Forest 961 74.37 0.746 0.744 0.743 0.810 

(d) Results of Classifiers with the Original Kaggle Dataset: Table 10 shows the results of the 

three classifiers without the proposed feature selection approach. The best performance is 

recorded by Random Forest classifier which achieved an Accuracy of (67.53%), an F-Measure 

of (0.658) and a ROC metric of (0.778). This performance is followed by SVM classifier with 

an accuracy of 66.75%, an F-Measure of (0.654) and a ROC metric of (0.687). It is 
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noteworthy that despite the least performance record credited to the Naïve Bayes classifier, it 

is observed that it outperforms SVM classifier based on ROC evaluation metric. This result 

implies that Random Forest classifier is still considered as the promising classification 

algorithm for sentiment analysis based on the Kaggle dataset. 

Table 10. Results’ comparison with original features based on Kaggle dataset. 

# of 

Features Accuracy (%) Precision Recall F-Measure ROC 

SVM 1218 66.75 0.649 0.668 0.654 0.687 

Naïve Bayes 1218 59.02 0.61 0.59 0.598 0.711 

Random Forest 1218 67.53 0.657 0.675 0.658 0.778 

4.2.5 Results of the Hybrid Framework Using CFS+Boruta and SVM Classifier 

Table 11 shows the results obtained using the proposed hybrid framework, which comprises the 

hybridization of CFS and Boruta algorithms. These results show that across the four datasets used in 

this study, SVM can provide an accuracy of 78.5%, 76.9%, 71.67% and 65.16% on Amazon, Yelp, 

IMDB and Kaggle datasets, respectively despite a significant reduction in the number of features for 

the classification task. This shows that the proposed hybrid framework produced promising results 

despite the huge reduction in the number of features considered. The features selected by the proposed 

CFS + Boruta feature selection method for each dataset using SVM classifier are shown in the 

Appendix. 

Table 11. Results for SVM Classifier based on hybrid (CFS + Boruta) feature selection. 

Amazon Yelp IMDB Kaggle 

Hybrid Feature 

Selection Algorithm Classifier # of Features 620 691 961 1218 

CFS + Boruta SVM 

Selected Features 23 25 25 44 

Accuracy (%) 78.5 76.9 71.67 65.16 

Precision 0.812 0.801 0.754 0.611 

Recall 0.785 0.769 0.717 0.652 

F-Measure 0.78 0.763 0.706 0.59 

ROC 0.785 0.769 0.716 0.62 

4.2.6 Results of the Hybrid Framework Using CFS+Boruta and Naïve Bayes Classifier 

Table 12 shows the results obtained using the proposed hybrid framework; that is, hybridization of 

CFS and Boruta algorithms. These results show that across the four datasets used in this study, Naïve 

Bayes can provide an accuracy of 74.1%, 71.7%, 71.37% and 63.38% on Amazon, Yelp, IMDB and 

Kaggle datasets, respectively. This result shows a slight drop in performance of Naïve Bayes when 

compared with SVM algorithm with the proposed hybrid framework that is based on CFS and Boruta 

algorithms. However, a significant improvement in the ROC metric was observed when Naïve Bayes 

was used as the classification algorithm, as shown in Table 12. 

Table 12. Results for Naïve Bayes Classifier based on hybrid (CFS + Boruta) feature selection. 

Amazon Yelp IMDB Kaggle 

Hybrid Feature 

Selection Algorithm Classifier # of Features 620 691 961 1218 

CFS + Boruta 
Naïve 

Bayes 

Selected Features 23 25 25 44 

Accuracy (%) 74.1 71.7 71.37 63.38 

Precision 0.783 0.765 0.727 0.594 

Recall 0.741 0.717 0.714 0.634 

F-Measure 0.731 0.704 0.709 0.582 

ROC 0.791 0.794 0.76 0.691 
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4.2.7 Results of the Hybrid Framework Using CFS+Boruta and Random Forest Cassifier 

Random Forest algorithm when used with the proposed hybrid framework that is comprised of CFS 

and Boruta algorithm was able to produce the best results in terms of accuracy and ROC metrics, as 

shown in Table 13. According to this table, accuracies of 78.9%, 76.9%, 71.87% and 65.76% were 

obtained on Amazon, Yelp, IMDB and Kaggle datasets, respectively. The ROC results also show a 

considerable increase in the performance of Random Forest when compared with SVM and Naïve 

Bayes classifiers based on the four datasets considered in this study. This result further testifies to the 

applicability of the proposed hybrid framework for sentient analysis considering different problem 

domains. The result obtained is promising despite a significant reduction in the number of features as 

compared with the original datasets. 

Table 13. Results for Random Forest Classifier based on hybrid (CFS + Boruta) feature selection. 

Amazon Yelp IMDB Kaggle 

Hybrid Feature 

Selection Algorithm Classifier # of Features 620 691 961 1218 

CFS + Boruta 
Random 

Forest 

Selected Features 23 25 25 44 

Accuracy (%) 78.9 76.9 71.87 65.76 

Precision 0.816 0.801 0.756 0.621 

Recall 0.789 0.769 0.719 0.658 

F-Measure 0.784 0.763 0.708 0.594 

ROC 0.808 0.801 0.776 0.711 

4.2.8 Results of the Hybrid Framework Using CFS+RFE and SVM Classifier 

Next is to discuss the results obtained when using the proposed hybrid framework for feature selection 

for sentiment analysis that considered the hybridization of CFS and RFE algorithms to effectively 

select the most discriminative features. Table 14 shows the results obtained using this approach. 

Accuracies of 64.2%, 68.1%, 72.27% and 63.56% were obtained based on Amazon, Yelp, IMDB and 

Kaggle datasets, respectively. Hybridization using CFS and RFE algorithms selected the least number 

of features in most cases when compared with the number of features selected using CFS and Boruta 

algorithms. It can easily be seen that the results obtained with the CFS + Boruta outperformed those 

obtained when using the CFS + RFE method. This was also manifested in the results obtained when 

considering ROC metric. The features selected by the proposed CFS + RFE feature selection method 

for each dataset using SVM classifier are shown in the Appendix. 

Table 14. Results for SVM Classifier based on hybrid (CFS + RFE) feature selection. 

Amazon Yelp IMDB Kaggle 

Hybrid Feature 

Selection Algorithm Classifier # of Features 620 691 961 1218 

CFS + RFE SVM 

Selected Features 3 7 70 22 

Accuracy (%) 64.2 68.1 72.27 63.56 

Precision 0.738 0.742 0.725 0.536 

Recall 0.642 0.681 0.723 0.636 

F-Measure 0.602 0.66 0.722 0.535 

ROC 0.642 0.681 0.722 0.577 

4.2.9 Results of the Hybrid Framework Using CFS+RFE and Naïve Bayes Classifier 

Table 15 shows the results of Naïve Bayes classifier based on hybridization of CFS and RFE 

algorithms. These results show accuracies of 64.2%, 68.2%, 73.87% and 62.71% on Amazon, Yelp, 

IMDB and Kaggle datasets, respectively. This result still shows a reduction in performance when 

compared with the results obtained using CFS and Boruta algorithms with Naïve Bayes classifier. 

4.2.10 Results of the Hybrid Framework Using CFS+RFE and Random Forest Classifier 

Table 16 shows the results of the Random Forest algorithm based on CFS and RFE hybridization. 

These results show accuracies of 64.2%, 68.2%, 76.38% and 63.94% on Amazon, Yelp, IMDB and 
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Table 15. Results for Naïve Bayes Classifier based on hybrid (CFS + RFE) feature selection. 

Amazon Yelp IMDB Kaggle 

Hybrid Feature 

Selection Algorithm Classifier # of Features 620 691 961 1218 

CFS + RFE 
Naïve 

Bayes 

Selected Features 3 7 70 22 

Accuracy (%) 64.2 68.2 73.87 62.71 

Precision 0.738 0.744 0.75 0.703 

Recall 0.642 0.682 0.739 0.627 

F-Measure 0.602 0.66 0.736 0.54 

ROC 0.631 0.7 0.818 0.668 

Kaggle datasets, respectively. When compared with the results of the Random Forest classifier based 

on hybridization of CFS and Boruta algorithms, there is a significant drop in performance based on 

CFS and RFE approach proposed in this study. Similar results were obtained using the ROC metric as 

an evaluation metric. 

Table 16. Results for Random Forest classifier based on hybrid (CFS + RFE) feature selection. 

Amazon Yelp IMDB Kaggle 

Hybrid Feature 

Selection Algorithm Classifier # of Features 620 691 961 1218 

CFS + RFE 
Random 

Forest 

Selected Features 3 7 70 22 

Accuracy (%) 64.2 68.2 76.38 63.94 

Precision 0.738 0.744 0.779 0.565 

Recall 0.642 0.682 0.764 0.639 

F-Measure 0.602 0.66 0.761 0.543 

ROC 0.631 0.697 0.852 0.679 

4.2.11 Results’ Comparison of the Classifiers Based on the Hybrid Framework 

In this sub-section, we now compare the results of the two proposed hybrid methods (CFS + Boruta 

and CFS + RFE) based on the individual datasets. 

(a) Amazon Dataset 

The results in Table 17 show that the proposed hybridization method using CFS + Boruta selected 23 

features on Amazon dataset as compared with 620 features available in the original dataset, while CFS 

+ RFE approach selected 3 features. The classification results revealed that Random Forest classifier 

outperformed the other two classification algorithms based on all the metrics used for evaluation in 

this study. Using 23 reduced features based on CFS + Boruta, Random Forest was able to produce the 

following metrics: Accuracy (78.9%), Precision (81.60%), Recall (78.9%), F-measure (78.4%) and 

ROC (80.80%). This result is promising when considering the number of features used for the 

classification task. 

Table 17. Performance evaluation of the hybrid feature selection framework based on Amazon dataset. 

# of 

Features 

Accuracy (%) Precision Recall F-Measure ROC 

CFS+Boruta+SVM 23 78.5 0.812 0.785 0.78 0.785 

CFS+Boruta+NB 23 74.1 0.783 0.741 0.731 0.791 

CFS+Boruta+RF 23 78.9 0.816 0.789 0.784 0.808 

CFS+RFE+SVM 3 64.2 0.738 0.642 0.602 0.642 

CFS+RFE+NB 3 64.2 0.738 0.642 0.602 0.631 

CFS+RFE+RF 3 64.2 0.738 0.642 0.602 0.631 
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(b) Yelp Dataset 

The results in Table 18 show that the proposed hybridization method using CFS + Boruta selected 25 

features on Yelp dataset as compared with 691 features available in the original dataset, while CFS + 

RFE approach selected 7 features. The classification results revealed that Random Forest classifier 

outperformed the other two classification algorithms based on all the metrics used for evaluation. With 

the 25 reduced features based on CFS + Boruta, Random Forest was able to produce the following 

metrics: Accuracy (76.9%), Precision (80.10%), Recall (76.9%), F-measure (76.3%) and ROC 

(80.10%). SVM classifier also produced similar results as compared with Random Forest classifier 

except for the ROC of Random Forest classifier that is slightly higher than the one obtained with 

SVM. Furthermore, this result is promising when considering the number of features used for the 

classification task. 

Table 18. Performance evaluation of the hybrid feature selection framework based on Yelp dataset. 

# of 

Features 

Accuracy (%) Precision Recall F-Measure ROC 

CFS+Boruta+SVM 25 76.9 0.801 0.769 0.763 0.769 

CFS+Boruta+NB 25 71.7 0.765 0.717 0.704 0.794 

CFS+Boruta+RF 25 76.9 0.801 0.769 0.763 0.801 

CFS+RFE+SVM 7 68.1 0.742 0.681 0.66 0.681 

CFS+RFE+NB 7 68.2 0.744 0.682 0.66 0.7 

CFS+RFE+RF 7 68.2 0.744 0.682 0.66 0.697 

(c) IMDB Dataset 

The results in Table 19 show that the proposed hybridization method using CFS + Boruta selected 25 

features on IMDB dataset as compared with 961 features available in the original dataset, while CFS + 

RFE approach selected 70 features. This result shows an increase in the number of features selected by 

RFE when compared with the previous results. The classification results revealed a different scenario 

in which CFS + RFE outperformed CFS + Boruta according to the results of the RFE classifier based 

on the evaluation metrics. With the 70 reduced features based on CFS + RFE, Random Forest was able 

to produce the following metrics: Accuracy (76.38%), Precision (77.9%), Recall (76.4%), F-measure 

(76.1%) and ROC (85.20%). 

Table 19. Performance evaluation of the hybrid feature selection framework based on IMDB dataset. 

# of 

Features 

Accuracy (%) Precision Recall F-Measure ROC 

CFS+Boruta+SVM 25 71.67 0.754 0.717 0.706 0.716 

CFS+Boruta+NB 25 71.37 0.727 0.714 0.709 0.76 

CFS+Boruta+RF 25 71.87 0.756 0.719 0.708 0.776 

CFS+RFE+SVM 70 72.27 0.725 0.723 0.722 0.722 

CFS+RFE+NB 70 73.87 0.75 0.739 0.736 0.818 

CFS+RFE+RF 70 76.38 0.779 0.764 0.761 0.852 

(d) Kaggle Dataset 

The results in Table 20 show that the proposed hybridization method using CFS + Boruta selected 44 

features on the Kaggle dataset as compared with 1218 features available in the original dataset, while 

CFS + RFE approach selected 22 features. The classification results revealed that Random Forest 

classifier still outperformed the other two classification algorithms as revealed by the results of the 

different evaluation metrics. Using the reduced 44 features based on CFS + Boruta showed that 

Random Forest classifier was able to produce the following metrics: Accuracy (65.76%), Precision 

(62.10%), Recall (65.80%), F-measure (59.40%) and ROC (71.10%). Taking a closer look at the 

results in this table, it can be seen that SVM classifier also achieved very close results with Random 
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Forest algorithm. Besides, it was noticed that the Precision (70.30%), accounting for the highest value 

of precision for all the classification cases, was obtained with CFS + RFE + NB classifier. This is the 

only scenario where Naïve Bayes outperformed the other classification algorithms from the various 

results obtained in this study based on the four datasets considered for analysis. The results in Table 20 

further strengthen the superiority of the proposed CFS + Boruta hybrid algorithm based on Random 

Forest classifier. 

Table 20. Performance evaluation of the hybrid feature selection framework based on Kaggle dataset. 

# of 

Features 

Accuracy (%) Precision Recall F-Measure ROC 

CFS+Boruta+SVM 44 65.16 0.611 0.652 0.59 0.62 

CFS+Boruta+NB 44 63.38 0.594 0.634 0.582 0.691 

CFS+Boruta+RF 44 65.76 0.621 0.658 0.594 0.711 

CFS+RFE+SVM 22 63.56 0.536 0.636 0.535 0.577 

CFS+RFE+NB 22 62.71 0.703 0.627 0.54 0.668 

CFS+RFE+RF 22 63.94 0.565 0.639 0.543 0.679 

4.3 Results’ Comparison with and without the Proposed Hybrid Algorithm 

In this sub-section, we compare the results of the classification algorithms with and without the 

application of the proposed hybrid feature selection algorithm. More specifically, we selected the best 

results obtained in each case for analysis. This involves comparing the best results of the classifiers on 

the original features and also on the feature subsets selected by the proposed hybrid feature selection 

algorithm. The results’ analyses have been grouped under the dataset used for the experiment in each 

scenario. 

(a) Results from Comparison Based on Amazon Dataset with and without Hybrid Feature 

Selection 

Figure 2 shows the results obtained with and without the proposed hybrid feature selection method. 

According to this figure, Accuracy (80.1%), Precision (80.1%), Recall (80.1%), F-measure (80.1%) 

and ROC (80.1%) were obtained based on SVM algorithm with original 620 features available on  

Figure 2. Results of comparison based on Amazon dataset with and without hybrid feature selection. 

Amazon dataset, while Accuracy (78.9%), Precision (81.6%), Recall (78.9%), F-measure (78.4%) and 

ROC (80.8%) were obtained when the proposed hybrid feature selection algorithm was used based on 

23 features. This result shows a significant improvement when considering the number of irrelevant 

features that have been removed from the original Amazon dataset. Specifically, the noticeable 

achievement was observed in the ROC result when the proposed hybrid feature selection algorithm 

was used. A similar thing was noticed for the Precision result. By considering the percentage of 

reduction in the number of features (96.29%), the results obtained with the proposed hybrid feature 

selection are promising and further confirmed the superiority and applicability of the proposed hybrid 

feature selection method. 
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(b) Results’ Comparison Based on Yelp Dataset with and without Hybrid Feature Selection 

Figure 3 shows the results obtained with and without the proposed hybrid feature selection method 

using Yelp dataset. According to this figure, Accuracy (76.25%), Precision (76.9%), Recall (76.5%), 

F-measure (70.00%) and ROC (85.2%) were obtained based on Random Forest algorithm with 

original 691 features available on Yelp dataset, while Accuracy (76.9%), Precision (80.1%), Recall 

(76.9%), F-measure (76.3%) and ROC (80.1%) were obtained when the proposed hybrid feature 

selection algorithm (CFS + Boruta) was used based on 25 features. This result shows a significant 

improvement when considering the number of irrelevant features that have been removed from the 

original Yelp dataset. More importantly is the improvement cut across the different evaluation metrics 

used in this study as shown in the figure. However, the ROC result of the hybrid framework drops 

slightly when compared with the ROC result obtained based on original features. By considering the 

percentage of reduction in the number of features (96.38%), the results obtained with the proposed 

hybrid feature selection are promising and superior. Also, this further confirmed the superiority and 

applicability of the proposed hybrid feature selection method. 

Figure 3. Results of comparison based on Yelp dataset with and without hybrid feature selection. 

(c) Results’ Comparison Based on IMDB Dataset with and without Hybrid Feature Selection 

As shown in Figure 4, the results obtained with the proposed hybrid feature selection method 

outperformed the results achieved when feature selection was not used on IMDB dataset. According to 

this figure, Accuracy (74.37%), Precision (74.46%), Recall (74.4%), F-measure (74.30%) and ROC 

(81.0%) were obtained based on Random Forest algorithm with original 961 features available on 

IMDB dataset, while Accuracy (76.38%), Precision (77.9%), Recall (76.40%), F-measure (76.10%) 

and ROC (85.2%) were obtained when the proposed hybrid feature selection algorithm was used. This 

result shows a significant improvement when considering the number of irrelevant features that have 

been removed from the original IMDB dataset. More importantly is the improvement cut across the  

Figure 4. Results of comparison based on IMDB dataset with and without hybrid feature selection. 
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different evaluation metrics used in this study as shown in the figure. Based on the percentage of 

reduction in the number of features (92.72%), the results obtained with the proposed hybrid feature 

selection are promising and superior. Also, this further confirmed the superiority and applicability of 

the proposed hybrid feature selection method. 

(d) Results’ Comparison Based on Kaggle Dataset with and without Hybrid Feature Selection 

Figure 5 shows the results obtained with and without the proposed hybrid feature selection method 

using the Kaggle dataset. About 96.39% reduction in the original features available in the dataset was 

achieved. According to this figure, Accuracy (67.53%), Precision (65.7%), Recall (67.5%), F-measure 

(65.8%) and ROC (77.8%) were obtained based on Random Forest algorithm with original 1218 

features available on the Kaggle dataset, while Accuracy (65.76%), Precision (62.1%), Recall 

(65.8%), F-measure (59.4%) and ROC (71.1%) were obtained when the proposed hybrid feature 

selection algorithm (CFS + Boruta) was used based on 44 features. The results obtained without the 

use of the proposed hybrid feature selection algorithm dropped on the Kaggle dataset. However, by 

considering the number of features used for the classification, the results obtained across the different 

evaluation metrics still show the applicability of the proposed hybrid feature selection algorithm to 

reduce model complexity while still achieving comparable performance with the original features. 

Figure 5. Results of comparison based on Kaggle dataset with and without hybrid feature selection. 

5. CONCLUSIONS

Sentiment analysis studies have been receiving wide attention in recent years, mostly due to their 

significant role in opinion mining and prediction. Sentiment analysis has helped organizations 

understand customers’ opinions as well as their attitudes towards particular products or brands. In this 

study, a hybrid feature selection framework was proposed to address the research issue of identifying 

discriminating attributes that can be used to model customers’ opinions across different domains. This 

study employed four public datasets (Amazon, Yelp, IMDB and Kaggle) to examine the applicability 

of the proposed hybrid feature selection framework for sentiment analysis. The proposed hybrid 

feature selection framework has two levels of feature selection strategies by employing filter- and 

wrapper-based feature selection. Correlation-based feature selection (CFS) with Best First Search 

(BFS) method has been used at the top layer of the proposed framework and the bottom layer is based 

on the combination of CFS with either Boruta or Recursive Feature Elimination (RFE) wrapper-based 

feature selection method. The goal is to examine the specific combination of the feature selection 

approach that will provide improved performance for sentiment analysis across different domains. 

Therefore, based on several experiments conducted using three classification algorithms: SVM, Naïve 

Bayes and Random Forest, the study was able to establish the superiority and applicability of the 

proposed hybrid feature selection framework using well-known evaluation metrics. 

CFS combined with Boruta produced the most promising results. Therefore, it is recommended to 

build a prototype for sentiment analysis tasks across different domains. The proposed hybrid feature 

selection approach reduced the number of features from the original datasets by 95% on average while 

still maintaining promising classification results. It was observed that the Random Forest algorithm 
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demonstrated superiority over the two other classifiers by producing interesting results across the four 

datasets used in this study. Despite a considerable reduction in the number of features used for 

classification, performance figures are somewhat lower, but relatively on par with evaluation using the 

full feature set, but the computing time of the resulting model is shorter as a result of the proposed 

hybrid feature selection framework. As observed in the results produced during this study, there is still 

the need to focus on improving the classification accuracy of the proposed framework while still 

ensuring that model complexity is reduced to save prediction time. Also, future work should further 

investigate other feature selection strategies, which may likely produce better results when still 

considering domain-specific sentiment analysis. 
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APPENDIX: (a) Selected features using CFS + Boruta and (b) Selected features using CFS + RFE. 

(a) Dataset/No. of 

features 

Features 

Amazon (23) awesom  beauti  best  charm  comfort  disappoint  excel  fine  flawless  good  great  happier  love  nice  perfect  poor  price  rock  seller     setup  sturdy  wast  well 

Yelp (25) amaz  awesom  bad  bread  delici  delight  don’t  excel  fantast  friend  fun  good  great  happi  incred  love  minut  mouth  nice  outstand perfect  town  wasn’t  white  

wonder 

IMDB (25) actual  amaz  bad  beauti  best  brilliant  cast  cinema  enjoy  entertain  excel  film  funni  great  love  nice  perform  play  portray  right   stupid  terribl  wast  will  

wonder 

Kaggle (44) attent  best  carlyfiorina  carson  democraticdeb  don’t  character  enjoy  favorit  fox  goldietaylor  gopdeb  great  httptcospzaa    imwithhuck  jeb  job  johnkasich  

just  kasich  look  love  lrihendri  marcorubio  mostretweet  nail  rate  reaction  realbencarson  realdonaldtrump  realli  rubio  rwsurfer  girl  superman  hotmal  

tedcruz  thank  transcript  truth  until  via  vine  winner  women  won 

(b) Dataset/No. of 

features 

Features 

Amazon (3) great  good  price 

Yelp (7) great  good   love  delici  don’t  friend  amaz 

IMDB (70) bad  film  love  great  even  play  wonder  wast  best  enjoy  cast  didn’t  excel  stupid  beauti  bore  funni  terribl  perform  will  worst portray  wors  hour  job  amaz  

suck  start  actual  disappoint  cinema  role  right  mess  avoid  lack  subtl  poor  brilliant  cool  horribl  histori  fail  cheap  annoy  ridicul  hole  nice  crap  fine  lame  

entertain  impress  yet  pathet  hope  tortur  hilari fun  joy  thriller  tom  low  unbeliev  three  fascin  dislik  trash  wouldn’t  embarrass Kaggle (22) rwsurfergirl  character  realdonaldtrump  fox  tedcruz  rubio  gopdeb  thank  look  jeb  just  job  don’t  rate  great  carlyfiorina  best  love  lrihendri  carson  enjoy

women 

 ملخص البحث:

ذذذذذ اا  ا  لذذذذذ      ذذذذذ   مذذذذذااجتذذذذحل ل الذذذذذ  ايثاا ذذذذذ   ذذذذذ       يذذذذذ  مذذذذذ    هتم مذذذذذ   ما ايذذذذذ   تذذذذي اي ب

ط لذذذذذذذد تذذذذذذذي ل   ذذذذذذذ  فها  ايم ذذذذذذذت  مل  اتذذذذذذذاا     اا  ثذذذذذذذ  ل   مذذذذذذذ  م ماتذذذذذذذ   ة ياتب ق  البذذذذذذذ

ذذذذذذل اي ذذذذذذ   مذذذذذذ  ايتب  ل  ذذذذذذ    حذذذذذذ مة ل تذذذذذذاا تاذذذذذذ   ذذذذذذ ب ه  ذذذذذذ  مذذذذذذ  اي ب   الذذذذذذ  صذذذذذذارك ا ت  ب

ايثذذذذذذ   ي تاذذذذذذ  ل  ذذذذذذل    ذذذذذذ   ايم ذذذذذذت  مل  تذذذذذذ     ذذذذذذد لايلذذذذذذ  ل  لذذذذذذ   متل ذذذذذذة  م   ذذذذذذ  

ذذذذذذذ مةك اه ذذذذذذذ    ها ذذذذذذذ    لذذذذذذذ  تذذذذذذذ  امها  اايثاا ذذذذذذذ  مذذذذذذذ  م ماتذذذذذذذايتب     اي ل  ذذذذذذذ   ايوب

  لذذذذذذ  تذذذذذذ  امها  مذذذذذذ  ايمثاامذذذذذذ   اي صذذذذذذلةك  امذذذذذذ   الذذذذذذ  ايثذذذذذذ   ي اايتب متثذذذذذذ    ل  ايذذذذذذ  ايتب 

 ة  ذذذذذذ   ايث ملبذذذذذذذيذذذذذذّ  تذذذذذذاتب اجذذذذذذا   امذذذذذذ      اذذذذذذة   م ذذذذذذ    مذذذذذذ   ات  لذذذذذذ    ايذذذذذذ  ج  ذذذذذذ  اياب 

الذذذذذذ   اا  تصذذذذذذ ها  اا  طذذذذذذ   اي اات  ذذذذذذة  تذذذذذذ ل ل ذذذذذذ ب    ج ب ذذذذذذة  حذذذذذذ تلة تاذذذذذذ   ذذذذذذ   ايتب 

 يذذذذة مذذذذ  ة مملذذذذل  تثب تذذذذي هذذذذح  اياهقذذذذة     بذذذذل تاذذذذ  ل   ذذذذ  م ماتذذذذة ت تلبذذذذ ايثذذذذ   ي اي   مذذذذةك

ذذذذذذ مةك  ايمملذذذذذلا  ايتذذذذذي ل ذذذذذ ت  تذذذذذي لصذذذذذذ ل  فها  ايم ذذذذذت  مل  مذذذذذ  م ماتذذذذذ   اي ل  ذذذذذ   ايوب

ل تذذذذذ   هذذذذذح  اي ها ذذذذذة   ذذذذذ ها  ه ل ذذذذذ     ت ذذذذذ   ايمملذذذذذلا  م  لذذذذذ   تاذذذذذ  ل  ذذذذذل      ذذذذذة ا تلذذذذذ ه 

ذذذذذذذذ ك ايمملذذذذذذذذلا  اي   مذذذذذذذذة تاذذذذذذذذ   اي اتذذذذذذذذ   ا    ذذذذذذذذة ا تلذذذذذذذذ ه ايمملذذذذذذذذلا  اي   مذذذذذذذذة تاذذذذذذذذ  اي    

ذذذذذذذذذ  مذذذذذذذذذ   اهالذذذذذذذذذ    (CFSا  ذذذذذذذذت    ا ت ذذذذذذذذذ   ايمملذذذذذذذذذلا  ايم ذذذذذذذذذت   ايذذذذذذذذ  ا هل ذذذذذذذذذ     ايم  ب

 Boruta  ا زايذذذذذذذذة ايمملذذذذذذذذلا  اي   ا ذذذذذذذذة )RFE  ة جذذذذذذذذ  ل   ذذذذذذذذ  ايم ماتذذذذذذذذ   اي  تلبذذذذذذذذأ( مذذذذذذذذ

اقذذذذذذ  لذذذذذذ ب اتت ذذذذذذ ه أه ذذذذذذ   مذذذذذذ  م ماتذذذذذذ   الذذذذذذ  ايثذذذذذذ   يك مذذذذذذ  ايمملذذذذذذلا  ا   ذذذذذذ  لمللذذذذذذلا  ياتب 

مذذذذذذذذذذذذذ   (Kaggle  ا IMDB  ا Amazon  Yelp اي ل  ذذذذذذذذذذذذذ   ايمت  ذذذذذذذذذذذذذة ياثمذذذذذذذذذذذذذا  هذذذذذذذذذذذذذي  

ل  ايم تذذذذذ  ك الثمذذذذذ  هذذذذذح  اي ها ذذذذذة تاذذذذذ  ل لذذذذذل   ذذذذذ ه ا ت ذذذذذ   ايمملذذذذذلا  اي  ذذذذذأجذذذذذ  ل لذذذذذل  أ ا   

  ( يات  ذذذذذذذذذد مذذذذذذذذذ  ل ذذذذذذذذذا  RF  اNB  ا SVMأ ا  ثذذذذذذذذذيا  ااهزملذذذذذذذذذ   لصذذذذذذذذذ ل  هذذذذذذذذذي   

ا ل ذذذذذذذ   تذذذذذذذ  ل ايت ذذذذذذذ هل ايثمالذذذذذذذة ايم ذذذذذذذ ا  تاذذذذذذذ  م ماتذذذذذذذ   اي ل  ذذذذذذذ    ظذذذذذذذ   ايم تذذذذذذذ  كاي ب 

( CFSا ت ذذذذذذذذ   ايمملذذذذذذذذلا  ايم ذذذذذذذذت   ايذذذذذذذذ  ا هل ذذذذذذذذ    أت ااي ااهزملذذذذذذذذ   ايمذذذذذذذذح اه  ف  ذذذذذذذذ    

(  ت ذذذذذ  ت ذذذذذ   تذذذذذ  ل ااتذذذذذ   ا صااذذذذذ   ت ذذذذذ م   ذذذذذت  لم  ذذذذذ Borutaايم ذذذذذت    مذذذذذ   اهالذذذذذ   

تذذذذذذات ال ذذذذذذ ه اي  ذذذذذذل  ايم تذذذذذذ   (ك اتذذذذذذي اي  ل ذذذذذذة  RFايمملذذذذذذلا  ايم تذذذذذذ ه  ايذذذذذذ   ااهزملذذذذذذة  

 ك ي قذذذذذذة ايتاق ذذذذذذ   فها  ايم ذذذذذذت  مل  اتذذذذذذاا     مذذذذذذ  اتت ذذذذذ ه  أ   ذذذذذذي    ذذذذذ       ذذذذذذة  تث يذذذذذذة  يتاق ذذذذذ

ل ذذذذذذذ ه ا ت ذذذذذذذ    زمذذذذذذذ  اي  ذذذذذذذ ل يا مذذذذذذذاذ  اي ذذذذذذذ لل أقصذذذذذذذ   تل ذذذذذذذة   ال ذذذذذذذ ه الىذذذذذذذ ه  ايذذذذذذذ  أتب 

  ل  ايم ت  ك ياايممللا  

http://creativecommons.org/licenses/by/4.0/
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ABSTRACT 

The enormous rapid growth of the online world and universal computing brought a wide range of choices for 

Internet users to obtain information of interest. However, the huge amount of new information released every day 

in "big data" is greater than the human information processing capacity. As a result, it becomes harder and harder 

for users to obtain the required information quickly and they are also facing the problem of information overload. 

Collaborative Filtering (CF) systems play an important role in overcoming the information overload phenomenon 

by providing users with relevant information based on their preferences. CF is one of the best recommendation 

approaches that automate the process of the “word-of-mouth” paradigm. The most critical tasks in CF are finding 

similar users with similar preferences and then predicting user ratings to provide a personalized list of ranked 

items to the users. Previous studies have almost exclusively focused on these tasks separately to enhance the quality 

of recommendation. Nevertheless, we argue that these two tasks are not completely independent, but are part of 

an incorporated process. The purpose of this study is to propose a recommendation method that bridge the gap 

between the tasks of rating prediction and ranking to better grasp the best similar users to the target user by 

combing the advantage potential information of users review text clustering and user numerical ratings to enhance 

the CF recommendation methods proposed in the literature. The experimental results on three different datasets 

from Amazon show a considerable improvement over the baseline CF approaches in terms of recall, precision and 

F1-measure. 

KEYWORDS 

Recommender systems, Collaborative filtering, Review text, Clustering, Top-N recommendation. 

1. INTRODUCTION

There has been significant growth in the digital world across the Internet in recent years. With a 

tremendous amount of information, it has become extremely difficult to decide with the wide-ranging 

of alternatives and suggestions provided to us every day. Recommender systems (RSs) can address the 

information overload issue, by suggesting users with recommendations of items, such as websites, 

movies, books, songs and music based on their individual historical preferences [1]-[2]. In e-commerce, 

many commercial websites, such as Amazon.com, eBay, Netflix, Yelp, last.FM, YouTube, etc. provide 

recommendation services. Also, in social media sites, recommender systems can help users annotate 

items with tags using tag recommendation, thus impeding more effective retrieval and classification in 

tagging systems [3]. 

This recommendation service could be a strategy to improve the relationship between commercial 

websites and their customers. Therefore, it is intended that a high-quality personalized recommendation 

service can ensure customers' satisfaction and loyalty [4]. CF approach is considered probably one of 

the most commonly applied and successful technology in RS [2], [5]. CF assumes that users who chose 

item A will be interested in item B if other users who chose item A were also interested in item B. CF 

matches the target user choices against other users to identify a group of ‘like-minded’, also known as 

‘nearest neighbour’, users. This is typically done using metrics, such as cosine similarity or Pearson’s 

correlation coefficient. Once the group of ‘like-minded’ users is identified, those items, which gain a 

high rate or are selected by the group top-N preferable items that a target user has not accessed, are then 

recommended [6]. 

Ordinary CF approaches depend on the commonality among users. Similar users or items are realized 
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by computing the similarities of common users with the active user in the rating items [5]. Generally, 

the CF recommender system performs well once there are sufficient user preferences. However, it 

suffers from certain limitations related to data sparsity and cold-start problems [7]. 

Data sparsity is considered one of the critical issues in collaborative filtering approaches [7]. In practice, 

many commercial recommender systems are based on a large dataset, where the number of items is 

always bigger compared to the number of users. Furthermore, most active users usually provide a rating 

for a rather restricted number of items. As a result, the user-item matrix used for collaborative filtering 

approaches could be extremely sparse, which makes it a challenge to make a useful recommendation. 

Moreover, data sparsity issue occurs in several situations and is specifically evident in a situation where 

a new user has just entered the system or a new item has just been added to the system, which is 

commonly known as ‘cold start’ problem [5], [7].  

Typically, considering only the user rating data on items fails to completely indicate users’ similarity 

for two reasons 1) ratings alone does not demonstrate the reason overdue to a user’s rating and 2) users 

may rate items equally in the same way; however, their ratings may be based on different perspectives 

or item features. 

To deal with the aforementioned problems, numerous approaches have been proposed by representing 

users and items with external knowledge resources, including user tags [5], [8], item contextual data [9] 

and use social data [10]. 

Nowadays, plenty of users often tend to provide their opinions on the Internet utilizing text. These 

reviews have the potential to provide a system with more details and efficient user preferences [11]. 

Putting it simply, user text reviews could be exploited, in combination with numerical ratings, to 

improve the word-of-mouth recommendation process. 

This study aims to propose a recommendation method to better grasp the best alike users to the target 

user by combing the advantage potential information of review text clustering and user numerical ratings 

to enhance the CF recommendation methods proposed in literature works. 

The remainder of this paper is structured as follows: Section 2 presents previous work related to CF. 

Section 3 then presents the proposed methods, details about the different steps which are performed, 

data pre-processing, standard collaborative filtering, similarity weighting, rating prediction, review 

clustering, item ranking and recommendation. Section 4 presents the dataset used, methodology and 

metrics used to examine the proposed approach and a variety of existing most common related CF 

recommendation algorithms to compare with. Section 5 presents the results and discussion. Lastly, 

Section 6 gives the overall conclusions of the work presented in this paper, as well as suggestions for 

future research to be performed in this field. 

2. RELATED WORK

This section presents prior work related to recommender systems. The first part presents related work 

utilizing clustering algorithms in recommender systems and the second part presents related work 

exploiting user reviews. 

2.1 Clustering-based Recommender Systems 

Clustering is considered as an unsupervised method of grouping content based on some obvious features, 

such as words or word phrases in a set of documents. In simple words, clustering is the process of 

grouping patterns or entities into restricted classes of similar objects. In this case, a large volume of data 

is classified into similar groups (related instances into clusters) [12]. Clustering has been widely utilized 

in a wide range of disciplines, such as image segmentation [13], information retrieval and filtering [13], 

text mining [14] and many other real-world applications [15]. 

In CF, the review clustering process works either by identifying users into groups with similar item 

reviews or items into groups that have the same users' preferences. Thereby, when a target user is 

recognized as similar to a given cluster, then items associated with these users within the related cluster 

are recommended to the target user. There have been various methods proposed to enhance RS accuracy 

by utilizing clustering methods [16]-[19]. Wang et al. [17] proposed a clustering-based CF for dealing 

with data sparsity problems. They initially clustered users according to their rating preferences into k 
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clustering through the K-means clustering algorithm. Then, they introduced a formula to determine the 

missing rating in the user-item rating matrix to obtain a high-density matrix. The new calculated rating 

is used to determine the similarity of items and estimate the rating of the active user on items that have 

not been rated. Sarwar et al. [18] proposed a clustering approach that groups users into clusters upon 

their numerical rating behaviour. They confirmed that using rating clustering shows promising 

improvement in the recommendation accuracy on the traditional CF. Z. Cui et al. [19] introduced a 

recommendation model based on a time correlation coefficient called TCCF. The proposed model 

clusters similar users together based on the user's interest over time. Their model provides a higher-

quality recommendation. In [16], CF and content-based filtering approaches were performed through 

clustering to identify similar users and items, respectively; after that, a personalized recommendation to 

the active user was made. The clustering procedure has been realized as a successful way to enhance the 

recommendation accuracy compared to the basic CF approach [16], [18]-[19]. However, literature 

reviews show that the majority of previous studies clustered users or items individually and identified 

the similarity between users and items based on numerical rating data. This inspires us to propose a new 

CF approach by performing review clustering to group reviews into clusters and locate users into groups 

of clusters based on their reviewing behaviour on items, in order to improve the recommendation quality 

of current traditional CF. K-means clustering algorithm is one of the common algorithms utilized with 

model-based CF system [20]. K-means clustering does a very good job when the clusters have a kind of 

spherical shape. Nevertheless, this algorithm is highly dependent on the user-defined variants; i.e., the 

number of clusters from the data and the selection on the initial centroid need to be initialized. 

Subsequently, different variants lead to inaccurate recommendation quality. Arthur and Vassilvitskii 

[21] proposed an enhanced k-means clustering algorithm called K-means++. K-means++ randomly 

chooses the initial centroids, then determines the subsequent centroid using the proportional probability 

to the squared distance from its closet existing centroid. According to [21], this algorithm shows an 

improvement in the speed and accuracy of the k-means, in addition to its ability to automatically identify 

the optimal number of clusters. We use the K-means++ clustering algorithm in this study. 

2.2 Review-based Recommender Systems 

Through the last decade, there has been intensive research in RS and various approaches have been 

proposed to improve the RS reliability and accuracy through exploring knowledge from other sources. 

Examples are: Knowledge-based Systems [22]-[23], Internet of Things (IoT) [24], Information Retrieval 

Systems [25], User Tags [5] and Neural Networks [26]. Besides, information from customers’ reviews 

can be exploited to provide accurate recommendations. Nilashi et al. [27] proposed a recommender 

system for e-tourism platforms. By utilizing the online reviews on social network sites, they applied 

supervised and unsupervised machine learning methods to analyze the customers’ online reviews 

besides using multi-criteria ratings in building their recommender system. The evaluation results 

confirmed that the use of online reviews leads to precise recommendations. 

Terzi et al. [28] modified the traditional CF approach by identifying the similarities between users using 

their reviews on items, as an alternative to numerical ratings. More properly, two users are considered 

similar if both of them co-reviewed an item. The new similarity scores are then used as a weight in the 

rating prediction stage in CF. 

Musto et al. [29] offered a multi-criteria CF method that makes use of users' reviews to produce a multi-

faceted representation of users' interests. Furthermore, sentiment analysis and opinion mining 

frameworks were applied to extract relevant aspects and sentiment scores from users' reviews. 

Macdonald and Ounis [30] applied a weak supervision process at the data pre-processing phase to 

combine both implicit and explicit users' feedback. This process was focusing on bridging the gap 

between the tasks of item rating prediction and item ranking. The proposed approach achieved raising 

the representation of less popular items in the recommendation list. Accordingly, the results showed a 

comparable accuracy in terms of rating prediction and item ranking as compared to other methods. 

Margaris et al. [31] investigated a venue recommendation system for social network users by 

considering user reviews’ features related to the venues (e.g. service, price, atmosphere, physical 

distance), in addition to CF score which entails likeness of users’ tastes. Later, the recommendation 

process was provided based on both explicit rating scores and implicit scores estimated by handling 

textual review features. Other researchers [32], [33] used topic modeling to identify hidden topics from 
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users' reviews exploiting topics based on latent Dirichlet allocation (LDA) for generating the topic 

distribution profile of users. 

Figure 1. Proposed collaborative filtering framework. 

3. PROPOSED METHOD

The main aim of this study is to propose a method to improve the recommendation accuracy by 

clustering users' review texts and integrating them with user ratings. Figure 1 shows the proposed 

collaborative filtering framework. The following subsection presents the proposed method step in more 

detail. 

3.1 Data Pre-processing 

The pre-processing step aims to refine the review text from parts that decrease the efficiency of the 

clustering and recommendation processes. To improve review clustering efficiency, several pre-

processing steps have been made. First, redundant data and rows without review text are deleted. Next, 

all non-alphabetic characters, like emotion letters, smiles, finding punctuation, periods, hyphens and 

stop words, are eliminated from each review text. Then, the stems (roots) are identified and upper-case 

letters are converted into lower-case letters in the words in each review. Conversely, to avoid cold-start 

and sparsity problems in the recommender system, users who have fewer than 5 reviews or ratings are 

filtered out. 

3.2 Standard Collaborative Filtering 

Traditional approaches use the entire user-item database to identify the so-called “neighbourhood” of a 

new user or new item. Based on the neighbourhood distance or the correlation between two users or 

items, each neighbour receives a weight and then, the algorithm in some manner aggregates the 

preferences of the neighbours to produce a prediction or recommendation for the new user or (target 

user) [34]. Hence, when the task is to produce Top-N recommendations, these approaches tend to find 

the most similar (nearest neighbours) users or items. Because such an approach makes a prediction based 

on local similar users (neighbourhood) of the target user or similarities between items, it is commonly 

classified into user-based and item-based approaches [34]-[36]. 
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The user-based collaborative filtering assumes that users who chose item A will be interested in item B 

if other users who chose item A are also interested in item B. On the other hand, item-based collaborative 

filtering looks at each item on the target user list of the chosen items and identifies other items that seem 

to be ‘similar’ to that item. The similarity of items depends on the closely matching attributes with the 

previously rated items by the target user. 

3.3 Similarity Weighting 

The most commonly used methods to calculate similarity among the two users u and v are the cosine-

based and correlation-based similarity measures [37]. The similarity between user u and v is measured 

by calculating the cosine angle between users’ corresponding rating vectors u =
(rn,1, … , rn,N) and v = (rk,1, … , rk,N) defined as follows:

cos(θ) =
u⃗⃗  ∙v⃗⃗  

∥u⃗⃗ ∥ ∙ ∥v⃗⃗ ∥
                                                                   (1) 

Using Equation (1), the cosine similarity measure and the Pearson correlation coefficient between users 

u and v are defined respectively as follows: 

Sim (u, v) =
∑ ru,m∗rv,mim∈ Iu,v

√∑ r2n,mim∈ Iu,v ∗√∑ r2v,mim∈ Iu,v  
 (2) 

Sim(u, v) =
∑  (rn,m−r̅n)im∈ In,k

∗(rk,m−r̅k)

√∑  (rn,m−r̅n)
2

im∈ In,k
 ∗√∑  (rk,m−r̅k)

2
im∈ In,k

     (3) 

where In,k denotes the co-rated items between users u and v. In other words, it denotes items rated by

both users. 

3.4 Rating Prediction 

After computing the similarities between the target user/active user and the other users, k-nearest 

neighbours to the target user are identified. Generally, the CF estimates the rating of the unseen item for 

the target user based upon item rating from those k-nearest neighbours. As mentioned earlier, CF 

generates predictions based on the entire set of those items that have been rated or chosen by the target 

user. More specifically, the gain of the utility function r̂(u, i) of item i ∈ I for user u ∈ U is computed 

as an aggregate of the ratings rv of most similar users for user u on item i. The utility function is defined

as follows: 

r̂(u, i) = r̅u +
∑ sim(u,v)∗(rv−r̅v)v∈Û

∑ |sim(u,v)|v∈Û

                                                (4)

where r̅u denotes the average rating of user u and r̅v the average rating of user v. The average rating r̅v

is defined as: r̅v =
1

|Iv|
∑ rv,m,im∈ Iv  where Iv,m = {im ∈ I|rv,m  ≠ 0} .

3.5 Review Clustering 

In this step, we conduct the user review clustering process for identifying clusters, each of which is 

composed of a group of users or items who/that possess similar reviewing preferences among each other. 

Hence, this process groups users or items into clusters, thus giving a new way to identify the 

neighbourhood similarities of users or items in the CF recommender system. 

As mentioned earlier, the objective of this research is to propose a recommendation method that 

combines the explicit review text data with the implicit user rating data in CF recommendations. In more 

detail, the Top-N recommendation list is re-ranked according to the similarity between target user/item 

within a related cluster, through clustering users' review data using K-means++. In this situation, an 

appropriate decision is made with which items might be recommended or not based on like-minded 

users within the cluster to improve the quality of CF recommendation. In this stage, K-means++ is 

applied to cluster user/item reviews. 

Thereby, to cluster user/item review text, first, we need to convert the text of the free-form reviews into 

structure data. This means to convert the text data into numerical values. This process is sometimes 
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referred to as “vectorization”. Among the popular vectorization processes is the term frequency-inverse 

document frequency (TF-IDF) measure [38]-[39]. Within the context of RS, the main idea of the 

TF₋IDF measure is to estimate how important a keyword is to an item; the more occurrence of a 

keyword in a document, the more important it is. However, it also considers frequent terms that appear 

in many items and are not very relevant. Concretely, TF-IDF works as follows. Let N be the whole set 

of available documents that can be recommended to the user un and let Nk be the number of the

documents in which the term tk appears. First, the frequency fk,m of each term occurring in the

document im ∈ I is counted. Note that if the term tk does not appear in the text of the document im,
then fk,m = 0. The term frequency of each term tk of the document im is computed as follows:

TFtkm =
ftk,m

max fm
 (5) 

where max fm indicates the maximum term frequency of all terms that appear in the document im. In

the TF measure, the more occurrence of a term in a specific document, the more important it is. However, 

considering terms that appear frequently in many documents tends to be less useful to determine whether 

the documents are relevant or irrelevant. On the other side, the inverse document frequency measure 

IDF is used to consider the influence of a given term in the entire collection of available documents. 

The IDF is regarded as a measure that minimizes the weight of terms that frequently appear in most 

documents, such as stop-words. Formally, IDF of the term tk is computed as follows:

IDFtk = log
N

Nk
 (6) 

Finally, the TF-IDF measure for the term tk in a document im is defined as the combination of term-

frequency and inverse document frequency [38], which is formally defined as follows: 

TF − IDF(tk, im) =  TFtk,m  ×  IDFtk  (7) 

This method can be used to obtain terms frequently occurring in users' review text. Subsequently, using 

the TF-IDF, we can find out exactly what terms are important in each review. This step identifies the 

features of each review. Hence, the classification of reviews by TF-IDF value leads to finding a group 

of reviews with similar subject areas according to the importance of terms [40]. This is the reason why 

this research utilizes the K-means++ clustering algorithm to cluster users' reviews based on review 

topics. The K-means++ algorithm determines a center of the cluster that comprises a group of reviews 

with a specific topic and then assigns a review to a cluster based on the highest cosine similarity between 

the TF-IDF value of the review and the center value of each cluster. Afterwards, each review is 

associated with the corresponding reviewers and items. 

3.6 Item Ranking and Recommendation 

In Standard CF, the item ranking and recommendation step comes after the rating prediction of items 

that have not been evaluated by the target user. The items are ranked based upon the predicted rating 

values and then the Top-N items with the highest values are recommended to the target user for each 

recommendation interaction [41]. Accordingly, the goal of the Top-N recommendation is to obtain a list 

of the most relevant items allocated to user preferences. Different from the standard CF, the proposed 

approach recommends relevant items based on the result of review clustering and the preference 

propensity of each user by utilizing the estimated rating and user reviewing behaviour on items. As a 

result, either an incentive or a penalty is applied to each item in the Top-N recommendation list. 

Therefore, the Top-N list will be re-ranked based on users’ reviewing preference clustering of users on 

items. 

The proposed ranking method is demonstrated as follows: 

 Assume that the standard CF decides whether to recommend a particular item (i) to the target

user (u) or not. Normally, it checks whether the predicted rate r̂(u, i) is sufficiently large (i.e., r̂
>3, which means that the user likes the item), then item i will be recommended to the user u.

 Under the ranking process based on review clustering, an incentive is given to item ( i) to be

recommended if the estimated rate of item ( i) is greater than or equal to the average estimated

rate of item ( i) of users within the cluster related to the active user. Otherwise, item ( i) will be

dropped from the Top-N recommendation list.



158 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 07, No. 02, June 2021. 

4. EXPERIMENTS

In this section, different experiments are conducted over three real-world datasets obtained from 

Amazon to examine the performance of the CF recommendation accuracy after applying the users’ 

review clustering. All the experiments were run on a machine equipped with Intel Xeon CPU family 6, 

model85, CPU MHz 2000.180 and 13,021GB of RAM. The programming language used is Python 3.7. 

4.1 Datasets 

The proposed approach was evaluated over a real-world dataset collected by Amazon.com. In this study, 

3 different dataset categories are selected for the experiment. The datasets are available at https://s3. 

amazonaws.com/amazon-reviews-pds/tsv/index.txt. The Amazon dataset includes product review of 

user reviews on each product and metadata including a numerical rating scale (1-5 stars) which indicates 

the user's opinion. Hence, a low rating illustrates a negative opinion, while in contrast, a high rating 

illustrates an incredibly positive opinion. Because of the vast size of the data, it's a challenge to handle 

it all. Therefore, the RS is built using a dataset of 3 product categories with the largest number of 

reviews; namely, Books, Video DVD and Wireless. Table 1 presents the description of Amazon dataset 

categories.  

Table 1. Description of Amazon dataset categories. 

Dataset #Users #Items #Reviews 

Books 4,608044 2,264749 9,292094 

Video DVD 2,071004 2,97525 4,622722 

Wireless 5,193777 9,06086 8,110757 

4.2 Methodology and Metrics 

To assess the efficiency of our proposed approach, we applied the so-called back-testing strategy, which 

is well known in RS evaluation. The first step was to split the dataset into 5 folds. As a result, 20% was 

used as testing data and 80% was used as training data. The second step was dividing each user profile 

into 5 folds, such that 20 % of the items are being used as testing data, while the remaining items formed 

the training data. This step will guarantee that the recommendation process is not biased to a certain test/ 

training. Besides, it also guarantees that the proposed approach produces equal recommendations for all 

users, not only for the most active users. Afterwards, the results were averaged over the five folds. The 

efficiency of the proposed approach was evaluated by using well-known standard evaluation metrics; 

namely, Precision, Recall and F-measure; these metrics evaluate how actually an RS can produce a 

highly accurate prediction for relevant items as follows: 

precision =
tp

tp+fp
(8) 

Recall =
tp

tp+fn
 (9) 

where tp (True positive is the number of relevant items that are to be recommended and are 

recommended correctly, whereas fp (False positive) is the number of non-relevant items that should 

have not been recommended. 

tn (True negative) indicates the number of non-relevant items that should not have been recommended 

and were not recommended to the user and fn (False negative) is the number of relevant items that are 

to be recommended but are not recommended correctly. We also considered the F1-measure metric 

which measures the accuracy of the test. The F1-measure links both recall and precision with equal 

weights in a single value. This metric reflects the weighted harmonic mean of precision and recall. The 

F1-measure is indicated by the following equation: 

F1 − meaure = 2 ×
Recall×Precision

Recall+Precision
    (10) 

4.3 Comparisons 

To evaluate the proposed approach performance, we implemented a variety of existing most common 

Baseline CF recommendation algorithms to compare with. We compare with the following baselines: 
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KNN: We implemented standard K-Nearest Neighbourhood CF (KNN hereinafter) [42]. This model 

matches the target user choices against other users to identify a group of neighbourhood users. This is 

typically done using similarity metrics, such as cosine or Pearson’s correlation coefficient. Once the 

group of neighbourhood users is identified, those items which gain a high rate or are selected by the 

group are then recommended to the target user. 

SVD: This method is one of the state-of-art model-based approaches; Standard Singular Value 

Decomposition (SVD hereinafter) [43]. The advantage of model-based SVD is that this model not only 

incorporates rating information of similar users, but also leads to obtain a rating of other users who are 

considered to be not similar. In this case, several users get to be predictors for other user preference 

events without any overlap of co-rated items. The missing user ratings are prefilling with the rating data 

statistics. More details on the computation of SVD are given in [44]-[45]. This method is known as a 

baseline predictor in several works in the literature [46]-[48]. 

NMF: Finally, we compare the proposed approach with CF based on Non-negative matrix factorization 

(NMF hereinafter) [49], this model is very similar to the SVD model and is based on the idea of rating 

matrix manipulation. This method reduces the dimensionality of the user-item rating matrix to a low-

dimensional space and then calculates similarities between users in this space, which can enhance the 

recommendation efficiency. It differs from the standard SVD method in investigating a non-negative 

update procedure based on each feature parameter concerned instead of the entire feature matrices. 

5. RESULTS AND DISCUSSION

In this section, we provide the results of our experiments concerning Top-N recommendation quality of 

CF. We tested each method for various values of the N-recommended items. We vary the value of N (N 

= 5, 10, 15, 20, 25 and 30) for each user in the test set, since in the real scenario, users tend to click on 

items with higher ranks. Regarding the size of the K-Nearest neighbourhood values of the standard KNN 

recommender system, we conducted several experiments to choose the optimal value of K. The accuracy 

of prediction used is the root mean square error (RMSE). RMSE computes the mean value of the 

differences between the actual value and the predicted value of user rating. The RMSE is given by the 

following equation:  

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑟𝑖 − r̂𝑖)2𝑛

𝑖=1          (11) 

where, 𝑟𝑖 is the actual rating, r̂𝑖  is the predicted rating and n is the number of ratings.

Table 2 shows the accuracy results of RMSE versus the size of the K-Nearest neighbourhood. As can 

be seen, on the three datasets, the RMSE values decrease when the size of the neighbourhood is 

increased. However, the accuracy deteriorates with k values higher than 20 and there is no 

significant change with k values higher than this value. Therefore, we considered the value of 

similar neighbourhood users K to be equal to 20.  

Table 2. Accuracy results (RMSE) versus the size of the neighbourhood. 

Dataset \ K Books Video DVD Wireless 

5 0.975 1.417 1.422 

10 0.947 1.331 1.315 

15 0.934 1.245 1.244 

20 0.933 1.191 1.244 

25 0.934 1.191 1.244 

30 0.933 1.192 1.244 

35 0.933 1.192 1.244 

40 0.934 1.193 1.244 

45 0.933 1.192 1.244 

50 0.934 1.193 1.243 

The results on the three different datasets, using Recall, Precision and F1-Measure matrices, are 

summarized and discussed. Table 3 presents the results of the comparison between our proposed method 

https://link.springer.com/article/10.1007/s10479-016-2367-1#Fig1
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and the baseline approaches on the Amazon Books dataset. Hence, the best performance for each metric 

is shown in bold as the proposed approach abbreviation (Prop hereinafter).  

Table 3. Amazon Books dataset results. 

N=5 N=10 N=15 N=20 N=25 N=30 

R
ecall 

KNN 51.1 77.9 89.2 94.0 96.3 97.4 

NMF 50.8 76.4 86.9 91.3 93.3 94.3 

SVD 50.7 76.7 87.6 92.5 94.7 95.7 

Prop 52.9 78.9 89.7 94.2 96.4 97.4 

P
recisio

n
 

KNN 93.8 93.8 93.7 93.7 93.7 93.6 

NMF 94.3 94.0 94.0 93.9 93.9 93.9 

SVD 94.2 94.0 93.9 93.8 93.7 93.7 

Prop 98.1 96.0 94.9 94.4 94.1 94.0 

F
1
 

KNN 66.2 85.1 91.4 93.8 95.0 95.5 

NMF 66.0 84.3 90.3 92.6 93.6 94.1 

SVD 65.9 84.5 90.6 93.1 94.2 94.7 

Prop 68.7 86.6 92.2 94.3 95.2 95.7 

The results in Table 3 demonstrate that the proposed approach performs better than baseline approaches 

in terms of Recall, Precision and F1-Measure for different values of Top-N recommendation. The 

proposed approach achieves the best performance when N=5. In terms of Recall, an improvement from 

1.8% to 2.2 % is noticed compared to the baseline approaches. On the other hand, there is an 

improvement from 3.8% to 4.3 % in terms of Precision. In terms of the overall performance regarding 

F1-measure, the proposed approach achieves an improvement from 2.5% to 2.8%. Furthermore, it is 

observed that the progress of improvement has an inverse relation to the value of N. For example, the 

progress when N = 5 is larger than those when N = 30, for the baseline approaches and the proposed 

approach. This situation is due to that the most relevant items related to the target user are involved in 

the recommendation of Top-N values. Hence, the proposed approach can accomplish higher progress at 

smaller N values. The results in Table 3 demonstrate that the proposed approach is completely 

appropriate in a real-life scenario, since users are normally attracted first to a few number of high-ranked 

items [50]. 

We conducted two more experiments on other categories of the Amazon dataset named Video DVD 

dataset and Amazon Wireless dataset to study the performance of the proposed approach on other 

datasets with variant numbers of users, items and reviews. Table 4 and Table 5 present the result on the 

Amazon Video DVD dataset and Amazon Wireless dataset, respectively. 

Table 4. Amazon video DVD dataset results. 

N=5 N=10 N=15 N=20 N=25 N=30 

R
ecall 

KNN 81.6 89.1 91.3 92.2 92.8 93.1 

NMF 81.2 87.4 88.9 89.6 89.9 90.1 

SVD 81.7 88.2 89.7 90.5 90.8 91.1 

Prop 84.0 90.4 92.0 92.6 93.0 93.2 

P
recisio

n
 

KNN 91.1 91.1 91.0 91.1 91.1 90.9 

NMF 91.6 91.3 91.3 91.3 91.3 91.2 

SVD 91.4 91.1 91.1 91.0 91.0 91.0 

Prop 93.2 91.8 91.5 91.3 91.2 91.1 

F
1
 

KNN 86.1 90.1 91.2 91.7 91.9 92.0 

NMF 86.1 89.3 90.1 90.4 90.6 90.7 

SVD 86.3 89.6 90.4 90.7 90.9 91.1 

Prop 88.4 91.1 91.7 92.0 92.1 92.1 
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From the results in Table 4 and Table 5, we can see that the proposed approach outperforms the other 

baseline approaches in terms of recall, precision and F1-measure. In the case of smaller values of N, as 

mentioned earlier, the smaller value of N indicates a larger improvement in user satisfaction. 

Table 5. Amazon Wireless dataset results. 

N=5 N=10 N=15 N=20 N=25 N=30 

R
ecall 

KNN 88.1 91.3 92.4 92.7 93.0 93.0 

NMF 87.6 89.6 90.1 90.1 90.1 90.0 

SVD 88.6 90.8 91.2 91.3 91.3 91.4 

Prop 90.6 92.6 93.2 93.1 93.2 93.1 

P
recisio

n
 

KNN 87.3 87.7 87.5 87.7 87.6 87.5 

NMF 87.8 87.9 87.8 87.9 87.8 87.8 

SVD 87.9 87.8 87.8 87.7 87.7 87.8 

Prop 88.3 87.9 87.8 87.9 87.8 87.8 

F
1
 

KNN 87.7 89.5 89.9 90.1 90.2 90.2 

NMF 87.7 88.7 88.9 89.0 88.9 88.9 

SVD 88.2 89.3 89.4 89.5 89.5 89.6 

Prop 89.5 90.2 90.4 90.4 90.4 90.4 

Finally, to examine whether the results obtained are statistically significant, a significance analysis was 

conducted in the form of a t-test for the proposed approach and the baseline approaches in terms of the 

F1-measure matrices. Hence, the F1-measure conveys the performance balance between both recall and 

precision. Table 6 presents the t-test results. As seen, the values of sig. (2-tailed) is less than 0.05. This 

ends in that the proposed approach presents a significant improvement when compared to the mentioned 

baseline approaches. 

Table 6. T-test results on F1-meausre. 

Mean Std. Deviation t 
Sig. 

(2-tailed) 

A
m

azo
n
 B

o
o
k

s 

Pair 1 
KNN 87.8333 11.25996 2.584 0.049 

Prop 88.7833 10.38488 

Pair 2 
NMF 86.8167 10.81026 10.808 0.0005 

Prop 88.7833 10.38488 

Pair 3 
SVD 87.1667 11.06882 5.525 0.003 

Prop 88.7833 10.38488 

A
m

azo
n
 V

id
eo

 

D
V

D

Pair 1 
KNN 90.5 2.26539 

2.161 0.083 
Prop 91.2333 1.43898 

Pair 2 
NMF 89.5333 1.75575 

12.912 0.0005 
Prop 91.2333 1.43898 

Pair 3 
SVD 89.8333 1.8085 

9.037 0.0005 
Prop 91.2333 1.43898 

A
m

azo
n
 W

ireless 

Pair 1 
KNN 89.6 0.96747 

2.471 0.05 
Prop 90.2167 0.36009 

Pair 2 
NMF 88.6833 0.4916 

27.49 0.0005 
Prop 90.2167 0.36009 

Pair 3 
SVD 89.25 0.5244 

13.521 0.0005 
Prop 90.2167 0.36009 
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6. CONCLUSION

Nowadays, plenty of users often tend to provide their opinions on the Internet utilizing text. These 

heterogeneous recommending information sources beyond user rating data present opportunities and 

issues for traditional CF recommender systems. In this paper, we proposed a new CF approach by 

utilizing review text clustering and using numerical ratings. The proposed approach aims to recommend 

items to a target user based on the results of review clustering and the preference tendency of each user 

using the predicted rating and the users’ reviewing behaviour on items. In such a case, the proposed 

approach bridges the gap between the ranking and the prediction tasks of recommender systems, in order 

to better grasp the best similar users to the target user, which leads to efficiently enhance the CF Top-N 

recommendation. The experimental results on three different datasets show a considerable improvement 

over the baseline CF approaches using just user explicit rating in terms of recall, precision and F1-

measure.  

7. FUTURE WORK

Our future work in this area will focus on studying other clustering algorithms, in addition to the 

complexity of the proposed approach. Another possible direction will focus on exploring and exploiting 

other alternative text features in reviews. 
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 ملخص البحث:

لقددددد الندددددلارلع لددددداارلردددددلحوالةدددددولسارً مل دددددراترلماتددددد  ا ددددد  اترتدددددةو ا ددددد ارل  دددددو ر اللردددددم    ا

ارل ددددددس ارل و دددددد ا دددددد ا رً مل ددددددرالنمىدددددداماتنددددددهارللةنا ددددددو انر اركمملددددددومنات ددددددوانلدددددد  ا دددددد   

ددددد ل "امددددداا ا دددددلا ددددد ا رللةنا دددددو ارل  حددددد لارلمددددد امع نددددد"ااددددد احددددداما  لدددددواح ةدددددل ا" ول  و دددددو ارل  

  دددددد  الددددددمل  احىدددددد  ار  ددددددلا  ددددددةلا   ددددددةلات ملةنا ددددددو ناقدددددد  لارً رددددددو اتنددددددها ةول دددددد ارل

 ولعرددددددد  النلردددددددم     ا  احمىدددددددناراتندددددددهارللةنا دددددددو ارلل نا ددددددد ا ردددددددلت  اتمدددددددساحارل دددددددا ا

ر دددددد ا دددددد ارللةنا دددددو ناتمنةددددددلا  ملدددددد ارل نمددددددللارلمةوت   دددددد ا ت ر ا  لددددددو ا ح دددددو ا ادددددد ن ارلم ا لدددددد ارلم 

ر ددددد ا ددددد ارللةنا دددددو اتددددد ا ل ددددد ارلم عنىدددددلاتندددددها دددددومللارلم ا حددددد"اممتحددددد ارللردددددم     الددددد ارلم 

اتنددددددهام  دددددد ام سناتم ةدددددد  ارل نمددددددللارلمةوت   دددددد ا دددددد ا دددددد  ا   دددددد ا  وللةنا ددددددو انر ارلةاقدددددد ا عددددددوت 

ا  لقارلم اْ   َ ارلم امةل اتنها ملم ارلةلن   ارللمةنق ا علانجا"رل نل ارللع اق "ن

ا اثدددددددلارلل لدددددددو الَرْدددددددلو ا ددددددد ارل نمدددددددللارلمةوت   ددددددد امددددددد اإح دددددددو ا ردددددددم     ا ملدددددددو ن    ددددددد ااإ  

 ادددددوتاقو لددددد اّ ىددددد   احدددددمس ا   دددددواملم دددددلام  ددددد ام س ات ددددد ا دددددس اماقىدددددوامىدددددع  و ارللردددددم     اً

ارل عا ارلار  لا  ا ىاصارللرم     اتتضة واممرامىلى ارللرم     ن

ا ع ىددددد ا اتندددددهامنددددد ارلل لدددددو ا اددددد  ا اّددددد مالىدددددل   لقددددد ا ادددددم ارل  رتدددددو ارلردددددو ق ا اددددد  ا

ا  عدددددوا دددددل ا  ارلل اتددددد ا ة ددددد وارلددددد ةجا ددددد ا لددددد اممرددددد  الدددددا لارلم ا  لمدددددْ  اَ  َمدَدددد اا ددددد  ناإك 

ْ َ  ددددد نا ددددد امعدددددو  م ددددد  امدددددم اارلدددددم الال ردددددموا ردددددمقن م  املو دددددو  اتإ  لدددددواملدددددوالدددددمتا ددددد اتلن  ددددد ا  

قمدددددلرقا لحقددددد اما ددددد  ام ردددددلارل  دددددالا ددددد  ا   لددددد امىاقدددددوارلم ىدددددع  و ات   لددددد ارلا قددددد ارلدددددهاإ

ا   ددددددد النلردددددددم     ارلللدددددددو ن  النلردددددددم   مارلَ ددددددد َ  اتنلددددددد اتددددددد ارلم لم دددددددلا ددددددد ا لددددددد ا  دددددددسا

 لحدددددد"املادددددد اارللةنا ددددددو ارللمةنقدددددد ا ولع ىدددددداصارلمدددددد امىدددددد  اتدددددد ارللرددددددم     اتتضْددددددة وا

ددددددلقارل نمددددددللارلمةوت   دددددد ا ا تاتعوق دددددد ا دددددد ام  دددددد امىددددددع  و ا قل  دددددد الممردددددد  ا    دددددد ا  لاتددددددو ا

ا دددددد ا  لاتددددددو اتقدددددد ا  اارللقمللدددددد ا دددددد ا     ددددددو ارللاضددددددا ن للحددددددرارلم ددددددو ناتنددددددها ددددددا ا

ا نمددددددددا الققمددددددددمارل لحقدددددددد ارل  و ددددددددو ارلمو ةدددددددد ا  ددددددددو دددددددد ا زت  ات تدددددددد ل ارلعمددددددددو ظاتدددددددد اممرى

القارلقو ل ناارللقملل ا قو    ا ول  ا
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ABSTRACT 

Multi-label classification (MLC) is a very interesting and important domain that has attracted many researchers 

in the last two decades. Several single-label classification algorithms that belong to different learning strategies 

have been adapted to handle the problem of MLC. Surprisingly, no Associative Classification (AC) algorithm has 

been adapted to handle the MLC problem, where AC algorithms have shown a high predictive performance 

compared with other learning strategies in single-label classification. In this paper, a deep investigation regarding 

utilizing AC in MLC is presented. An evaluation of several AC algorithms on three multi-label datasets with respect 

to five discretization techniques revealed that utilizing AC algorithms in MLC is very promising compared with 

other algorithms from different learning strategies. 

KEYWORDS 
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1. INTRODUCTION

Classification is a very interesting task in data mining that involves assigning the class label of an unseen 

instance as accurately as possible, based on a labeled historical training set [1]-[2].  

In general, classification could be divided into three main types the first type of which is called binary 

classification and comprises only two class labels. The second type is called multi-class classification 

and comprises more than two class labels in a dataset. Both binary classification and multi-class 

classification have been known as a conventional single label classification [3]. In single-label 

classification, class labels are considered to be mutually exclusive; that is, each instance in the dataset 

is associated with only one class label [4]. The third type is called MLC. MLC does not assume labels 

in the dataset to be mutually exclusive and hence, an instance in a multi-label dataset could be associated 

with more than one class label at the same time [5]. 

MLC has several distinguishable features over single-label classification. First, class labels in MLC are 

not considered to be mutually exclusive as in single-label classification and hence, class labels in MLC 

do have some kind of correlations and dependencies [6]. Second, the problem search space of a single-

label classification problem is quite limited when compared with the large problem search space of the 

MLC problem [7]. The problem search space of the MLC problem equals nq, where q represents the total 

number of the class labels in the dataset. On the other side, the problem search space of binary 

classification equals 2 and for multi-class classification equals q. Finally, the complexity of MLC is very 

high compared with the complexity of single label classification [8]-[9]. 

Two main approaches are being used to handle MLC. The first approach adapts a single-label 

classification algorithm to handle a multi-label dataset, while the second approach transforms the multi-

label dataset into one single-label dataset or more and then, this approach applies one single-label 

classifier or more on the transformed datasets, where the outputs of the single-label classifiers on the 

transformed datasets are aggregated to form the final prediction [10]. Regardless of the approach being 

used to handle multi-label datasets, the choosing step of the single-label classification algorithm (base 

classifier) is crucial in determining the accuracy of the proposed MLC algorithm [11].  

Many base classifiers have been utilized in MLC, whether by adapting the single-label base classifier to 

handle multi-label datasets or by applying them to the transformed versions of the multi-label dataset. 
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These base classifiers follow several learning approaches, such as decision trees, neural networks, fuzzy-

based learning, lazy learning, statistical learning, support machine learning and several other learning 

approaches. 

Surprisingly, the AC approach, which has been proven to produce high accurate rules and has the ability 

of discovering hidden knowledge that could not be discovered by other learning strategies [12]-[13], has 

been weakly utilized in MLC. According to [14], no AC algorithm has the ability of generating multi-

label rules and hence, no AC algorithm can handle the problem of MLC. Nevertheless, few research 

studies that attempted to handle the problem of MLC could be found in the literature. Unfortunately, 

most of these attempts could not be recognized as effective MLC algorithms, as explained in Section 2, 

part C. 

Therefore, this paper is interested in investigating the applicability of the AC learning approach in 

solving the problem of MLC, either by adapting one of the AC algorithms to handle MLC problems or 

by utilizing AC algorithms in classifying the transformed versions of the multi-label datasets and then, 

aggregating the outputs of these classifiers to generate multi-label rules. 

Specifically, this paper aims to meet two main objectives. The first is to evaluate several AC algorithms 

on three multi-label datasets, with respect to five discretization techniques. The evaluation procedure 

considers two criteria: accuracy metric and running time. The second objective is to compare the 

performance of the most promising AC algorithms with other algorithms from several learning 

strategies, based on the accuracy metric, to determine the applicability of AC in solving the problem of 

MLC.  

The rest of the paper is organized as follows: Section 2 presents some related work, while Section 3 

introduces the empirical analysis. Section 4 presents the conclusion and lists some possible future work. 

2. LITERATURE REVIEW

In this section, a brief-yet comprehensive-overview of the MLC domain is presented in sub-section A. 

Also, a quick review of AC learning approach and the considered AC algorithms is introduced in sub-

section B. Finally, attempts to utilize AC in MLC are presented in sub-section C. 

A. Overview of MLC 

MLC is a general type of classification that allows the examples (instances) in a dataset to be associated 

with more than one class label at the same time [15], [6]. Hence, the goal in MLC is to learn a function 

from a set of instances, where each instance could be associated with one or more class labels [16].  

MLC was motivated at first by text categorization and medical diagnosis [17]. Recently, more scholars 

have paid great attention toward the problem of MLC; due to its importance in real-world applications 

[18]. In many domains, where single-label classification failed to solve the classification problem, MLC 

did [19]. For example, single-label classification may tag an email message as either a work or a research 

project but not both, whereas the fact is, the message could be tagged as both work and research project 

simultaneously, which MLC does. Nowadays, MLC is increasingly required by modern applications, 

such as music categorization into emotions [20], semantic video annotation [21], direct marketing [22] 

and protein function classification [23]. 

Two main general approaches are being used to handle MLC problems. The first approach is called the 

Problem Transformation Method (PTM), while the second approach is called the Algorithm Adaptation 

Method (AAM) [24]. The former transforms a multi-label dataset into a single-label dataset by using 

different transformation methods, such as Least Frequent Label (LFL), Most Frequent Label (MFL) or 

by choosing any label randomly [24]. Then, any of the shelf single-label classifiers could be used to 

classify the transformed dataset [25]. The latter adapts a specific single-label classification algorithm to 

handle a multi-label dataset [26]. Using PTMs is preferable over using AAMs; because the former are 

simpler, more general and not domain-specific like AAMs [27]. 

The step of choosing the base classifier is vital in both PTMs and AAMs. In fact, in datasets with low 

cardinality, such as Scene, Genbase and Emotions, the accuracy of the base classifier highly affects the 

final accuracy of the multi-label prediction step. Also, the accuracy of the base classifier in the high-

cardinality dataset, like Yeast and Emotions, highly affects the classification step by determining the 



168 

 Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 07, No. 02, June 2021.

prediction step of the other labels that have been discarded due to the transformation step. 

Therefore, several single-label classification algorithms have been utilized in the domain of MLC as 

base classifiers, such as C4.5, KNN, PART and several other single-label classification algorithms. 

Surprisingly, very few research studies have utilized AC in MLC [14], [28]-[29]. The next sub-section 

briefly overviews the AC learning approach. 

B. Associative Classification 

Associative Classification (AC) is a learning approach that integrates the task of mining association 

rules with the task of classification [30]. Recently, AC has attracted many researchers for two main 

reasons. First, AC is capable of producing higher accurate rules than other learning approaches. Second, 

AC generates rules that are easier to be understood by the different types of users [31]. Thus, several 

classification algorithms have been proposed under the AC approach of learning. Even though these 

AC-based algorithms have shown high predictive performance in conventional single-label 

classification problems, unfortunately, they have never been adapted to handle a MLC problem [14]. 

In general, any AC algorithm comprises three phases. In the first phase, the algorithm searches the 

training data for any associations between the attributes’ values and the class labels. The discovered 

associations are generated as Class Association Rules (CARs) in an "IF-THEN" format [32]-[33]. After 

generating the complete set of CARs, pruning and ranking procedures are used to prune weak rules 

according to some specific thresholds, such as Support and Confidence and rank the remaining strong 

rules according to their Support, Confidence and the number of the conditions in the antecedent of the 

rule or any other ranking criteria (Phase 2). The final output of the second phase is the classifier, which 

comprises a set of CARs. Lastly, the classifier is tested against a new and independent dataset to verify 

its effectiveness in predicting new unseen instances [34]. Figure 1 shows the main general phases for 

any AC algorithm and Table 1 shows some main concepts and definitions related to the AC. 

Figure 1. General steps for AC algorithms. 

Table 1. Main definitions and concepts related to AC learning approach. 

Concept Definition 

Item 
An association between an attribute in the dataset and its value (Ai,ai) or a 

combination of several attributes’ values (A1,a1), (A7,a7), (A9,a9). 

Rule 
An "IF-Then" rule that has a combination of items in the antecedent and one class 

label only in the consequent.  

Actual Occurrence 

(AccOccur) 
Number of cases in the training dataset that matches the antecedent of a rule. 

Support Count 

(SuppCount) 

Number of cases in the training dataset that match the antecedent of a rule and 

belong to a specific class label. 

Minimum Support 

(MinSupp) 

A user predefined threshold. A rule r passes the minsup threshold if 

SuppCount(r)/n >= MinSupp, where n: number of instances in the training set. 

Minimum Confidence 

(MinConf) 

A user predefined threshold. A rule r passes the MinConf threshold if 

SuppCount(r)/AccOccur(r) >= MinConf. 

Frequent Item An item in the training dataset that passes the MinSupp threshold. 

In general, AC-based algorithms start with discovering frequent items that comprise only a single value; 

i.e., items <A1,a1>, <A2,a2> and <A2,x1>. Any item that passes the user predefined MinSupp threshold

is said to be a frequent single item. 
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For example, in Table 2, if the MinSupp equals 0.4, then the SuppCount will be 4, because there are 10 

instances (cases) in the dataset. Therefore, the following are the single frequent items: <A1,a1>, <A1,a2>, 

<A2,x1> and <A2,x2>. After that, based on the discovered single frequent items, a new pass over the 

dataset is carried out to discover frequent triples of items and so on. Thus, most AC algorithms perform 

several passes over the training set to generate the frequent items that satisfy the user predefined 

MinSupp threshold.  

The next step is to generate the complete set of CARs that satisfy the MinConf threshold based on the 

discovered frequent items. For example, the following rule could be generated from Table 2, considering 

that MinConf=0.8: <A1,a1> and <A2,x1>  C1.  

Finally, after generating all CARs, a ranking and pruning step is applied on the discovered CARs to 

keep the most accurate CARs and remove the others. 

Table 2. Transactional training dataset. 

Row ID A1 A2 Class 

1 a1 x1 C1 
2 a1 x2 C1 

3 a1 x1 C1 

4 a2 x2 C3 

5 a2 x1 C4 

6 a2 x2 C2 

7 a2 x2 C2 

8 a1 x1 C1 

9 a2 x2 C2 

10 a1 x1 C1 

Several research studies have shown that AC has two distinguishable features over other methods and 

approaches of classification [14], [35]. The first one is its simplicity in representing the knowledge in 

the form of "IF-THEN" rules and its high interpretability. The second distinguishable feature is its great 

ability to find hidden and additional information, which leads to minimizing the error rate of the 

classifier and hence highly improving the classification step. 

Classification Based on Associations (CBA), which is one of the first algorithms that combined the tasks 

of Association Rule Mining (ARM) and Classification, was proposed in [36]. Since then, many other 

algorithms have been proposed based on the concept of merging ARM with classification. CBA 

managed to utilize the Apriori algorithm [37] in a classification dataset through applying three main 

steps. In the first step, any continuous attribute (if any) in the dataset is discretized. The second step of 

CBA involves generating all CARs. CARs consider only those rules that have any combination of items 

in the left-hand side (antecedent) and only one of the classes in the right-hand side (consequent). CARs 

are chosen based on user-defined thresholds called Support and Confidence, in which the value of the 

Support threshold is usually very low and the value of the Confidence value is high. The third step aims 

to build a single-label classifier based on the previously discovered CARs [30]. 

CBA was improved later in [38] by eliminating two weaknesses related to the original CBA. The first 

weakness is using one value for the minsup threshold, which might cause imbalanced class distribution. 

This weakness has been tackled in the adapted version through using multiple minsup thresholds. The 

second weakness of the original CBA is the exponential growth of the number of rules generated by 

CBA. This weakness has been tackled by merging CBA with a decision tree as in C4.5, which has led 

to more accurate rules. The adapted version of CBA has been called CBA2 or msCBA, short for multiple 

support CBA.  

Although CBA2 has shown excellent performance in single-label classification when compared with 

other algorithms that follow other learning strategies [30], unfortunately, CBA2 does not have the 

capability to handle multi- label datasets. CBA2 assumes that only one class label is associated with an 

input instance. Thus, it produces single-label rules with one class label as a consequence of the rule. 

Hence, to adapt the CBA2 algorithm to handle multi-label datasets, this assumption should be avoided. 

Also, the CBA2 algorithm captures the associations between features (attributes) and class labels 

globally, where local associations and dependencies are proven to have a better performance than global 
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associations and dependencies [39]. 

Yin and Han (2003) [40] proposed an AC algorithm that has been called CPAR, short for Classification 

based on Predictive Association Rules. CPAR guarantees the generation of more rules, because the 

training set is allowed to be covered by several rules instead of one single rule, which leads to an 

improvement in the classification accuracy. CPAR managed to do that by enhancing the First-Order 

Inductive Learner (FOIL) and considering all the positive cases associated with the generated rule 

instead of discarding them as in other AC algorithms. Also, CPAR can generate simultaneous multiple 

rules at the same time by considering the value of all attributes with the largest FOIL-gain instead of 

considering only one attribute value as in FOIL. 

The classification based on Multiple Association Rules (CMAR) algorithm is another AC algorithm that 

was proposed in [41]. CMAR was the first AC-based algorithm that utilized the FP-growth technique to 

capture the hidden associations among the features and the class labels. CMAR used a prefix tree data 

structure called C-tree to save the learned rules. An extensive evaluation based on 26 UCI datasets 

revealed that CMAR has a competitive performance compared with the CBA and C4.5 algorithms. 

In [42], a new AC-based algorithm was presented. The algorithm was called FCRA, short for finding 

Fuzzy Classification Rules based on the Apriori algorithm. FCRA proposed a new data mining technique 

that captures fuzzy classification rules based on the Apriori algorithm. FCRA utilizes a genetic algorithm 

to automatically determine the threshold of the minimum fuzzy support. An evaluation of the FCRA 

algorithm on Iris dataset revealed its superior performance compared with other classification 

algorithms. 

A fuzzy-based AC algorithm that enhances the understandability of the generated classifier by reducing 

the total number of the classification rules was presented in [43]. Classification with Fuzzy Association 

Rules (CFAR) utilizes the concept of fuzzy logic in solving the so-called "sharp boundary" problem in 

ARM techniques with quantitative attributes’ domains. CFAR has been compared against CBA and 

showed a better performance in terms of understandability represented by the total number of the 

generated classification rules. 

C. Utilizing AC in MLC 

One of the most popular algorithms that utilizes AC to handle the problem of MLC is the Multiclass 

Multilabel Associative Classification (MMAC) algorithm [29]. MMAC comprises three steps. First, it 

transforms the multi-label dataset into a single-label dataset, using copy as a problem transformation 

method. Second, it trains a single-label associative classifier to predict a single-label using "IF-THEN" 

rules. Finally, it merges the predictions of rules that have the same antecedent to form a rule with more 

than one label in the consequence of the rule. It is worth mentioning that all the datasets that have been 

used to evaluate MMAC are single label datasets and MMAC has never been tested against multi-label 

datasets. Also, MMAC assumes class labels to be mutually exclusive and ignores any dependencies 

among labels, which makes it unsuitable for large datasets with high number of instances and labels. 

In [44], a new multi-label algorithm based on AC was introduced and dubbed the Multi-label Classifier 

based on Associative Classification (MCAC). The algorithm uses a novel rule discovery method that 

generates and discovers multi-label rules from a single label dataset, without performing the learning 

step in the dataset. These multi-label rules represent vital information that is usually ignored by most 

previous AC algorithms. As in MMAC, this algorithm has been tested against single-label datasets and 

never considered the dependencies among labels. 

In [45], a Correlatives Lazy Associative Classifier (CLAC) algorithm was introduced. CLAC is based 

on two approaches of classification: lazy learning that delays the reasoning process until a new test 

instance is given and associative classification that merges the association rule mining task with the 

classification task. In CLAC, the CARs do not have more than one label and consequently, CLAC 

assigns a value to each CAR based on its Support and Confidence and the associated class label. Then, 

CLAC adds the predicted class of the test instance to the instance as a new feature and uses the new test 

instance with the added feature (class label) to predict a new class label and so on until no further class 

label can be found. CLAC was evaluated against three textual datasets and achieved better performance 

compared with the BoosTexter algorithm [46].   

In [47], another algorithm that followed the approach of AC was presented. The algorithm produced 
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multi-label association rules by considering all the labels with a probability greater than or equal to (0.5). 

In fact, their algorithm is similar to MMAC in all of its steps with only one difference in the evaluation 

of the algorithm. MMAC has been evaluated using single-label datasets, while this algorithm has been 

evaluated using only one multi-label dataset (Scene). The authors concluded that using AC with MLC 

will lead to good performance, but generalizing this conclusion is difficult via an experiment on only 

one dataset with specific features and characteristics.  

3. EMPIRICAL ANALYSIS

In this section, a comprehensive description of the research conducted is presented. At first, a description 

of the considered multi-label datasets and the settings of the six AC classifiers considered is introduced. 

Then, an evaluation of the results of the six AC classifiers is presented. Finally, a discussion regarding 

the evaluation results is provided. 

The accuracy of the classification task in the domain of MLC is still low when compared to other types 

of classification, like the binary classification and the multi-class classification. Therefore, the main 

evaluation metric in this investigation study is the accuracy metric. Also, since all AC algorithms highly 

depend on the discretization technique being used, this paper studies and attempts to identify the most 

appropriate discretization technique which leads to the best accuracy results. Finally, the running time 

for the considered algorithms is considered to get the complete picture regarding the significance of 

utilizing the approach of AC in handling the problem of MLC. 

A. Settings and Datasets 

Three multi-label datasets with different characteristics are considered in this paper. Each dataset has 

been transformed into a single-label dataset based on a novel transformation method called High 

Standard Deviation First (HSDF) [11], in which the label space of the multi-label dataset is extracted 

first. Then, for each label (item) in the extracted label space, the Predictive Apriori [48] algorithm is 

applied to capture all positive pairwise associations in the form (IF X=1, THEN Y=1). After that, the 

standard deviation of the accuracies of the captured positive associations is computed for each label. 

Finally, the labels are ordered based on the computed standard deviation in a descending order and the 

input dataset is transformed into a single-label dataset based on the order determined earlier.  

Table 3 shows the main characteristics of the considered multi-label datasets in this paper. All datasets 

are available in Mulan, a multi-label dataset repository [49]. Datasets could be downloaded from 

http://mulan.sourceforge.net/datasets-mlc.html. Finally, it is worth mentioning that the training datasets 

and the testing datasets have been chosen according to the datasets author recommendation, where 2/3 

of the dataset has been used as a training set and 1/3 of the dataset has been used as a testing set.  

Table 3. Datasets characteristics. 

Dataset Instances Attributes Labels LCard Domain 

Scene 2712 294 6 1.074 Image 

Emotions 593 72 6 1.868 Media 

Flags 194 19 7 3.392 Image 

Six AC-based classifiers have been considered in this paper. These classifiers are: CBA, CBA2, CMAR, 

CPAR, FCRA and CFAR. These classifiers have been used with their default settings as they have been 

implemented in KEEL [50]. KEEL is an open source Java software that can be used in a wide range of 

data mining tasks. KEEL is short for Knowledge Extraction based on Evolutionary Learning. 

Each classifier has been trained on each transformed version of the considered dataset five times and 

each time a different discretization technique is used. Five discretization techniques are considered in 

this paper: Chi2-D [51], Bayesian-D [52], Ameva-D [53], 1R-D [54] and E-Chi2-D [55]. 

B. Evaluation of Several AC-based Classifiers and other Classifiers from Different 

Learning Approaches 

Table 4 to Table 6 show the results of the evaluation of the six AC classifiers on the three considered 
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multi-label datasets using accuracy metric. Accuracy measures the percentage of those labels that were 

correctly predicted, with respect to the total number of labels and averaged over all instances. Accuracy 

is computed using the following equation: 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 (1) 

where TP=number of the true positive predictions, TN=number of the true negative predictions, 

FP=number of the false positive predictions and FN=number of the false negative predictions. 

Table 4 shows the accuracy rates of the six different AC-based classifiers on the Scene dataset, with 

respect to 5 discretization techniques. The Scene dataset comprises 2712 instances and 294 attributes.  

Table 4. Accuracy rates of the six AC algorithms on the Scene dataset. 
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CBA2 0.840 0.991 0.801 0.810 0.643 0.817 

CBA 0.774 0.817 0.830 0.753 0.633 0.761 

CMAR 0.776 0.669 0.758 0.712 0.615 0.706 

CPAR 0.730 0.753 0.742 0.669 0.607 0.700 

FCRA 0.559 0.591 0.562 0.523 0.541 0.555 

CFAR 0.273 0.136 0.270 0.145 0.027 0.170 

Averag

e

0.659 0.660 0.661 0.602 0.511 

According to Table 4, CBA2 has the best accuracy average on the Scene dataset. Considering the 

discretization techniques, it can be clearly noted from the table that Ameva-D is the best discretization 

technique among the 5 considered techniques. Nevertheless, Chi2-D and Bayesian-D show nearly 

equivalent results to Ameva-D. Finally, the highest accuracy was observed with the CBA2 algorithm 

when using Bayesian-D as a discretization technique. 

Table 5 shows the accuracy rates for the considered AC classifiers on the Emotions dataset, with respect 

to 5 discretization techniques. The Emotions dataset comprises 593 instances and 72 attributes. 

Table 5. Accuracy rates of the six AC algorithms on the Emotions dataset. 
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CBA2 0.966 0.877 0.815 0.455 0.953 0.813 

CBA 0.598 0.526 0.613 0.447 0.624 0.562 

CMAR 0.529 0.396 0.529 0.258 0.526 0.448 

CPAR 0.603 0.560 0.562 0.429 0.598 0.550 

FCRA 0.294 0.388 0.452 0.416 0.342 0.378 

CFAR 0.209 0.209 0.209 0.209 0.209 0.209 

Average 0.533 0.493 0.530 0.369 0.542 

Table 5 clearly shows that CBA2 has the highest accuracy among the six AC classifiers on the Emotions 

dataset, especially when using Chi2-D discretization technique.  

For the discretization techniques, E-Chi2-D shows the best results, with a competitive performance from 

the Chi2-D and Ameva-D techniques. The best accuracy has been observed with the CBA2 algorithm 

when using Chi2-D as a discretization technique. 

Table 6 shows the accuracy rates of the six different AC-based classifiers on the Flags dataset, with 

respect to 5 discretization techniques. The Flags dataset comprises 194 instances and 19 attributes. 
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Table 6. Accuracy rates of the six AC algorithms on the Flags dataset. 
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CBA2 0.912 0.855 0.865 0.835 0.855 0.864 
CBA 0.798 0.752 0.768 0.737 0.752 0.761 

CMAR 0.768 0.721 0.747 0.680 0.721 0.727 

CPAR 0.608 0.572 0.592 0.603 0.572 0.589 

FCRA 0.510 0.510 0.510 0.510 0.510 0.510 

CFAR 0.185 0.185 0.185 0.185 0.185 0.185 

Average 0.630 0.599 0.611 0.592 0.599 

Table 6 clearly shows that CBA2 has the best accuracy on the Flags dataset, especially when using 

Chi2-D as a discretization technique. Considering the discretization techniques, Chi2-D has the best 

results, with a competitive performance from the Ameva-D technique. The best accuracy has been 

observed with CBA2 algorithm when using Chi2-D as a discretization technique. 

Based on the accuracy results for the six AC-based classifiers on the three multi-label datasets, the 

conclusion can be made that CBA2 algorithm is the best AC algorithm in handling multi-label datasets. 

Table 7 shows the running time in seconds (time needed to build the classifier) for the six AC classifiers 

on the three datasets, with respect to the discretization technique being used.  

Table 7. Running time for several AC classifiers on the considered datasets. 
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CBA2 5 6 3 8 4 5.2 

CBA 7 105 21 15 13 32.2 

CMAR 773 2488 1895 3722 691 1913.8 

CPAR 1 1 1 1 0 0.8 

FCRA 204 106 212 7263 5620 2681 

CFAR 11 1 36 100 1508 331.2 

Average 166.8 451.2 361.3 1851.5 1306.0 

E
m

o
ti

o
n
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CBA2 0 0 0 0 1 0.2 

CBA 0 0 0 0 0 0 

CMAR 0 0 0 0 0 0 

CPAR 0 0 0 0 1 0.2 

FCRA 12 54 13 81 12 34.4 

CFAR 0 0 0 1 0 0.2 

Average 2.0 9.0 2.2 13.7 2.3 

F
la

g
s 

CBA2 47 6 42 10 13 23.6 

CBA 3 1 3 2 2 2.2 

CMAR 1 1 2 2 1 1.4 

CPAR 0 0 0 0 0 0 

FCRA 42 62 32 99 71 61.2 

CFAR 2 2 2 5 5 3.2 

Average 15.8 12.0 13.5 19.7 15.3 

In general, CPAR shows the best running times on the three datasets considering the five discretization 

techniques. Among the discretization techniques, Chi2-D has the best running time on the Scene and 

Emotions datasets, while it has an acceptable running time on the Flags datasets. The CBA2 algorithm 

has an acceptable running time among the six considered AC classifiers.  

Considering the accuracy and the running-time criteria in the era of distributed computing and high-

speed processors, the conclusion can be drawn that CBA2 is the best AC classifier to be adapted to 
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handle the problem of MLC. To make this conclusion reasonable, Figure 2 presents a comparison 

between the best accuracy results maintained for CBA2 algorithm and several other algorithms that 

belong to different learning approaches on the three datasets considered in this paper. CBA2 was 

compared to 12 algorithms that belong to six different learning strategies, where the decision tree 

learning approach was represented by the C4.5 [56] and DT-GA [57] algorithms. From the neural 

network learning approach, two algorithms have been considered: GANN [58] and NNEP [59] and fuzzy 

learning approach was represented by FURIA [60] and WF [61] algorithms. Also, two algorithms that 

belong to lazy learning have been considered: KNN [62] and KNN-Adaptive [63]. The statistical 

learning approach was represented by Logistic [64] and LDA [65] algorithms. Finally, the Support 

Vector Machine (SVM) learning approach was represented by the C-SVM [66] and SMO [67] 

algorithms. 

Figure 2. Accuracy rates of CBA2 and several other algorithms on the three datasets. 

From Figure 2, clearly the CBA2 algorithm has a superior performance on the Emotions and Flags 

datasets. Also, the performance of the CBA algorithm is excellent on the Scene dataset, where it has the 

second-best accuracy after the C-SVM algorithm.  

What is distinguishable about CBA2 is that it maintains the same level of performance regardless the 

characteristics of the datasets, which makes it an excellent choice to handle different multi-label datasets 

with different characteristics.  

To summarize, CBA2 is better than the 12 other algorithms that belong to 6 learning approaches based 

on the accuracy metric. This fact reveals the significance of adapting the CBA2 algorithm to handle the 

problem of MLC. 

C. Results’ Discussion 

In General, CBA2 shows a superior performance among the considered AC classifiers on the three 

datasets based on the accuracy metric. The accuracy of CBA2 has been greatly affected by the 

discretization technique being used. The results showed that Chi2-D is the most appropriate 

discretization technique to be used with CBA2 to handle multi-label datasets. 

With respect to running time, CPAR has the best running time among the six AC classifiers. Other AC 

classifiers such as CBA, CBA2 and CMAR, have acceptable running times. Nevertheless, the accuracy 

of the classification task is more significant than the complexity of the multi-label classifier and its 

running time, especially in an era of distributed computing and high-efficiency processors. Therefore, 

CBA2 will be the most promising AC classifier to be adapted to handle the problem of MLC. 

Also, a significant issue in determining the applicability of AC algorithm in handling the problem of 

MLC is the total number of generated rules [14], [30].  
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Table 8 shows the total number of rules generated by the best four AC classifiers on the three considered 

datasets with respect to the best three discretization techniques. 

Table 8 shows that the total number of rules varies across the four algorithms as well as across the three 

discretization techniques. The CBA algorithm has the lower values on the three datasets, which makes 

it an appropriate choice to handle the problem of MLC with respect to the size of the generated classifier. 

Nevertheless, the accuracy of CBA is less than the accuracy of CBA2. Hence, a trade-off must made 

between the accuracy results and the size of the classifier results. However, if powerful pruning 

techniques are utilized, CBA2 will be the best choice to handle MLC problems. Therefore, future work 

should investigate the most appropriate pruning techniques to be used with AC classifiers to handle 

MLC datasets that usually suffer from high-dimensionality problems [3], [68]. 

Table 8.  Total number of rules generated by different AC classifiers. 
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CBA2 235 330 219 261 

CBA 196 155 201 184 

CMAR 1554 1276 1598 1476 

CPAR 698 1127 841 889 

Average 671 722 715 
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CBA2 248 204 171 208 

CBA 78 41 71 63 

CMAR 195 141 259 198 

CPAR 755 673 487 638 

Average 319 265 247 

F
la

g
s 

CBA2 104 91 90 95 

CBA 73 64 60 66 

CMAR 481 421 443 448 

CPAR 247 213 210 223 

Average 226 197 201 

Finally, based on the accuracy of the several AC classifiers on the three datasets, with respect to the 

accuracy of other algorithms from different learning approaches and strategies, the assumption can be 

made that AC approach could be more appropriate to be used in the domain of MLC than other learning 

approaches, especially in a form of ensemble classifiers with ensemble discretization techniques. 

4. CONCLUSION AND FUTURE WORK

In this paper, an investigation regarding the applicability of AC in solving the problem of MLC has been 

presented. Six different AC-based classifiers have been evaluated on three multi-label datasets, with 

respect to five well-known discretization techniques. 

Based on the evaluation results, it can be concluded that AC learning approach achieved a superior 

performance with respect to the accuracy metric compared with the six learning approaches which have 

been considered in this paper, which indicates that adapting AC to handle the problem of MLC is a 

promising research work. 

Among the considered AC classifiers, CBA2 has shown the best accuracy on the three considered 

datasets. Also, determining the discretization technique that is optimal to handle multi-label datasets is 

a crucial decision, where Chi2-D has shown to have an excellent performance when compared with 

other discretization techniques. 

Future work could be done in several areas. First, the CBA2 algorithm could be adapted to handle multi-

label datasets. Second, other promising future work is to propose a new MLC algorithm based on an 
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ensemble of several AC classifiers. Third, an investigation regarding the best pruning technique to be 

used with multi-label datasets that suffer from high number of attributes will be good for future 

investigation. 
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 ملخص البحث:

ّّّّّّي ُ تّّّّّّكثُا تمّّّّّّ  ُال ودّّّّّّ ُ ّّّّّّ (ُ جّّّّّّ راُ ودّّّّّّ ااُ  ُ MLCدُالععّّّّّّ  ي ُ صّّّّّّعد ُ تعّّّّّّد ُدُالت ُع  اُ همّّّّّّ 

 تُقّّّّّّخُ صّّّّّّعد ُ  ّّّّّّ دةُةُ وارز د ّّّّّّ  ددّّّّّّ ُ ّّّّّّد ُُالبّّّّّّ يود ُقّّّّّّخُالع.ّّّّّّدي ُا  دّّّّّّ ي  ُق.ّّّّّّدُ ّّّّّّ ُ 

ّّّّّ ُا ّّّّّت ا دجد ُ ّّّّّخُال ّّّّّوامُ عتم ّّّّّالعع ّّّّّتُ ا ّّّّّتخدا ه ُللت ُ تُ عل  ّّّّّتُ  ّّّّّ لتُالت ُ ُ ختل  ّّّّّمُ  صّّّّّعد ُع  

ّّّّّّ تعّّّّّّد ُ ا ّّّّّّتخدا ُ زُ وارز دّّّّّّتُ صّّّّّّعد ُ  ّّّّّّ ر خُُهُلّّّّّّ ُيّّّّّّت ُ دُالععّّّّّّ  ي  ُ  ّّّّّّ ُالم ّّّّّّ ت  ُ   

اُ ّّّّّّّ مُ تعّّّّّّّد ُصّّّّّّّعد ُ ُ ع  ّّّّّّّمُ ّّّّّّّتُ  ّّّّّّّ لتُالت ُللت ُ ُّّّّّّدُالععّّّّّّّ  ي  ُ لمّّّّّّّ  صّّّّّّّعد ُ تُالت ُ وارز دّ 

ُ و عدّّّّّ  ُالت ُ اُ . ر ّّّّّتُ سد  ّّّّّ ُ ّّّّّ ُا ّّّّّت ا دجد ُ ّّّّّ ر خُ أهّّّّّ تُ دا ا  ُقّّّّّخُ جّّّّّ  ُ تُالّّّّّتعل ُُ  لدّّّّّ 

ُ مدّّّّّّ ُصّّّّّّعد ُ ُ الت ُ خدا ُالت صّّّّّّعد ُر ّّّّّّت ّّّّّّ دُالععّّّّّّوام ُ ّّّّّّكاُالور ّّّّّّتُ بّّّّّّ رةُ ّّّّّّ ُا ت.صّّّّّّ   

الت  ّّّّّّ ر خُقّّّّّّخُ جّّّّّّ  ُالت صّّّّّّعد ُ تعّّّّّّد دُالععّّّّّّ  ي  ُق.ّّّّّّدُتّّّّّّ  ُ .دّّّّّّد ُ ّّّّّّد ةُ وارز دّّّّّّ تُ

ّّّّّّّ  ي ُ   ّّّّّّّتخدا ُ مّّّّّّّ ُ ّّّّّّّ تُ تعّّّّّّّددةُالعع ّّّّّّّناُ جمو ّّّّّّّ تُ د   ّّّّّّّ ُع  صّّّّّّّعد ُ  ّّّّّّّ ر خُ ل

ّّّّّّ تُالت صّّّّّّعد ُالت  ّّّّّّ ر خُقّّّّّّخُ جّّّّّّ  ُ ّّّّّّ  اُ مُا ّّّّّّتخدا ُ وارز د   .عدّّّّّّ تُ ج يّّّّّّداُ  دعّّّّّّاُالعت

ّّّّ ذاُ ّّّّّورمُإوُ جّّّّّ  ُ ا ّّّّّدُالت صّّّّّعد ُ تعّّّّّد دُالععّّّّّ  ي ُ ّّّّّ  تُ  ّّّّّ  ُ ّّّّّ ُ  ّّّّّتخدا ُ وارز دّ 

ُ ُ ختل ت  تُ عل ُا ت ا دجد ُ
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ABSTRACT 

Effective software modeling tools are necessary for successful achievement of software engineering activities, 

especially when working in the analysis and design phase. Automating these tools facilitates work, makes it more 

productive and reduces cost and time of development.  This paper aims at the development and validation of a 

method and a software tool for automatic generation of UML diagrams when following the approach of object-

oriented development.  These diagrams are generated from scenario-based requirements in order to facilitate 

the modeling process. So, a template of scenario-based requirements and its components are identified and 

constructed. Then a method including an algorithm is designed and implemented based on natural language 

processing (NLP) to generate UML diagrams automatically from the scenario-based requirements. The 

diagrams include sequence and class diagrams. The ability, performance and benefits of the proposed method 

and the software tool are reported by experimental results. 

KEYWORDS 

Software engineering, Object-oriented, UML, Use cases, Scenarios, Natural language processing. 

1. INTRODUCTION

Currently, object-oriented (OO) approaches are popular in developing software systems. The Unified 

Modeling Language (UML) is a powerful notation that is utilized in the analysis and design of OO 

software development process. Traditionally, software developers perform a lot of work in 

understanding the documented software requirements in order to build the required UML diagrams 

before drawing them using Computer Aided Software Engineering (CASE) tools. However, additional 

work is also needed by software developers for specific understanding and gaining familiarity and 

experience of these CASE tools. Because software requirements are typically written in natural 

languages such as English, Natural Language Processing (NLP) tools can be utilized for automatic 

generation of software models, such as UML diagrams. 

The authors in [1] argue that a complete automation of constructing UML diagrams using NLP 

appears to be impossible and hence more advanced automation is needed to be achieved. Software 

requirements in the OO development process are widely elicited and analyzed using UML use cases 0. 

Software functional requirements are described in terms of use cases and actors [3] and written in a 

restrictive way using system scenarios.  A scenario represents a particular path in one of the use cases’ 

set that constitutes the main use case diagram of the software being developed. Scenarios have a 

powerful method in sharing the needs of stakeholders and in describing the story of functional 

behavior [2]. UML sequence diagram is normally linked to the realization of the use case of the 

system being developed. It shows the objects involved in the functionality of the scenario and their 

interactions organized in time sequence in addition to the messages exchanged between these objects 

[4]. 

One way for depicting the class diagram is to capture objects involved in the sequence diagram and 

make aggregations’ relationships based on the interactions among objects. Sequence diagram always 

helps in depicting the interaction (dynamic) view, while class diagram always helps in depicting the 

structural (static) view of the software. However, there is a lack of work in automatic generation of 

dynamic views of the software being developed, because most of work goes to automatically building 

a static view of the software such as its structure. Sequence diagram helps software developers verify 

whether the identified classes are sufficient for achieving user requirements written in scenario format 

or not [5]. 

This paper introduces a method that includes a designed algorithm based on NLP for analyzing and 



181 

"Automatic Generation of UML Diagrams from Scenario-based User Requirements", A. M. Alashqar. 

extracting information from scenario-based user requirements written in English text. The method will 

be developed as a software tool for automatic generation of UML (AGUML) diagrams, especially 

sequence diagrams and class diagrams.  

The rest of this paper is organized as follows: Section 2 presents related work. Section 3 introduces the 

research methodology where the algorithm of analyzing scenario-based requirements is designed. The 

main structure of our software tool for automatic generation of UML diagrams (AGUML) is described 

in Section 4. Section 5 presents experiments performed by AGUML, in addition to the analysis of 

results. Section 6 concludes the paper and provides a future work outlook. 

2. RELATED WORK

In this section, we provide a literature review for some published research works in the field of 

generating UML diagrams automatically and how NLP can help in achieving this automation. 

Specifically, we focus on the research works that tackle the problem of generating sequence and class 

diagrams from written user requirements. 

The UML is a powerful notation that is used particularly in OO analysis and design activities when 

developing software systems. However, it is considered a semi-formal language that needs semantics 

when constructing and verifying its different types of diagrams [6]. 

The notion of using NLP in OO modeling has been initially proposed by [7][8][9], where the authors 

mentioned that the object and its properties can be recognized by searching nouns, while the object’s 

operations and the interactions among objects can be recognized by searching verbs in written 

software requirements.  

There have been many works that adopt these founded concepts in building CASE tools for automatic 

generation of UML diagrams from informal natural language. Most of these tools focus on generating 

class diagrams, such as REBUILDER UML [10], CM-Builder [11], LIDA [12], MOVA [13], UMLG 

[14], RACE [15], DC-Builder [16] and RAPID [17]. The authors in [18] developed a tool named 

GOOAL based on a semi-formal language (4WL) for generating class models automatically from 

semi-structured natural language. Their tool also can construct initial and general sequence diagrams. 

For other types of UML diagrams, the authors in [19] developed a plugin for automatic transformation 

of user stories into UML use case diagrams depending on the basis of NLP techniques. Whereas, the 

authors in [20] proposed a semi-automated approach for generating use case diagrams from user 

requirements that are mainly written in Arabic. 

Recently, the authors in [21] developed an algorithm for reading and processing user stories stored in a 

text file, then generating an Extensible Markup Language (XMI) file for each individual user story and 

finally transforming the XMI file into use case diagram. The authors in [22] proposed a semi-

automated approach for generating sequence diagrams from user requirements written in Arabic. The 

generated sequence diagrams are expressed using XMI format in order to be drawn using specialized 

software drawing tools. 

In this paper, a method that includes an algorithm and a software tool for generating UML sequence 

and class diagrams is proposed. The differences between our work and the previously stated related 

published works is that our proposed method utilizes the software requirements that are written as user 

scenarios. User scenarios are considered a powerful technique for writing detailed software 

descriptions when adopting use case approach in the process of requirements’ elicitation and analysis 

when developing software. To our knowledge, no such work for automatic generation of sequence 

diagrams from user scenarios is achieved. Moreover, our work introduces a way for constructing class 

diagrams from the generated sequence diagrams by understanding the relationships and interactions 

among the participating objects. Moreover, our developed tool has a complete capability for 

generating UML disarms in order to be used in user documentation. 

3. RESEARCH METHODOLOGY

The scenario-based requirements template and its components are defined based on a theoretical 

perspective and previous work. An algorithm is designed and implemented as a CASE tool named 

AGUML in order to process the scenario text using NLP and semantics. Then, the accuracy of the 

algorithm is presented with the analysis of performed experimental results. 
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3.1 Use Case and Scenarios 

Scenarios are a powerful solution to the complexity of software development. They are used as telling 

stories to help system stakeholders share a complete view about the software being developed and to 

help in avoiding any missing problems [23]. The scenario is defined as: "one sequence of events that is 

one possible pathway through a use case" [24]. Therefore, a use case may include one or more 

scenarios. A scenario can be used as a tool for determining and validating software requirements. 

There is a variety of scenario descriptions used in the literature. However, the description of a scenario 

should include at least the following parts [25]-[26]:   

 Initial Assumption: This part includes a description of software users’ expectations at the start

point of the scenario.

 Basic Path: This part depicts the normal sequence flow of events as expected by software users.

It may also be called "Sunny Day Scenario" or "Happy Path".

 Alternate Path: This part includes the alternative set of steps that may be produced as a result of

testing events of the basic path. These steps always run in parallel with the basic path. It may

also be called "Rainy Day Scenario" or "Unhappy Path".

 Exception Path: This part includes output results for unsuccessful steps in the basic path.

 System State on Completion: This part includes the description of the system state at the end

point of the scenario.

The author in [27] observed that developers often think of application through a relatively small 

number of typical interactions with users, such as the following: 

1) User does …

2) Application does …

3) Application does …

4) User does …

5) Application does …

6) etc.

And these are called use cases, which are often used in conjunction with OO analysis and design 

methods. Use cases can be used as a starting point of requirements’ analysis in order to derive classes 

from them [27]. A use case is always identified by its name, the actor which is the user type of the 

software and the interaction between the actor and the software. For instance, "Add new student" can 

be a typical use case for the course registration system with the "Registrar" as an actor. This use case 

may include the following sequence of steps: 

1) Application shows an options’ screen.

2) Registrar selects addition from options’ screen.

3) The system presents a student entry screen.

4) Registrar enters student data.

5) Registrar submits student data.

6) System saves student data into database.

As seen from the above scenario example, each step in the scenario represents an English sentence of 

the form "Subject and Predicate". 

3.2 Algorithm Design 

We have designed an NLP algorithm that has a capability of analyzing scenario-based requirements 

written in restrictive English text to extract objects, their interactions and the messages passed among 

them in order to draw UML sequence and class diagrams. The following rules should be met before 

applying the NLP algorithm: 

 The scenario is written as a sequence of English language sentences, where the structure of the

scenario represents a typical normal flow of interactions between the user and the software, as

stated in the previous subsection.

 Each sentence is separated from the next one by the normal end of line.

 Each sentence represents an action occurring in the software. This action can usually be initiated
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18. 

19. 

20. 

21. 

22. 

23. 

24. 

25. 

26. 

27. 

28. 

29. 

30. 

31. 

Read the scenario text 

Normalize the scenario text 

Initialize and Set umlSequenceScript = "", umlClassScript = "",  actor = "" 

FOR each sentence in the normalized scenario text 

Produce a list of tokens 

Produce a parsed tree (pTree) from tokens 

If (pTree) has S tree (sTree) 

and (sTree) has NP (npTree) and VP (vpTree) subtrees respectively 

and (vpTree) has at least one NP subtree 

Initialize and Set parts[] = {"", "", "", ""} 

Get all words that starts with NN label from (npTree) 

Then concatenate them and set them to parts[0] 

Get tagged word that labeled with NNP from (npTree) and Set it to actor 

Get word labeled starts with VB from (vpTree) and set it to parts[2] 

If (vpTree) has only NP labeled tree 

Get all words that starts with NN label from (vpTree) 

 Then concatenate them and set them to parts[1] 

END IF 

If (vpTree) has two NP labeled trees  

Get all words that starts with NN label from the first child of (vpTree) 

Then concatenate them and set them to parts[3] 

Get all words that starts with NN label from the second child of (vpTree) 

 Then concatenate them and set them to parts[1] 

END IF 

END IF  

Construct uml script for sequence from parts[] and add it to umlSequenceScript 

Construct uml script for class from parts[] and add it to umlClassScript 

END FOR 

IF Actor is not empty 

 Add it as a prefix to umlSequenceScript 

END IF 

externally by the user or internally by an object inside the software and appears in the active 

voice format. 

The pseudocode of the proposed NLP algorithm is shown in Figure 1 and the main steps are described 

as follows: 

1) At the beginning, the algorithm reads the scenario text, then it normalizes it (line 2). The

normalization process produces a uniform word for some other different words that are equivalent. For 

example, replace any word in the set: "application", "applications", "system", "systems", "software" 

and "package" with a uniform word: "application". This is because these different words are 

considered equivalent based on user intention of software requirements. 

Then, the algorithm declares and initializes some buffers to be used in storing important information 

during scenario processing (line 3), where, "umlSequenceScript" and "umlClassScript" buffers are 

used to store a specialized script as text for the whole scenario to be utilized later in drawing the 

needed UML diagrams. The "actor" buffer is used to store the name of actor as text if it exists. As a 

rule, there is only one actor for each scenario. 

Figure 1. Algorithm pseudo-code for automatic generation of UML diagrams. 

2) The algorithm then splits the scenario into sentences and for each individual sentence repeats

important processing steps (lines 4-28) as follows: 

The loop starts by tokenizing the sentence. For example, the output of the scenario sentence: "The user 
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logs into the system" will be tokenized into: [The] [user] [logs] [into] [the] [system]. Then, 

morphological analysis is applied on each tokenized statement to identify the different parts of speech 

(POS). In POS process, each word in the sentence is tagged or labeled individually such as: (The/DT) 

[user/NN] [logs/VBZ] [into/IN] [the/DT] [system/NN], where "DT" means determiner, "NN" means 

noun, singular or mass, "VBZ" means verb or third person singular present and "IN" means 

preposition or subordinating conjunction. Then, for semantic analysis, a syntactical and lexical 

analysis is performed to produce a parsed tree form such as the following which is a typical output 

from Stanford CoreNLP [28] parser which is a suite of NLP software tools: 

(ROOT 

(S 

(NP (DT The) (NN user)) 

(VP (VBZ logs) 

(PP (IN into) 

(NP (DT the) (NN system)))))) 

When parsing a sentence, its parts are labeled at clause level such as "S" which means simple 

declarative clause and at phrase level such as "NP", "VP" and "PP" which mean noun phrase, verbal 

phrase and prepositional phrase, respectively. Based on the used tagger, leaf nodes of the parsed tree 

such as "logs" have a depth of zero, tagged words such as "VBZ logs" have a depth of 1 and   phrasal 

nodes such as "VP (VBZ logs)" have a depth greater than or equal 2. 

Then, for each separate parsed sentence from the scenario, the algorithm checks whether it includes a 

simple sentence structure of "Subject" part and "Predicate" part. The subject includes a noun or a 

pronoun in addition to the words describing it. The predicate part includes the verb in addition to other 

words telling more about the subject. Furthermore, a "simple subject" should be included in the subject 

part as noun and a "simple predicate" should be included in the predicate part as verb. So, the parsed 

sentence must be a simple declarative clause "S" and include a noun phrase "NP" followed by verbal 

phrase "VP" and the verbal phrase "VP" must include at least one noun phrase "NP" (lines 7-9). If the 

parsed sentence does not satisfy this rule, the algorithm marks it as invalid, informs the system user to 

change the sentence structure and continues processing the subsequent steps. The valid structure of the 

parsed sentence helps in identifying the main parts of the sentence, such as objects, operations and 

messages exchanged among objects. 

Then the algorithm declares and initializes the "parts[]" buffer, which is an array of four elements of 

type text to store data about participating objects, operations performed and messages passed among 

objects. The data of "parts[]" provides important information for producing a specialized script that 

will be added to "umlSequenceScript" and "umlClassScript" buffers. 

After that, a semantic analysis is performed in order to identify the main parts of the parsed sentence, 

such as the actor that initiates the scenario and the participating objects, their interactions and the 

named messages exchanged among them during their interaction. There are usually two participating 

objects; one is named "caller" that makes a request and the other is named "receiver" that receives the 

request from the former. Determining the interactions among objects is also defined in this step. The 

type of interaction that is always defined as an operation between objects is analyzed in addition to 

type of data passed among these objects. 

To define the "caller" object, the labeled "NP" subtree of the main parsed tree "S" is searched for 

words the tags of which start with "NN" label, then their concatenation is stored in "parts[0]" buffer. 

The searched labels are "NN", "NNS", "NNP" and "NNPS" which represent singular, plural, singular 

proper and plural proper nouns, respectively. It is important to note that there may be more than one 

word that describes the "caller" object such as "main screen" (lines 11-12). The "NP" subtree is also 

searched for a word the tag of which starts with "NNP" label to consider it as an actor and if it is 

found, it will be stored in "actor" buffer (line 13).  Note that the actor is set once for the overall 

scenario which always represents a role that initiates the scenario. 

Then, the labeled "VP" subtree of the main parsed tree "S" is firstly processed to capture the operation 

between the "caller" and the "receiver" objects by searching a word the tag of which starts with "VB" 

label and storing it in "parts[2]" buffer (line 14). The labels are "VB", "VBD", "VBG", "VBN”, "VBP" 

and "VBZ” which represent base form, past tense, gerund or present participle, past participle, non-3rd 
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person singular present and 3rd person singular present verbs, respectively. After that, if the "VP" 

subtree of the main tree "S" includes only one "NP" subtree, search it for the "NN" tagged words, 

consider their concatenation as a "receiver" object and store it in the "parts[1]" buffer. However, if it 

includes more than one "NP" subtree, consider the "NN" tagged words of the first "NP" as the message 

passed between the interacting objects, store their combination in "parts[3]", consider the "NN" tagged 

words of the second "NP" as the "receiver" object and store their combination in "parts[1]".   

3) After the loop of sentence processing finishes, the four stored elements in "parts[]" buffer, which

are the "caller" object, the "receiver" object, the operation and the message, are used to construct a 

one-line specialized script that will be added to  "umlSequenceScript" and "umlClassScript" buffers. 

This script will be fed later to the PlantUML [29] plugin for generating the required UML diagrams. 

This script has the format of "caller -> receiver : operations message". For example, the result of 

processing this scenario sentence "Registrar selects addition from options’ screen" is "Registrar -> 

OptionsScreen : Selects Addition". This script structure follows the format invented by the PlantUML 

tool. 

4) At the end of processing the whole scenario, if an actor is found, it will be added as a prefix to the

"umlSequenceScript" buffer content. As an example, for the following scenario: 

Student selects "register for a course" from main menu. 

Application retrieves courses from database. 

Software presents courses into courses list window. 

Student selects courses from the courses list window. 

Student submits the selected courses. 

Application saves selected courses into database. 

After processing the scenario with our proposed algorithm, the complete script for the sequence 

diagram is as follows: 

Actor Student 

Student -> MainMenu : Selects RegisterCourse 

Application -> Database : Retrieves Courses 

Application -> CoursesListScreen : Shows Courses 

Student -> CoursesListScreen : Selects Courses 

Student -> SelectedCourses : Submits  

Application -> Database : Saves SelectedCourses 

And the complete script for the class diagram is as follows: 

Student o-- MainMenu  

MainMenu : Selects () 

Application o-- Database  

Database : Retrieves () 

Application o-- CoursesListScreen 

CoursesListScreen : Shows () 

Student o-- CoursesListScreen  

CoursesListScreen : Selects () 

Student o-- SelectedCourses  

SelectedCourses : Submits () 

Application o-- Database  

Database : Saves () 

It is important to denote that the sequence diagram is considered as the basis for drawing the class 

diagram.  

4. SYSTEM DESIGN AND IMPLEMENTATION

We have developed a system for implementing the previously stated algorithm that essentially 

processes scenario-based requirements written in English text, then automatically draws UML 

diagrams. The system is named AGUML and has a capability of reading scenario-based user 

requirements. It also has a capability of applying NLP on this text and making syntactical and 
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semantical analysis to produce UML diagrams. The main components of the system architecture are 

shown in Figure 2. Descriptions of the GUML system components are in the following subsections. 

Figure 2. AGUML system architecture. 

4.1 Reading and Normalizing Scenario Text 

This component takes a scenario from user as text input. The user can directly write the scenario text 

or retrieve it from an existing file. Then, the text is normalized to convert the equivalent words into a 

uniform format. 

4.2 NLP of Normalized Text 

It firstly separates each sentence of the scenario text, produces POS tagging and parses this sentence to 

produce a tree in order to help in syntactic and semantic recognition. This component also checks the 

validity of sentence structure by deciding whether it conforms to the form of noun phrase followed by 

a verbal phrase and the verbal phrase has at least one noun phrase. And hence, the user will be 

informed of invalid scenario sentences. 

4.3 Analyzing and Extracting Information 

This component takes the tagged and parsed text as input from the previous component, then defines 

the objects, their interactions and the type of data passed among them. It mainly analyzes the noun 

phrase and the verbal phrase in each parsed scenario text and the tagged words of each phrase. The 

actor of the scenario is defined in this module if it exists. If the NLP results produce more than one 

actor, only one equivalent uniform actor will be assigned, because the scenario is always initiated by 

one actor. Actor can be identified by searching proper noun in the first part (noun phrase) of the 

scenario sentence. The analysis and extraction of this important information is achieved with the help 

of Stanford CoreNLP software tools. 

4.4 Constructing UML Diagrams 

This component takes information about diagrams from the previous component and produces a 

specialized script. This script is next processed by the included PlantUML third-party component to 

draw sequence and class diagrams. 

4.5 Producing and Saving Results 

This module helps the user save the updated scenario text, sequence diagram and class diagram in 

order to be used for documenting purposes that will support the subsequent tasks of the software 

development process. It also permits for updating these results later. 

Reading and Normalizing Text 

Analyzing and Extracting Information 

Constructing UML Diagrams 

Producing and Saving Results 

Scenario Text 

Stanford NLP 

PlantUML 

Output 

Files 
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We have implemented the system using Java programming language with the help of Eclipse IDE 

[30]. 

5. EXPERIMENTAL RESULTS

This section provides the analysis of our experimental results. The experiments were mainly 

conducted to check the accuracy of our designed algorithm that has been implemented in the AGUML 

system. The main window of AGUML software tool is shown in Figure 3. Using this window, the user 

can write a scenario as separate sentences of English text or can load it from previously stored text 

file. When pressing the button "Update UML", our software tool will process the scenario text and 

produce the UML diagrams automatically. AGUML can show sequence diagram, class diagram or 

both of them simultaneously based on user selection. Figure 3 shows how sequence diagram appears 

after processing a scenario. The actor appears on the left side of the diagram and it is represented using 

stick person symbol. The "caller and "receiver" objects appear on the top and on the bottom of the 

diagram and they are represented as annotated rectangles. The name of the operation and the message 

passed between objects are represented using leftward arrow symbol that links the "caller" object and 

the "receiver" object. 

Figure 3. Generation of UML sequence diagram from scenario text. 

The class diagram of the same scenario is shown in Figure 4.  As said previously, the components of 

the class diagram are constructed depending on the developed sequence diagram. So, the same classes 

identified in the sequence diagram will also appear in the new class diagram. Furthermore, the 

operations between objects shown in the sequence diagram will be added as operations inside the 

classes of the class diagram. They are actually added inside the class which provides the functionality 

for the requesting class; in other words, in the class where the head of leftward arrow ends in the 

sequence diagram. 

AGUML also can provide the user with the ability of storing important results into files in order to be 

used in software documentation as in well as any future requirements updates. These results include 

updated scenario text, UML-generated diagrams and UML input script. Furthermore, when processing  
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Figure 4. Generation of UML class diagram from scenario text. 

Figure 5. Invalid scenario sentences are shown in red text. 
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scenario text, AGUML can notify user with any invalid English sentence in order to help user in 

correcting the invalid sentence, as shown in Figure 5. However, AGUML has the ability of generating 

UML diagrams for only valid scenario sentences. 

To assess the accuracy of AGUML and the designed algorithm, we have evaluated it against five 

different real-life scenarios collected from different sources in the literature. The first scenario 

describes "add student" use case and the second scenario describes "register for a course" use case and 

they are part of defined requirements for educational and registration services in a university [4]. The 

third scenario describes "check out item" use case and the fourth scenario describes "view file content" 

use case and they are part of defined requirements for videos’ store services [5]. The fifth scenario 

defines the steps for verifying user by login name and password [31]. Each scenario includes a hybrid 

of simple, average and complex English sentences and they are labeled from "SC1" to "SC5" in Table 

1. 

After checking the sentence validity for each scenario, we have considered five types of criteria for 

evaluating AGUML which are actor identification, "caller" object identification, "receiver" object 

identification, operation identification and message identification. 

Firstly, we have developed sequence diagrams manually for each scenario based on our experience 

and provided counts for each one of the five elements in each individual diagram. These counts are 

found inside the columns labeled with "M" in Table 1. Similarly, we have provided counts for each of 

the five elements in each individual scenario generated automatically by AGUML, where their 

identifications match correctly the manual identifications. The counts of automatic identifications are 

found inside the columns labeled with "A" in Table 1. The accuracy is then calculated by dividing the 

count of automatic generation by the count of manual generation for each element [14].    

Table 1. Accuracy results of AGUML for automatic generation of UML diagrams. 

Scenario SC1 SC2 SC3 SC4 SC5 Accuracy 

Element M A M A M A M A M A 

Actor 1 1 1 1 1 1 1 1 1 0 80% 

Caller object 3 3 2 2 2 2 2 1 2 2 90% 

Receiver object 5 5 4 4 5 3 7 7 6 5 88% 

Operation 7 7 6 6 6 4 7 6 7 7 90% 

Messages 2 2 5 5 0 0 1 0 1 0 77% 

As shown in Table 1, the accuracy ranges from 77% to 90%, where the "caller" object identification 

and operation identification have the highest accuracy scores. 

After reviewing the POS tree for some sentences, it is noticed that the adopted tagger tool produces 

tags for some words in a manner that is different from our intension. For example, it considers "user" 

in "The user enters a username and password" sentence of "SC5" and "SC4" as "NN" and hence, it is 

not considered as an actor. Also, the sentence "Clerk swipes bar code" of "SC3" was tagged as: 

(ROOT 

(S 

(VP (VB Clerk) 

(NP (JJ swipes) (NN bar) (NN code))))) 

This means that the tagger considers "Clerk" word as verb and "swipes" word as adjective and hence, 

the AGUML reports it as an invalid sentence. Moreover, "Application stores record" sentence of the 

same scenario was tagged as:   

(ROOT 

(NP 

(NP (NN application) (NNS stores)) 

 (NP (NN record)))) 

(NP (NP) (NP)) stores as NNS 

And hence, the tagger does not consider it as an adequate sentence structure labeled with "S". 

Although the AGUML accuracy is affected by the tagger behavior in some cases as seen in these 

examples, it is generally accepted, especially in the case of building UML sequence diagrams. 



190 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 07, No. 02, June 2021. 

6. CONCLUSION AND FUTURE WORK

In this paper, we have proposed and developed a system called AGUML for automatic generation of 

UML diagrams from scenario-based user requirements written in English natural language.  We have 

designed an algorithm and implemented it in the AGUML. It has a capability of producing syntactical, 

lexical and semantic analysis for extracting important information for identifying actors, 

classes/objects and their interactions as well as the messages exchanged among them. The main 

purpose of AGUML is to facilitate work performed in the analysis and design activities for the 

software being developed. AGUML has an interactive user interface to help user write a scenario 

directly or upload it from an existing file. Then, AGUML can process the scenario and produce the 

UML diagrams automatically. The resulting diagrams can be stored easily in files in order to be used 

later for the purposes of software documentation. The accuracy of AGUML and the designed 

algorithm has been tested using five different scenarios. 

An extension to this work is needed for enhancing the designed algorithm in order to permit the user 

for writing less restrictive scenario text and considering other variants of scenario main flow such as 

alternative flow. The capability of our proposed system can be also enhanced in order to produce other 

UML diagrams. 
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 ملخص البحث:

ةاتتحق ددددددا ّة تددددددتعة    دددددد ب   ا ددددددب تعددددددات النّم ّة تلفعددددددب ّةيعتةددددددب ةاً    ددددددتم  دددددد ن  ب عدددددداّ  

ّةً    دددددددتمة ني تردددددددب لدددددددّ   مادددددددب ّةتتحا دددددددت نّةتت دددددددل    ن  ت اتلتدددددددب  دددددددف  ّ لنّم ت ددددددد ت 

ت دددداه  ددددف  ّة   ددددب ّةددددو ن ّةعلددددتة نت عاددددن اجاددددو   تتع ددددب ة نت يتدددده   دددد  ّةتت دددد    ن ايتددددن 

ةاتت ة ددددددددا ّيت  ددددددددتت  ّ -يتلإ ددددددددتلب ّةددددددددو الّ   ي    ددددددددب– نّةتحقددددددددا    ددددددددت ت دددددددد      قددددددددب  

دددددن  حدددددد  ّة ددددداه لدددددّ ّةت دددددد     ّةل ع  ةل   دددددتم ةندددددب ّة تلفعددددددب ّةل مدددددا  ج دددددا ّتًددددددتت ّةددددد ت  

ن دددددت  ت ة دددددا  دددددف  ّةل   دددددتم  ددددد  ّةلت اًدددددتم ّةلً  تدددددب جادددددو ّة ددددد  ت    تم   ددددد  اعدددددت ت ددددد  ت 

لً  ددددددب جاددددددو ّة دددددد  ت    تم جلا ددددددب ّة تلفعددددددب  ن  ددددددفّ  ددددددت  تحا ددددددا  لدددددد      دددددد  ّةلت اًددددددتم ّة

ن    تتددددددن ني تم دددددددت  طددددددد   ددددددت  ت دددددددل      قدددددددب تت دددددددل    ّ    ددددددب نت ً ق دددددددت ي دددددددت   جادددددددو 

 عتة دددددددب ّةاندددددددتم ّة ً ع دددددددب ةت ة دددددددا     دددددددتم ةندددددددب ّة تلفعدددددددب ّةل مدددددددا  انت  تت   دددددددت   ددددددد 

دددددد   ة نت ددددددلت   ددددددب جاددددددو ّة دددددد  ت    تمّةلت اًددددددتم ّةلً     ددددددتم ّةتتددددددتيص ن    ددددددتم ّة ت 

 ددددددا   ّة   قددددددب ّةلقت مددددددب نالّك ددددددت نل ّكددددددا تة ن ددددددفة  ّ لّ  ّةً    ددددددبة  نعدددددد ق ّةتحقددددددا  دددددد 

 ج     ا  تتك  ت ت ب جلا ب اع  ت ة فّ ّةن ض 

http://creativecommons.org/licenses/by/4.0/
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ABSTRACT 

This study proposes the use of Residual Neural Networks (ResNets) to recognize Arabic offline isolated 

handwritten characters including Arabic digits. ResNets is a deep learning approach which showed effectiveness 

in many applications more than conventional machine learning approaches. The proposed approach consists of 

three main phases: pre-processing phase, training the ResNet on the training set and testing the trained ResNet 

on the datasets. The evaluation of the proposed approach is performed on three available datasets: MADBase, 

AIA9K and AHCD.  The proposed approach achieved accuracies of 99.8%, 99.05% and 99.55% on these datasets, 

respectively. It also achieved a validation accuracy of 98.9% on the constructed dataset based on the three 

datasets.  

KEYWORDS 

Residual networks, Deep learning, Deep neural networks, Arabic handwritten characters, Characters recognition. 

1. INTRODUCTION

Optical Character Recognition (OCR) is an electronic conversion of images of printed/handwritten text 

into computer-encoded text. Handwritten OCR system is divided into online and offline recognizers 

based on the input method. Online data is made through devices, such as tablets, computer mouse or 

electronic pen, while offline data is collected from scanned images of typed/handwritten documents. 

The recent OCR approaches are mainly applying conventional machine learning or deep learning 

approaches. Conventional machine learning approaches, such as Multi-layer Perceptron (MLP) and 

Support Vector Machine (SVM) approaches require expert engineers and specialists. 

OCR is a multidisciplinary area of research in artificial intelligence, computer vision and pattern 

recognition. OCR is frequently used as a day of data entry from printed papers, like invoices, passport 

documents, mails, …etc. OCR is also a common method of digitizing printed texts, so that they can be 

electronically edited, searched, …etc. OCR is used in many applications, like machine translation, text 

mining and cognitive computing.  

Processing Arabic language has lately gained attention from scholars with the increase in Arabic 

scholars. It became necessary all over the world and is almost digitizing massive amounts of information 

that is daily being processed. An example of this information comprises medical records, license plate 

recognition, checks to verify and old documents for digital libraries. Isolated characters have more 

complicated features to detect and different shapes for each letter based on the context of the character. 

The total number of expanded characters reaches 84 shapes that are made of the 28 basic letters. 

Several studies that used deep neural networks for Arabic character recognition (Convolutional Neural 

Networks (CNNs), Deep Belief Networks (DBNs), Recurrent Neural Networks (RNNs)) gave promising 

results. Convolutional approaches automatically extract features from raw images. CNN-based 

architecture provides an end-to-end solution without the need to have a handcrafted-feature extraction 

or data representation transformation in contrast to many different conventional approaches [1]. CNN 

OCR systems must include four essential components: convolutional layer, pooling layer, fully 

connected layer and loss function that is added in the last layer. Such systems provide an effective 

performance by applying a drop-out of layers and control the size of the CNN. 

One of the first CNN architectures was the LeNet-5 architecture which was introduced by Lecun et al.[2] 

and is primarily implemented for the OCR system of handwritten zip code digits by the U.S. postal 

https://en.wikipedia.org/wiki/Data_entry
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services data and is also applied in face recognition systems. It consists of five layers, including two 

convolutional layers, two pooling layers and finally, a fully connected layer. Another popular 

architecture called AlexNet was constructed by Krizhevsky et al. [3]. It is considered one of the first 

networks that comprise a sort of depth. It is composed of 5 convolutional layers, 3 pooling layers and 

the last convolutional layer is followed by three fully connected layers.  

Wu et al. [4] proposed a model called the Directly Connected Convolutional Neural Networks 

(DCCNNs) model. The obtained results pertaining to their proposed model are compared to the results 

related to the previous models, where it is proved to take a less computational time for recognition and 

training large images/datasets. The comparison consists of five different datasets, including the MNIST 

dataset for isolated handwritten digits. By using the MNIST dataset, an accuracy of 98.96% is slightly 

improved and is 1.3 to 1.4 times faster than the conventional CNNs. 

Ashiquzzaman and Tushar [5] proposed an offline Arabic numeral recognizer by applying CNNs. They 

also modified the Multi-layer Perception (MLP) by applying a dropout regularization for solving the 

overfitting problem. The proposed approach is trained and tested on the CMATERDB 3.3.1 Arabic 

handwritten digit dataset. The proposed approach achieved an accuracy of 97.4%, while the modified 

MLP approach achieved an accuracy of 93.8%. 

Mudhsh & Almodfer [6] proposed the VGGnet architecture for Arabic OCR handwritten alphanumeric 

characters. Their model was applied to the MADBase database with an accuracy of 99.66% and to the 

HACDB database with an accuracy of 97.32%. 

Younis & Alkhateeb [7], Tomimori et al. [8] and Eladel et al. [9] introduced a handwritten digital 

recognition model by using CNNs. They modified the architecture of the network based on their own 

experiments and trials. Younis & Alkhateeb [7] created a simple CNN architecture for Arabic 

handwritten digit recognition and face recognition models. To train their model, they used MNIST 

dataset, which achieved an accuracy of 98.11%.  

Eladel et al. [9] proposed an approach that has an impact on improving the classification accuracy and 

testing speed. Their results for the MNIST achieved an accuracy of 95.7% and the CIFAR-10 achieved 

an accuracy of 99.71%. 

Younis [10] presented a deep neural network-based handwritten Arabic character recognition system. 

ResNet-18 architecture was applied with batch normalization for regularization and dropout to prevent 

overfitting. He obtained recognition accuracies of 94.8% with AHCD database and 97.6% with AIA9k. 

Elleuch et al. [11] investigated the Deep Belief Neural Networks (DBNNs) approach for Arabic 

handwritten character/word recognition. The DBNN approach is trained and tested on the HACDB and 

IFN/ENIT databases. The obtained results of the two experiments showed that a 2.1% error rate resulted 

for characters, but for words, the error rate exceeded 40% concluding that the proposed DBNN approach 

is still unready to deal with high-level dimensional data. 

Tagougui & Kherallah [12] proposed a model that consisted of the DBN approach and BottleNeck 

feature classifier for the Arabic handwritten character OCR. The LMCA database was used for training 

and testing. The experimental results showed that the proposed approach outperformed some previous 

approaches. 

Karthik and Srikanta [13] proposed the Deep Belief Network (DBN) approach to recognize different 

handwritten Kannada characters. The experiment achieved an average accuracy of 95% by using raw 

pixels and an accuracy of 96.41% tested on a dataset consisting of 18,800 samples. 

Recently, Mustafa and Elbashir [14] used the CNN for the recognition of Arabic names. The dataset 

(SUST-ARG) containing 8028 Arabic names was used for training and testing the proposed approach. 

Experimental results showed that the proposed approach has achieved an accuracy of 99.14%. 

Another recent work on Arabic handwriting recognition was proposed by Ghanim et al. [15]. They 

proposed a multistage cascading approach for Arabic offline handwritten character recognition. The 

Hierarchical Agglomerative Clustering (HAC) algorithm was used to cluster and rank the dataset. Then, 

six different deep CNN approaches were used in the recognition process. The IFN/ENIT Arabic dataset 

was used to evaluate and compare the six deep CNN approaches. The proposed approach achieved 

promising results in terms of computation time and complexity, as well as classification results.  

Most recent research on Arabic handwritten recognition is done by Altwaijry and Al-Turaiki [16]. In 
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this study, they presented a novel dataset consisting of 47,434 Arabic characters written by children 

aged from 7 to 12 years. This dataset was used to train and test the proposed approach for the recognition 

of Arabic handwritten characters using CNN. The proposed approach achieved an accuracy of 88% on 

the AHCD and the Hijja datasets, respectively. 

Akouaydi et al. [17] proposed the use of CNN based on Beta-elliptic parameters and fuzzy elementary 

perceptual codes for the recognition of Arabic online characters. An accuracy of 98.90% was achieved 

using two Arabic datasets; LMCA and MAYASTROUN. 

According to the previous studies, it is confirmed that convolutional approaches perform more 

effectively when applying image recognition through different related approaches. In the case of 

offline/online character recognition, it is created in the form of 2D-vector, which is more suitable. The 

DBNs require extra efforts for transforming the data, followed by exceeding computational complexity. 

Results motivate to use one of their improved architectures, which are anticipated to be effective and 

appropriate for this research problem.  

Table 1 gives a summary of the key literature analyzed in this research. This Table shows the 

relationships between the key studies on Arabic OCR as well as their limitations. The scope of these 

studies is the recognition of Arabic offline handwritten characters. It can be seen that [6] has achieved 

the highest accuracy on the MADBase dataset among other approaches, while [1] and [5] achieved the 

next best results. Approaches in [6] and [16] obtained lower efficiency compared to other approaches. 

Table 1. A summary of key literature. 

Ref. Approach Scope Limitations Results 

[1] CNN 

Offline Arabic 

handwritten character 

recognition 

Depends on the hyper-

parameters’ tuning and the 

size of the dataset. 

97.32% on 

OIHAC dataset 

[5] CNN 

Identifying offline 

handwritten numbers 

based on conducted 

experiments 

The model is not enhanced 

more than the limit already 

enhanced. 

97.4% on  

CMATERDB 

dataset 

[6] 
CNNs / 

VGGnet 

Arabic handwritten 

alphanumeric 

character recognition 

The system is simple and 

generic and does not perform 

effectively for words. 

99.66% on 

MADBase 

dataset and 

97.32% on 

HACDB dataset 

[10] ResNet-18 

Offline Arabic 

handwritten character 

recognition 

Low efficiency compared to 

other approaches. 

 94.8% on AIA9k 

dataset and 

97.6% on AHCD 

dataset 

[16] CNN 
Arabic handwritten 

character recognition 

Small dataset and low 

efficiency compared to other 

approaches. 

88% on a small 

artificial dataset 

Arabic handwritten text recognition is one of the hot topics and challenging areas of the fields of pattern 

recognition and image processing. Deep neural networks as based on CNNs and DBNs show promising 

results in Arabic character/numeral recognition process in terms of accuracy and speed. Different 

machine learning approaches have been proposed for the recognition of Arabic characters. Most of these 

studies are realized to efficiently perform for smaller datasets. However, the critical issue that is 

encountered is that such approaches require an extensive effort from a domain expert engineer to design 

a feature extractor that transforms the raw data into an appropriate representation or feature vector from 

which a classifier could possibly recognize the input pattern [28]. In this study, we propose the use of 

ResNets for the recognition of Arabic handwritten characters using large standard datasets of isolated 

Arabic handwritten characters. ResNet is used in this paper, since it is one of the recent architectures of 

deep learning and not used yet for Arabic OCR. The significance of this paper is that it fills the gaps in 
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recent related research and improves the classification rates of previous approaches. The implemented 

model deals with a higher-level data when being embedded to real applications which identify words 

rather than isolated characters only. It also could be used in the field of computer vision, such as 

handwriting recognition and natural object classification. 

The rest of the paper is organized as follows: Section 2 presents the proposed methodology, experimental 

results are presented and discussed in Section 3 and conclusions drawn from this study and directions 

for future work and presented in Section 4. 

2. METHODOLOGY

2.1 Overall Research Design 

The proposed handwritten Arabic OCR approach using the ResNet architecture is presented. The first 

step is to conduct the dataset preparation and pre-processing that includes resizing, colour binarization, 

noise reduction and finally, classification into separate classes. The second step is to pass the dataset 

through to the deep ResNet and to train the network on the 76 determined classes including characters 

and digits. The final step is to test the trained network and evaluate its overall performance based on 

accuracy, precision and recall. Figure 1 shows the overall architecture of the proposed approach. 

Figure 1. The overall architecture of the proposed approach. 

Image pre-processing is performed for all characters in the dataset. This step includes noise reduction, 

color binarization, scaling and cropping the handwritten characters. To eliminate noise, thin features 

must be preserved as much as possible. Character edge pixels are identified as target pixels for the 

smoothing process, where such a process is only executed for the color difference. After that, the size 

of the target pixels is calculated for brightness and contrast operations. The final two steps are resizing 

the images to be of the size 3232 pixels and the color depth of the images must be unified and should 

be black or white. 

The Residual Neural Network (ResNet) is defined as a modularized architecture. An example of a 

generic ResNet, which stacks units with a similar connection shape, is proposed by He et al. [18]. 

ResNets won the 1st place in the ILSVRC 2015 ImageNet classification competition with an error rate 

of 3.57%. It consists of a set of residual blocks that are expressed in Equations 1 and 2. 

𝑦1 = ℎ(𝑥𝐼) + 𝐹(𝑥𝐼 , 𝑊𝐼)  (1) 

𝑥𝐼+1 = 𝑓(𝑦𝐼)  (2) 

where 𝑥𝐼 and 𝑥𝐼+1 denote the input and output of the ith unit which represents the feature value, 𝐹denotes

the residual function, ℎ(𝑥𝐼) represents the identity mapping and 𝑓 denotes the activation function.

Convolutional layers are combined with a down-sampling layer, then with an activation function. The 

Rectified Linear Unit (ReLU) is defined as a popular used activation function and is formulated in 

Equation 3. 

𝑓(𝑥) = max(0, 𝑥)  (3) 

Pre-processed input character image 32×32 pixels are considered to form a 2D-vector and by keeping 

the spatial order of pixels, they can pass through to the pre-trained ResNet units. The maps of features 

are generated by convolutions with feature extraction kernels of 3×3.  

After each stack of residual blocks, a pooling layer is attached. L2-pooling is a way of summarizing 

information from the convolutional layer by taking the square root of the squares’ summation of the 

activations in a 3×3 region. It is used after each few stacks of residual blocks in order to reduce 

complexity [19]. 
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Residual block is a special feature and identity mapping of the ResNet. It helps with training the network 

more effectively and faster, as it is also anticipated to simplify learning. Additionally, it solves the 

optimization problem by avoiding zero mapping and model closer to identity [20].  

It is used only with input/output layers of the same dimension. Rather than expecting stacked layers to 

approximate 𝐻(𝑥), by Equation 4, layers are approximated by applying residual functions. 

𝐹(𝑥) = 𝐻(𝑥) − 𝑥  (4) 

The residual block basically consists of a shortcut connection and a sequence of layers including 

convolutional layers. There exist a variety of forms of residual blocks, including two specific types: the 

standard block and the bottleneck block. Based on the implementation performed by He et al. [21], after 

each convolutional layer, a Batch Normalization (BN) layer is attached. The BN is adopted so that 

dropout is eliminated. Ioffe & Szegedy [22] studied the effect of the BN, which acts as a regulator 

speeding up training and reducing the over-fitting problem. 

When building a residual block, the effect of depth and width must be considered. To acquire fewer 

parameters and decrease depth, bottleneck blocks are used to produce a thinner network. They consist 

of three convolutional layers; a 1×1 layer for down-sampling channel dimension, a 3×3 layer and a 1×1 

layer for up-sampling the channel dimension.  

2.2 Convolutional Layer 

Convolution is defined as a mathematical operation that does an integral part of the product of two 

signals with one of them being flipped. The input of the convolutional layer is divided into equal regions 

of pixels (neurons), where each region is attached to a neuron of a hidden-layer and the convolved output 

is assigned. For example, in Figure 2, with 3×3 kernel slides (assuming Stride = 1) all over the input, 

the output represents the dot-product of a selected 3×3 image-input and flipped kernel. Additionally, it 

creates a convolved feature map (hidden layer) and so on for the rest of the kernels in which more hidden 

layers based on learned features are created. 

Figure 2. The convolutional layer. 

Activation function is defined as a non-linear transformation and it basically decides whether a neuron 

should be activated or not. The Rectified Linear Unit (ReLU) is widely used in computer vision-related 

problems where deep networks are used, since it converges faster than the previous activations, such as 

sigmoid and is cheaper to be computed. As a result, it is leading to encounter a faster training time. 

However, it has a downside of causing dead neuron, once the neuron is always negative. 

According to a study conducted by Xu et al. [23], different types of rectified activation functions in 

convolutional network are tested and compared in terms of accuracy and error rate. The activations 

comprise the standard ReLU, Leaky (LReLU), Parametric (PReLU) and Randomised Leaky (RReLU). 

The aim is to prove the effect of a non-zero slope for negative parts in rectified activation units on 

improving results. Based on their experimental results, the RReLU can overcome the other activations, 

but the PReLU is suspected not to function with smaller datasets. In this research, the LReLU activation 

is used, as shown in Equation 5 (Maas et al. [24]), where, 𝑎𝑖denotes the small, positive defined number

and denotes a set that is highly based on experiments. 
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𝑓(𝑥𝑖) = {
𝑥𝑖  𝑥 ≥ 0
𝑥𝑖

𝑎𝑖
 𝑥 < 0  (5) 

where: 𝑎𝑖𝜖(1, +∞).

Batch normalization layer adjusts and scales the activations. It produces activations with a stable 

distribution throughout training, by enforcing the values of each layer to represent the same distribution. 

It solves the problem of internal covariance shift, which represents the amount by which the hidden unit 

values shift around. It is applied before non-linear layers. 

2.3 Classification Layer 

The classification layer basically consists of three parts. The first part represents the flattening layer that 

takes the output of the last residual block after applying the activation function and the average pooling. 

The flattening layer transforms the output into a 1-D vector to be used in the subsequent layer, which 

represents a fully connected layer. It consists of 1000-feature maps made up by the global average 

pooling, where each neuron is connected to the entire neurons within the next layer. Finally, the softmax 

activation function is responsible for predicting the final output (see Equation 6). It squashes the outputs 

of the layer beforehand along towards the range between zero and one for each neuron and the entire 

assigned values after applying Softmax must have a summation of one. A normal distribution of the 

values simplifies scattered predictions. There exist 76 classes (output units) in the thesis’s case that 

represents Arabic characters and digits. 

𝜎(𝑧)𝑖 =
𝑒𝑧𝑗

∑ 𝑒𝐾𝑗𝐾
𝐾=1

 (6) 

where Z denotes the vector of the inputs related to the output layer and j indexes the output units j=1, 2, 

… k.  

3. EXPERIMENTAL RESULTS

In this section, the results of the proposed approach based on the Arabic handwritten dataset are 

presented. The accuracy and validation pertaining to the proposed approach are found for 76 classes of 

many different handwritten characters and digits. The dataset used in this study is also presented. Data 

analysis and interpretation are presented as well. 

3.1 Dataset 

A new constructed dataset from some datasets used by other researchers is used to evaluate the proposed 

approach. The new dataset consists of letters and digits from 0 to 9 for covering the shortage that is 

found through existing ones. Modified letters as Al-Hamza (ء) and tā’ marbūṭah (ة) are not included in 

most datasets. The collected samples are re-categorized to 76 classes, including the entire contextual 

cases of letters.  

The digits’ dataset is extracted from the MADBase proposed by El-Sawy et al. [25] and which represents 

the largest found dataset. The characters are extracted from the AHCD proposed by El-Sawy et al. [26], 

the DBAHCL approach proposed by Lamghari and Raghay [27], the OIHAC approach proposed by 

Boufenar et al. [28] and the AIA9k approach proposed by Torki et al. [29].  

Images are initially pre-processed and segmented and hence, the dimensions are unified into an image 

size of 3232 pixels and the colours are converted into black and white, as shown in Figure 3. Finally, 

a random subset is labelled and separated into the 76 classes. The total quantity of the dataset reaches 

10340 images, which are split into 80% training (8320 images) and 20% validation (2100 images). Table 

2 summarizes the characteristics of the datasets used in the construction of the new used dataset. 

3.2 Data Analysis and Interpretation 

The results are evaluated by measuring the standard deviation of the layer responses, where the obtained 

results reveal the strengths and weaknesses of residual functions among the involved layers. Responses 

represent each layer’s output after providing nonlinear functions, such as the ReLU and Addition (see 

Equation 7). 
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𝑦𝑖 = ℎ(𝑥𝐼) + 𝐹(𝑥𝐼 , 𝑊𝐼)  (7) 

Figure 3. Randomly selected images. 

Table 2. Datasets characteristics. 

Dataset Characteristics 

MADBase [25] 
The number of samples: 70000 

Classes: 10 

Dimensions: 3232 

Colour space: Grey

AHCD [26] 
The number of samples: 16800 

Classes: 28 

Dimensions: 3232 

Colour space: Grey 

DBAHCL [27] 
The number of samples: 5400 

Classes: 54 

Dimensions: 8080 

Colour space: RGB 

OIHAC [28] 
The number of samples: 5600 

Classes: 28 

Dimensions: 128128 

Colour space: Grey 

AIA9k [29] 
The number of samples: 8737 

Classes: 28 

Dimensions: 3232 

Colour space: Grey 

However, residual responses are generally closer to zero, particularly for deeper networks where each 

layer tends to modify the signal loss [4]. Basically, the evaluation and analysis pertaining to the results 

apply the Cross Entropy (Equation 8) as a loss function that finds the distance between the predicted 

probability and the real one.  

𝐻(𝑝, 𝑞) = − ∑ 𝑝(𝑥) × log 𝑞(𝑥)
𝑥

  (8) 

where 𝑝(𝑥) denotes the desired probability and 𝑞(𝑥) denotes the actual probability. Additionally, the 

performance of the produced method is evaluated based on the Recall and Precision parameters 

(Sokolova & Lapalme [30]. 

Precision (Equation 9) represents the average per-class agreement pertaining to the data class labels 

including those containing a classifier. The values used to describe Recall, shown in Equation 10, 

describe the average per-class effectiveness of a classifier to identify class labels.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
∑

𝑡𝑝𝑖
𝑡𝑝𝑖+𝑓𝑝𝑖

𝑙
𝑖

𝑙
 (9) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
∑

𝑡𝑝𝑖
𝑡𝑝𝑖+𝑓𝑛𝑖

𝑙
𝑖

𝑙
  (10) 
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3.3 Experiments 

In this research, a 117-layer residual network is constructed with a network width of 15 units. Deep 

learning networks are deeply requiring big data to model the training datasets. Unfortunately, many 

applications do not have big datasets, such as OCR. Data augmentation comprises a group of techniques 

that enhance the size and quality of training datasets to build better deep learning models. Data 

augmentation can improve the performance of deep learning models and expand limited datasets to take 

advantage of the capabilities of big datasets [31]. In this paper, data augmentation is done by rotating 

the training examples horizontally and vertically using different rotation angles resulting in increasing 

the dataset to about 31,260 images divided into 24960 for training and 6300 for testing. For the 

subsequent experiments, the constructed network is used where the network is trained on publicly 

available datasets to prove the efficiency related to this method. 

In terms of the training parameters’ setting, the network is initially trained for 80 epochs and after that, 

for 90 epochs in the following experiment and finally, for 200 epochs. An epoch represents the number 

of passes through the training set before convergence. The learning rate is set proportional to the mini-

batch size as it drops after the 60th epoch, where the validation accuracy drops in a few iterations before 

improving through the subsequent iterations. The learning rate is initially set to 0.1. The learning rate 

and batch size can implicitly influence the noise that is derived from performing the Stochastic Gradient 

Decent. The mini-batch size is set to 20, the proportional to the training set size related to each character. 

Table 3 summarizes the training parameters that are previously described. 

Table 3. The tuning of training options. 

Option Value 

Initial Learning Rate 0.1 

Max Epochs 80, 90, 200 

Mini Batch Size 20 

Learning Rate Drop Factor 

(Changed after 60 epochs) 
0.01 

The experiments are performed on a computer with an Intel core i5, 2.8 GHz processor and 8 GB of 

RAM. Table 4 shows the trained network results through training. The lowest training error (loss) was 

0.025% and the validation accuracy reached 98.9% achieved in the fourth quarter of the experiment after 

200 training epochs.  

Table 4. Trained network results. 

Epochs Accuracy Loss Validation Error 

50 90.1% 0.23% 9.9% 

100 97.8% 0.14% 2.2% 

150 98.7% 0.05% 1.3% 

200 98.91% 0.025% 1.09% 

The training process required around 13 hours to terminate the entire determined iterations of 80800 

iterations per epoch. The reason behind this process is the complexity of the network and the 

computations that are needed to train each layer which is considered a deep network with over 100 layers 

and the expanded number of samples after performing the data augmentation process.  

3.4 Results 

The results are summarized based on validation error, validation accuracy and loss. The experiment was 

sectioned into 4 phases throughout the 200 epochs. Table 5 shows a validation error of 9.9% for 50 

epochs, 2.2% for 100 epochs, 1.3% for 150 epochs and 1.09% for 200 epochs. The lowest training error 

(loss) was 0.025% and the validation accuracy reached 98.9% achieved in the fourth quarter of the 

experiment after 200 training epochs. The overall progress of the experiment is shown in Figure 4, that 

displays the validation accuracy progress through the training process and Figure 5 shows the loss where 

it converges to 0.025% through the training process. 
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Table 5. A summary of results. 

Figure 4. The experiment validation accuracy. 

Figure 5. The experiment loss mean. 

3.5 Comparison with Other Approaches 

Experiments are performed on available datasets and the results of the proposed approach are compared 

with those of previous works using the same datasets (Table 6).  

Comparison of the proposed approach with other approaches is shown in Figure 6. The proposed 

approach obtained an accuracy of 99.55% on the AHCD dataset, whereas Younis [10] obtained an 

accuracy of 94.8% on the same dataset using deep CNN and batch normalization approaches. On the 

AIA9k dataset, the proposed approach achieved an accuracy of 99.05%, while Younis [10] obtained an 

accuracy of 97.6%. Using the MADBase dataset, the proposed approach achieved an accuracy of 

99.80%, while other researchers obtained less accuracy; Mudhsh & Almodfer [6] obtained an accuracy 

of 99.66% and Younis [10] achieved an accuracy of 97.6%. It can be inferred from the results that the 

proposed approach achieved more accurate results compared to other approaches. 

Epochs Accuracy Loss Validation Error 

50 90.1% 0.23% 9.9% 

100 97.8% 0.14% 2.2% 

150 98.7% 0.05% 1.3% 

200 98.91% 0.025% 1.09% 
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Table 6. Comparisons with other approaches. 

4. DISCUSSION

It can be inferred form the obtained results that they seem extremely promising as shown previously in 

terms of the validation accuracy and loss. Precision and recall of each misclassified character are 

displayed in Table 7. It is seen that characters share several and similar features that are most often being 

misclassified. For example, the character (فـ) is mistaken with characters (مـ) and (هـ). Accordingly, it is 

previously mentioned that a character could be mistaken with another character by a dot in cases of a 

variety of writing styles, which represents one of the major challenges that is related to the language 

itself. Additionally, it is assumed in this thesis that the reason behind this mistake refers to gaining a 

small training/testing dataset for characters that are written within the context, where contextual 

characters only possess 80 training samples and 20 samples for validation. 

Figure 6. Results’ comparison. 

On the other hand, the overall recall error is seen to be satisfying. However, two characters are classified 

twice with wrong labels per character and the rest of the characters. As seen in Table 7, a summary of 

misclassified characters is shown with the mean average of precision and recall. Also, a summary of the 

error mean of precision and recall is shown in Figures 7 and 8. 

As seen in the comparison with other approaches related to deep learning networks, it is shown that the 

proposed approach achieved more accurate results. It is previously claimed that the addition of residual 

blocks that have a special skip connection (or identity mapping) can affect the emerging results 

positively. Nonetheless, stacking convolutional layers to a definite number performs efficiently while 

the network is still deepened. The ResNet architecture shows that the network proceeds deeper with 
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Classification accuracy

Dataset Reference Approach Epochs Classification Accuracy 

AHCD 
[10] Deep CNN 18 94.8% 

Proposed Approach ResNets 50 99.55% 

AIA9K 
[10] Deep CNN 18 97.6% 

Proposed Approach ResNets 50 99.05% 

MADBase 

 [10] Deep CNN 18 97.6% 

[6] CNN/ VGGnet N.A. 99.66% 

[32] Deep CNN N.A. 99.30% 

Proposed Approach ResNets 50 99.80% 
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more than 150 layers if there is a large training dataset available. Additionally, by using the batch 

normalisation as a regularisation method for limiting the over-fitting problem and replacing the ReLU 

activation function with the LReLU function makes several neurons be as active as possible, which we 

tested on both activations and observed a noticeable improvement in the results. 

Table 7. Misclassified labels, precision and recall percentages. 

Figure 7. Precision percentage of misclassified characters. 
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 95 حـ 95.2 حـ

ـحـ  95 ـع 95.2

ـد  95 ظ 95.2

ث  95 سـ 97.6

ص  95 ـس 95.2

ـص  90 ـص 94.7

ط  95 ـط 97.6

ـعـ  95 ـفـ 95.2

فـ  95 مـ 90.9

ـك  95 ـم 95.2

مـ  95 ـن 95

ـن  97.5 ن 90.5

ـو  95 هـ 95.2

ي  95 ـه 95

٣  95 و 97.6

٧  95 ي 97.6

ء  95 ـي 95

٤ 97 
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Figure 8. Recall percentage of misclassified characters. 

5. CONCLUSIONS

In this research, a ResNet approach is constructed to recognize isolated Arabic handwritten characters 

in different contextual cases and digits. The existing architecture is modified as required in terms of 

several layers, network parameters, regularization techniques and activations being regularly used. The 

network is trained on a dataset that is collected from previously published datasets in order to obtain an 

inclusive dataset. The cursive nature of Arabic scripts, the variety of writing styles of each person and 

the excessive need of enriching Arabic language processing resources all represent robust motivations 

to start carrying out this study.  

Previous researchers discussed different approaches for solving this problem. The focus of this study is 

on researchers who incubate deep learning methods. Starting from famous convolutional networks, such 

as the LeCun’s LeNet and VGGNets networks, the experiments show that deeper networks could work 

more efficiently with the chosen input size and problems, such as vanishing gradient and over-fitting 

problems.  

Previous researchers suggested solutions, such as eliminating the use of a dropout layer to deal with the 

over-fitting problem by using the right activation function, such as the ReLU function and BN for 

regularization to solve such problems (e.g. the vanishing gradient problem). Moreover, the addition of 

a shortcut connection into the core building block produces an obvious improvement compared to 

previous approaches. The main findings and objectives of this study can be summarized as follows: 

 In this research, we discussed the problem of recognizing handwritten Arabic characters and

eastern Arabic digits. The results of this approach outperformed previous scholars’ approaches’

results.

 Deeper networks must be handled correctly to avoid problems such as over-fitting. In this

research, it was proved that the addition of a shortcut connection could handle deeper networks

and improve accuracy. Deeper networks can learn features in different levels of abstraction.

However, wider, shallower networks perform good in memorization but not in generalization.

 The experiments with the constructed dataset that included both characters and digits proved

that the approach used succeeded for this case as seen in the results’ section. Moreover, there

are many similar features between eastern Arabic digits and characters, which implies the

accuracy of the approach.

Directions for future work include working on a segmentation-free technique that is capable of 

recognizing the sequence of characters (words) with the addition of long-short term memory network 

specifications. 
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 ملخص البحث:

ررررررر (د لتعرررررررا د لررررررر دResNets دم متبق ررررررر د بكاتدم عصرررررررب  دتقترررررررالدهرررررررخددم دلمسررررررر دمسرررررررت دم دم   

وتمثررررررتد رررررربكاتدممررررررادفرررررريدل رررررركدملأل ررررررا دم عام رررررر  دد،ملأحررررررا دم عام رررررر دم مكتومرررررر دم ررررررطدم  ررررررد

ResNetsمدم عم ررررريدم رررررخيدةظهرررررادفعا  ررررر دفررررريدم عد رررررددمرررررندم ت ب قررررراتدة ثرررررادم رررررتعل ددادًمرررررننهجرررررد

:دهررررريدهلآدم مقترررررالدمرررررندرررررر ثدمامحرررررتدل   ررررر  مرررررندماررررراهلآدم رررررتعلمدمي ررررريدم تقل د ررررر  د تكررررروندم رررررا د

ماحلرررررر دمرررررراد بررررررتدم معا جرررررر ،دوترررررردل ادم  رررررربك د لرررررر دمجمو رررررر دم ترررررردل ا،دوم تبررررررالدم  رررررربك د

هلآدم مقترررررررالد لررررررر درررررررر ثد لرررررررا ددم مدلمررررررر د لررررررر دمجمو ررررررراتدم ب انرررررررات دترررررررمد  رررررررامءدتق ررررررر م

هلآدحقرررررررريدم ررررررررا دو رررررررردد دAHCDودAIA9kوددMADBaseد:مجمو رررررررراتدم انرررررررراتدمتاحرررررررر دهرررررررري

٪د لررررررررررررر دمجمو ررررررررررررراتدم ب انررررررررررررراتد55 99٪دود05 99٪دود8 99م مقترررررررررررررالد  ررررررررررررر دمل ررررررررررررر د

٪د لرررررر دمجمو رررررر دم ب انرررررراتد9 98 دتحقرررررريدمل رررررر د لرررررر دم ترررررروم ي د مررررررادحققرررررر د   رررررردم مررررررخ ولة

دتدم ث ث م مُا أةدمااءًد ل دمجمو اتدم ب انا

https://dl.acm.org/doi/proceedings/10.5555/3045118
https://dl.acm.org/doi/proceedings/10.5555/3045118
http://creativecommons.org/licenses/by/4.0/
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ABSTRACT 

Over the internet, application efficiency management has recently emerged as an essential service cloud 

computing. The Cloud Service Provider (CSP) gives various cloud services based on pay per use, which requires 

efficient monitoring and measuring of services delivered for management of Quality of Service (QoS) through the 

Internet of Things (IoT) and therefore needs to fulfil the Service Level Agreements (SLAs). However, avoiding SLA 

violations and ensuring a user’s dynamic demands as per QoS fulfilment are challenging in cloud computing while 

delivering dedicated cloud services. Cloud environment intricacy, heterogeneity and dynamism are expanding 

quickly, making cloud frameworks unmanageable and unreliable. Cloud systems need self-management of services 

to overcome these issues. Therefore, there is a need to develop a resource-provisioning scheme that automatically 

fulfils cloud user’s QoS requirements, thus helping the CSP accomplish the SLAs and avoid SLA violations. This 

paper presents a prediction-based resource management technique called Predictive Cloud Computing Systems 

(PCCSs). Focus is on the self-healing-based prediction that handles unexpected failures and self-configuration-

based prediction of resources for applications. The Predictive Cloud Computing System (PCCS) performance is 

evaluated in the cloud simulator. The simulation results revealed that Predictive Cloud Computing Systems 

(PCCSs) achieve better results than existing techniques, in terms of execution time, cost-effectiveness, resource 

conflict and SLA breach while delivering reliable services. 

KEYWORDS 

Quality of service, Cloud-service provider, Service-level agreement, Service-level objective, Predictive cloud 

computing system.  

1. INTRODUCTION

Cloud computing focuses on QoS parameters, such as throughput, response time, availability, capability, 

service cost and reliability, among others. The QoS parameters play a vital role in the ranking of service 

providers. QoS parameters are continuously monitored and controlled by service providers to avoid SLA 

breaches. According to the study and analysis, it is reported that the Virtual Machine (VM) requires 

different durations of boot time before it is ready to operate [1] [2] [3]. The VM needs 5 to 15 minutes 

to get started; therefore, during this time, system resources would not be available and the requests could 

not be served due to lack of resources. This leads to an infringement of SLA and due to this, penalties 

on cloud providers are imposed. Our objective is to design a solution for provisioning and predicting 

the need for a VM in advance. Making it available only on time could maintain the level of availability 

and prevent violations of the SLA [4]. This research will discuss cloud computing advantages, such as 

up-front costs, lower infrastructure maintenance and ease of resource scaling for the users. Cloud 

computing has various benefits and many issues of energy consumption, resource utilization, VM 

migration and service-level agreement (SLA) violations [5]-[6]. In this paper, we are using a threshold-

based Virtual Machine Consolidation (VMC) strategy. Many issues of the resources need to be 

addressed. Therefore, VM consolidation (VMC) is the best way to solve them. 

In cloud computing, unpredictable situations are handled by an intelligent autonomic system that keeps 

the system stable based on human guidance and easily adapted to new environmental conditions, such 

as hardware, software failures, …etc. This system can quickly handle the heterogeneity, availability, 

reliability and dynamism problems. The system works through monitoring, analyzing, planning and 

execution phases in a controlled way in order to achieve the application execution goal within the 

deadline by fulfilling the user’s defined QoS parameters with minimum complexity. Virtual machine 
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optimum utilization is highly desirable to maintain the required SLA and it is achieved by virtual 

machine dynamic consolidation. The live VM migration is used for VM reallocation as per current 

resource workload demands of users and reduces energy consumption [7] [8] [9] [10] [11]. However, 

virtual machine migration tends to increase application execution latency and infrastructure energy 

overheads. Many factors are considered in migration cost, such as the number of virtual machines 

considered for migration, network bandwidth viewed for migration, memory content update rate of the 

virtual machine, source and destination servers’ workload at the time of migration [12]-[13]. During 

migration cost investigation quantitatively, the power consumption and time of migration linearly 

increase as network bandwidth and size of VM increase, respectively, whereas migration time decreases 

if the increase in bandwidth and increases if the VM memory size increases [14]-[15].     

Various research literature focuses only on the current resource requirements of the destination host. 

The future utilization has not been discussed more at the time of the VM allocation stage. That will 

generate needless VM migrations that would result in more energy consumption and increase SLA 

violations in the data center [16]. This paper proposes a new prediction-based method for different 

resource utilizations; i.e., CPU, memory and network. The work focused on the memory utilization of 

these resources on the hosts at the time of VM placement. Our proposed method is a prediction model 

based on feedforward neural networks with backpropagation for linear regression-based prediction 

models. Our detection technique is responsible for current and future resource utilization on the hosts 

before placing VMs. 

As per QoS requirements, a predictive cloud computing system provides self-management of resources 

that fulfils the following properties of self-management: 

 This paper presents a detailed analysis of selected resource provisioning techniques that work

for QoS requirements, VM migration strategies, load balancing techniques and SLA violation

monitoring schemes.

 It proposes and implements an algorithm for predicting the workload in cloud computing

systems.

 The proposed algorithm improves self-healing in a predictive cloud computing system as a

capability of the system to identify, analyze and recover from unfortunate faults automatically.

 It proposes and implements self-configuration in a predictive cloud-computing system, which

is an indicator of the capability of the system to adapt to the changes in the cloud environment.

 It proposes and implements a new VM migration and load balancing scheme for the cloud-

computing system.

In our earlier work, QoS-based Predictive Priority-based Dynamic Resource Provisioning Scheme [17] 

is proposed. The Predictive Priority-based Dynamic Resource Provisioning Scheme is a novel approach 

for predicting priority-based scheduling schemes. This explores a new approach that is an efficient 

emergency priority-aware algorithm. In this scheme, we consider the emergency cloud request and 

priority is given to load that emergency cloud requests for execution. This will ensure the load request 

availability and longevity of more sophisticated requests in heterogeneous cloud computing 

environments without SLA violation monitoring [18]. To realize this, QoS-aware autonomic resource 

management of cloud services needs to be considered as a crucial aspect that reflects the cloud 

management complexities. To design a resource management approach which can work as a QoS-based 

autonomic approach, Predictive Priority-based Dynamic Resource Provisioning Scheme has been 

further extended by proposing Predictive Cloud Computing System (PCCS). In this research work, a 

resource management approach which can work as a QoS-based autonomic approach has been proposed 

which offers fault tolerance using self-healing SLA and load balanced dynamic resource provisioning 

in cloud computing, to handle sudden failures and provide cloud resource maximum utilization by self-

optimization.  

The motivation of this paper is to design an intelligent cloud-based and QoS-aware autonomic resource 

management approach called Fault Tolerance Using Self-healing and Load Balanced Dynamic Resource 

Provisioning in Cloud Computing. This offers handling of sudden failures of resources through self-

healing, resource self-configuration for applications and maximum resource utilization through self-

optimization features. The proposed scheme works to minimize SLA violation rate, execution cost, 

execution time and resource contention and maximize energy efficiency and resource utilization. The 

PCCS performance is tested with a CloudSim simulation environment using PlanetLab workload traces. 
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PCCS increases service availability and reliability and improves satisfaction of cloud users. The rest of 

the paper is organized as follows: Section 2 describes the related work, while the proposed model is 

presented in Section 3. Section 4 presents the simulation setup, results and discussion. Section 5 presents 

conclusions and future scope. 

2. RELATED WORK

Many studies have investigated the SLA management systems in cloud computing, but SLA 

enforcement is covered only by a few of them. Without considering enough cloud requirements, other 

environments, such as grid computing and service-oriented architecture, applied the SLA models into 

cloud computing as per most related works. In the self-healing system, the central part consists of system 

monitoring and reacting procedures [19]. The Federated Cloud Trust Management Framework 

(FCTMF) model resolves trust issues. It evaluates trust on the basis of SLA parameters and by customer 

and CSP feedback [20]. SH-SLA models enforce the SLA monitoring and reacting procedures based on 

SLA violations in cloud computing. Each SLA is connected with its related SLAs in different layers of 

the SH-SLA model of cloud computing, so that all corresponding SLAs can notify their status to each 

SLA. So, cloud service providers can prevent SLA violations before sensing by the end-users without 

addressing cost and energy consumption QoS parameters [21]. RADAR technique performs autonomic-

management properties for self-healing and self-configuration handled during unexpected failures of 

service and resource configurations, respectively, with minimum human intervention and gives better 

results for QoS parameters along with managing hardware, software or network faults, but the study 

unable to address the self-protecting property [22]. Existing approaches consider a host overloaded 

detection based on threshold-based host CPU utilization and consider available bandwidth equal to base 

bandwidth, thus leading to performance degradation. The overloaded host VM migration or reallocation 

towards another under loaded host machine is not addressed in this study [23]. Previous proposed work 

assumptions are not based on energy consumption and violations of SLA considering network traffic. 

Energy consumption can be minimized by existing methods considering the size and current utilization 

of VM, but network traffic can also affect SLA violations [24].     

In the cloud environment, this will provide capable monitoring that would be able to share resources in 

Clouds. In [25], the authors offer the solution cloud federalism, where the different cloud vendors the 

cloud services in an integrated manner. The Cloud Burst is the best example of cloud federalism. In 

[26], the authors’ discussion is about resource management's performance with the help of live 

migration. This feature is added in the cloud system that has to provide excellent services into the cloud 

environment of active fault tolerance by flawless Virtual Machine movement. The consumer is not being 

aware of any change in a virtualized environment from wavering hardware to unwavering hardware.  In 

these models, virtual technologies have provided resource consolidation with minimum energy 

consumption and are unable to address the issue of self-management [27]-[28]. Resource over-

provisioning can be solved by VM placement as per the VM resource requirements independently based 

on their requests. Placing more VMs on the same PM by sharing hardware resources exceeds its physical 

capacity [29]. Unfortunately, over-commitment affects the application performance with QoS violations 

and SLA penalties by congesting limited PM resources [30]. In UP-VMC, resource requirements for 

current and future utilization consolidate the VMs with the minimum quantity of active PMs. It uses 

regression-based prediction for future and current resource utilization, enhancing the QoS and 

minimizing the number of VM migrations, but application scalability and network resource utilization 

factors are not addressed in this study [31].   

In cloud computing, the overall response time of the system is reduced by load balancing and this policy 

of workload distribution fulfills the QoS requirements along with efficient cloud resource utilization. 

Several techniques were proposed; however, VM migration and fault tolerance issues are not still fully 

addressed [32]. An ideal framework PRMF can identify current workload and future workload 

prediction for provisioning/deprovisioning cloud resources as per the demand of application users. This 

framework identifies given workload patterns with key evaluation metrics using statistical techniques. 

It applies best-fit algorithms from algorithms using predictive methods to provision/de-provision VM 

instances, but is unable to address issues, such as cost, makespan time and energy consumption [33]. 

Resource provisioning techniques are working based on predetermined considerations, are reactive and 

are provided with leading CSPs. Under-or over-provisioning of resources is done in reactive approaches 

that have time-lag in resource demand and provisioning. The study proposed a predictive technique for 
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cloud resource management to overcome these limitations [34]. In cloud computing, search optimization 

methods are introduced by many studies, but there is still some scope to get enhanced search for optimal 

solutions. To achieve this solution, many functions need to be involved; i.e., execution time, power 

consumption, performance, QoS and SLA violation rate [35]. However, in some earlier works, the 

maximum three objective functions are taken into consideration to get the optimal solution in cloud 

computing. The ESCORT framework addresses these issues to optimize execution cost, energy 

consumption and SLA violation rate [36].     

A secure resource provisioning model with SLA integration is proposed to achieve many benefits for 

cloud users’ and cloud service providers’ points of view. This secure provisioning model is used by 

cloud service providers for the security parameters’ fulfilment purpose without considering other major 

QoS parameters, such as execution time, cost, throughput, energy consumption [37], …etc. In cloud 

computing applications, workload changes as per time and to fulfil such workload resource 

requirements, cloud service providers dynamically allocate the resources. Dynamic resource 

provisioning aims to improve resource utilization and reduce resource usage costs for cloud users [38]. 

To achieve profit-aware resource provisioning, the cloud service provider must provide less renting cost 

with proper resource utilization to meet the QoS requirements. The dynamic resource provisioning 

technique works as an effective technique for utilization of resources without considering energy 

consumption and SLA violations. The goal is to minimize the resource rental cost and maximize 

resource utilization for profit earning [39]. The CHOPPER framework works based on self-protection, 

self-healing, self-optimization and self-configuration using three phases of self-management; i.e., 

Monitor, Analyze and Plan & Execute to address different QoS parameters, but it is unable to calculate 

the workload resource demand in advance [40]. The increase of cloud users with peak time demands 

makes the risk of resource faults during interactions with the cloud infrastructures match the execution 

deadline. That can lead to resource contentions and damage the reputation of cloud service providers 

due to non-consideration of cost and energy consumption in the study [41]. The authors propose an 

MASA framework that works based on a healing agent and a consistency manager agent to handle the 

runtime issues of resource provisioning and SLA violations, but it is unable to manage adaptive fault 

tolerance scheme for cloud security solution [42].  

3. PROPOSED MODEL

SLA is the most important part between the cloud service provider and the customer. SLA is a mutual 

agreement between the cloud service provider and the customer. This Service Level Agreement (SLA) 

is the official negotiation document at the service level and shall contain performance parameters along 

with the minimum level of service quality. Our proposed SLA is including an automated cloud healing 

process based on the above description and prediction. In the proposed method, each service has its 

function of automatic healing and reaction. This SLA-based prediction will work on the threshold value 

and related SLAs on the cloud user service. This threshold value helps prevent breaches of the SLA and 

the specific QoS threshold. If the QoS value is higher than the threshold value, the state of violation 

prevention shall be shown as active and autonomous healing gets activated.  

The proposed prediction-based model optimizes cloud computing energy-efficient resources 

automatically and considers essential aspects, such as configuration, prediction-based recovery, 

optimization and protection and automatic QoS-aware resource management. Our most essential 

contributions offer prediction-based intuitive design of cloud applications and resources by installing 

missed or old H_Components. Prediction-based automatic healing is provided by handling sudden 

failures, automatic protection against security attacks and automatic optimization as the resources are 

being used optimally. 

3.1 System Architecture 

The system behavior and its entire structure are represented ultimately with the help of system 

architecture only. That can define the system's architectural overview of the whole system. The main 

aim of the proposed Predictive Cloud Computing System is to predict the future workload and ensure 

resource provisioning in advance with the best suitable pair of resources to fulfil QoS requirements and 

avoid any SLA violations occurring due to resource provisioning. The proposed model ensures resource 

provisioning with less power consumption under low execution cost with the best reliable resource pairs 
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for allocation. Figure 1 represents the predictive cloud computing system’s architecture concept map. 

Figure 1. Predictive cloud computing system’s architecture concept map. 

The workload traces of PlanetLab are taken as an input dataset. The load analyzer performs analysis on 

workload data based on time series and converts it from unstructured data into structured data as per 

real-time workload traces received. The workload predictor predicts the future workload and based on 

this prediction, cloud providers perform arrangement and provisioning of the resources as per QoS 

requirements. The load analyzer takes care of the current resource utilization of all resource cloud nodes 

available in the system.  

The future workload is predicted based on current workload traces of Planet Lab and prepared structured 

data based on time series. This predicted workload is used to maintain the SLA commitment towards 

the cloud user service quality and availability. After predicting the future resource requirements, we can 

ensure the availability of optimal VM resources and provision them under effective load balancing 

techniques. The workflow diagram for a Predictive Cloud Computing System is represented in Figure 

2. In PCCS, the user submits the request for services based on service types and their properties and

negotiation occurs between the user and the CSP. SLA is signed between users and CSP as per QoS 

requirements and SLA terms. Now, CSP arranges the specific type of resources and sub-resources as 

per user QoS requirements and provisions these resources for the services used by cloud users. Suppose 

that required resources are not available in the resource pool. In that case, either renegotiation occurs 

based on available resources in the resource pool or CSP finds new resources. If resources are available, 

then the resource configuration is performed using a workflow template. The monitoring unit monitors 

the entire execution process for user-submitted workload and the workload analyzer prepares a historical 

workload database. The proposed PCCS applies a predictive cloud computing model on a historical 

workload database and prepares predicted resources in advance to provide them shortly without 

violation of the SLA. This PCCS prediction scheme ensures that required resources are ready to be used 

in advance to save the extra time of provisioning users’ workload requests. Application workload is 

executed using PCCS-provisioned resources. If any demand of current workload is remaining for 

execution and the same notified by the monitoring unit, then the same is repeated to execute the 

application workload. This entire process follows four phases; i.e., monitoring, analysis, planning and 

execution concerning time t and updating estimates and actual resource consumption and workload 

status. Resource configuration upgradation or reconfiguration is performed based on monitoring and 

analyzing phase inputs for QoS, fault tolerance and SLA fulfilment. VM migration and load balancing 
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are automatically performed based on VM threshold values as per input given by monitoring, analysis, 

planning and execution phases to the VM load balancer. The entire process gets stoped after the 

execution of the user-submitted application workload.  

Figure 2. Predictive cloud computing system’s workflow. 

3.2 Workload Analyzer and Predictor 

The workload analyzer plays an essential role in the framework to analyze the task load that can only 

be done after the establishment of cloud infrastructure. The analyzer arranges the unstructured data into 

structured data based on time series. As unstructured data is no more helpful to get the desired future 

workload forecasting, the information that can help future workload forecasting is sequential structured 

data. 

Workload predictor is used to take this sequential structured data provided by the workload analyzer as 

an input to forecast the future workload. Here, backpropagation-based prediction methodology is used, 

where several input nodes are used to calculate the output using the process of training the workload 

dataset by the supervised learning methodology. When the task load data formatting is done, it can be 

used as structured data for quick forecasting purposes, which gives an accurate-manner prediction. This 

process provides the advantages of automatic learning and reduces the time to fit the analyzer data for 

every prediction purpose.     

3.2.1 Host Server Selector and Manager 

All the host machine details are listed and managed by the server. As per the workload request, the best 

possible resources are ranked based on their configuration and performance metrics. These cloud 

resources are then provisioned based on their performance ranks. The best VM is provisioned for new 

user workload requests from the load balancer.   

 3.2.2 Forecasting of Predicted Workload 

Workload prediction is made on the historical workload data history using the backpropagation 

algorithm. This algorithm works internally and is used to predict the workload of the near future as a 

tool.   
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3.2.3 Host State Management 

As per the predefined SLA requirements, the host state management performs the cloud resource 

management as per the resultant prediction without compromising the SLA violations. The host 

resources are continuously monitored by the host-state manager for their health parameters; i.e., time to 

start, time to stop, total uptime and total downtime for every physical server.   

3.2.4 Resource Requirement Forecasting Based on Prediction 

In this scheme for forecasting, we are using the backpropagation algorithm, where for the forecast, the 

future demand of resources is based on the past downtime history. The resource forecasting is carried 

out using the following equation: 

RE(t) = α ∗ RE(t − 1) + (1 − α) ∗ RO(t)  0 ≤ α ≤ 1,  (1) 

Here, RE(t) expresses the estimated resource and RO(t) represents the observed resource load during the 

time t. α is portrayed as a constant that emulates the trade-off between constancy and communion. The 

proposed model used it to forecast CPU utilization load, predicting the future load calculated in every 

minute and forecasting immediately.  

If the observed load RO(t) prediction is in sequential order; i.e., 30, 40, 50 and 60, then prediction for 

the next term would be more accurate as 70 and then, the algorithm works correctly. Intermediate load 

values are not forecast by the algorithm. To decrease and increase both order negative value depiction 

purposes, the formula below for -10 is used in place of the above formula. 

RE(t) =  −|α| ∗ RE(t − 1) + (1 + |α|) ∗ RO(t)  (2) 

The Depiction for decreasing and increasing order creates confusion to select the exact value between 

these two. To predict more accurate future workload, the formula is modified as shown below: 

RE(t) =  m ∗ RA(t − 1)  (3) 

where m is the multiplier and its value is calculated as: 

m =  
RA(t − 1)

RA(t − 2)
 (4) 

Here, the resource-estimated load is calculated using actual resource load concerning time and a 

multiplier value; i.e., m. This forecasting of workload based on prediction is very near to the relative 

value of required resources by the cloud users in the near future. However, this prediction model needs 

resources to predict the forecasting of required resources. To overcome the resource provisioning 

wastage issues, this model gives perfect VM allocation requirements using backpropagation learning.  

The above-defined model provides self-healing for sudden failures, self-protection against security 

attacks and self-optimization as the resources are being used optimally.  

(i) Our proposed model will have no human intervention requirements and will enhance the users’ 

satisfaction level. In this prediction-based model, SLA would efficiently control cloud users’ QoS needs 

and improve the load balancing of the provisioned cloud resource utilization (CPU and memory). Our 

proposed model optimizes execution cost, time and energy efficiency. 

(ii) This model proposed the phases based on prediction-based properties and prediction is based on the 

regression model. In the execution time of loads, prediction-based performance (QoS value) 

continuously analyzes the plans and action to handle that message and executes the procedure to 

maintain efficiency. 

(iii) We have classified the load into different categories based on deadline emergency. That will help 

investigate the impact of various workloads on different QoS parameters. The execution of workloads 

would enhance the availability of cloud-based services and secure energy-efficiency reliability. 

3.3 Metrics Based on QoS 

The QoS parameters; i.e., waiting time, execution time, energy consumption and execution cost are 

calculated for user-submitted workload as per the cloud environment consideration. 

𝑊𝐸𝑇𝑖 =  ∑ (
𝑊𝐹𝑇𝑖 − 𝑊𝐸𝑆𝑇𝑖

𝑛
)

𝑛

𝑖=1

  (5) 
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where 𝑊𝐸𝑇𝑖= workload execution time,  𝑊𝐹𝑇𝑖= workload finish time, 𝑊𝐸𝑆𝑇𝑖= workload execution 

start time and 𝑛= number of workload. 

𝑊𝑊𝑇𝑖 =  ∑ (
𝑊𝐸𝑆𝑇𝑖 − 𝑊𝑆𝑇𝑖

𝑛
)

𝑛

𝑖=1

  (6) 

where 𝑊𝑊𝑇𝑖= workload waiting time, 𝑊𝐸𝑆𝑇𝑖= workload execution start time, 𝑊𝑆𝑇𝑖= workload 

submission time and n= number of workload. 

𝑊𝐶𝑇𝑖 = 𝑊𝐸𝑇𝑖 + 𝑊𝑊𝑇𝑖  (7) 

where 𝑊𝐶𝑇𝑖= workload completion time. 

𝐸𝐶 = 𝐸𝐶𝑑𝑐 + 𝐸𝐶𝑚 + 𝐸𝐶𝑠𝑒 + 𝐸𝐶𝑒  (8) 

where 𝐸𝐶= energy consumption, 𝐸𝐶𝑑𝑐= energy consumption of data center, 𝐸𝐶𝑚= storage-device 

energy consumption, 𝐸𝐶𝑠𝑒= switching-equipment energy consumption and 𝐸𝐶𝑒= extra energy 

consumption. 

𝐴𝐶 = 𝑅𝐶 +  𝑃𝐶  (9) 

𝑅𝐶 = 𝑊𝐸𝑇𝑖 × 𝑃𝑟𝑖𝑐𝑒  (10) 

𝑃𝐶 =  ∑(𝑃𝐶𝑖)

𝑐

𝑖=1

  (11) 

where 𝐴𝐶= average cost, 𝑅𝐶= resource cost, 𝑃𝐶=penalty cost and 𝑐 ∈ 𝑃𝐶 = penalty cost set. 

𝑅𝑈𝑖 =  ∑ (
𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒 𝐴𝑐𝑡𝑢𝑎𝑙 𝑇𝑖𝑚𝑒 𝑆𝑝𝑒𝑛𝑡 𝑡𝑜 𝐸𝑥𝑒𝑐𝑢𝑡𝑒 𝑊𝑜𝑟𝑘𝑙𝑜𝑎𝑑 

𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒 𝑇𝑜𝑡𝑎𝑙 𝑈𝑝𝑡𝑖𝑚𝑒
)  (12)

𝑛

𝑖=1

 

where 𝑅𝑈= resource utilization. 

𝐹𝐷𝑅 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐹𝑎𝑢𝑙𝑡𝑠 𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑 

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐹𝑎𝑢𝑙𝑡𝑠
 (13) 

where 𝐹𝐷𝑅= fault detection rate. 

3.4 Fault Tolerance Using Self-healing SLA and Load Balancing 

In this paper, we are working on a prediction-based self-healing that is a part of proactive fault tolerance 

(FT) in high-performance computing that prevents computing node failures from affecting running 

parallel applications, so that nodes would be in the failure process [43]. In this research, our main 

objective is to work on a prediction-based fault tolerance scheme in cloud computing. Our cloud model 

approach will work based on the above-described cloud computing and prediction base technique and 

improve the quality of services. 

SLA is an essential document of mutual agreement between the cloud service provider and the customer. 

In this SLA (Service Level Agreement), the official negotiation document at the service level, the QoS 

and its service costs shall be agreed upon and shall contain performance parameters and a minimum 

level of service quality. Our SLA is a proposed SLA, including an automated cloud healing process 

based on the above description and prediction. In the proposed method, each service has its function of 

automatic healing and reaction. This SLA-based prediction will work on the threshold value and related 

SLAs on the cloud service for users. This threshold value helps prevent breaches of the SLA and the 

specific QoS threshold. The QoS threshold value is compared to the SLO value recorded in the SLA 

contents. If the QoS value is higher than the threshold value, the state of violation prevention shall be 

shown as active and autonomous healing. In this paper, prediction-based self-optimization of cloud 

computing energy-efficient resources, proposing QoS-aware autonomic resource management, 

considers other essential aspects, such as self-configuration, prediction-based self-healing, self-

optimization and self-protection as proposed in algorithms 1, 2 and 3.  

The significant contributions of this paper offer prediction-based self-configuration. Algorithm 1 

describes the makespan as per MIPS of VM using machHigh and machLow. The task finish time is 

calculated and is considered as makespan time. This calculated makespan time is then added to predicted 

task execution time of a VM. If [P_comTimejj< makespan & P_comTimej< makespan] both are true 
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for makespan time, then swap respective parameters; i.e., makespan, task and machine, get executed. 

After complete execution, makespan time is returned as a value. Our proposed model works for cloud 

applications and resources on a prediction base that would be installed if the component or cloud 

application is missing. 

Algorithm 1: Prediction of Workload 

1. For all Mi ∈ machHigh   do

2. For all  Mj ∈ machLow do

3.  For Tk ∈ Mi  do 

4.      P_comTimejj ←computeFinishTime (Mj) 

5.     P_comTimejj ← P_comTimejj + PredictiveExecutionTime of Tk  on Mj 

6.    P_comTimej ← makespan_PredictiveExecutionTime of Tk  on Mi 

7.   If P_comTimejj< makespan then 

8.      If P_comTimej< makespan then 

9.  Makespan ← P_comTimejj 

10.      task ← Tk 

11.    Machine ← Mj 

12.     End if 

13.       End if 

14.    End for 

15. End for

16. End for

17. return makespan

In this prediction-based SLA, we aim to predict based healing; therefore, our scheme is a prediction-

based algorithm. SLA is a document that is a mutual agreement between client and provider. Our 

proposed SLA relies on prediction based on load balancing of resources between client and cloud 

provider. In this framework for load balancing, we create a priority queue of loads and, based on the 

prediction priority queue, add the load into the priority queue according to a criterion. This criterion is 

based on threshold values. This load priority queue manages the resources according to predicted 

execution time and energy consumption and maintains the priority queue; therefore, deadlock is solved 

according to prediction-based priority queue. In this scheme, we propose prediction-based self-healing 

as we have all prediction-based priority queues for loads and the resources are allocated according to 

priority. As that proposed scheme provides the resources based on prediction-based requirements, our 

proposed system provides the prediction-based resources such as hardware, CPU and memory that our 

prediction-based SLA can quickly add. 

Prediction-based self-optimization, self-healing and auto-configuration are monitored by the monitoring 

unit and resource performance management is executed using self-management properties as per 

Algorithm 2. All processing nodes’ performance is monitored through QoS agent. The load priority 

queue considered for workload set (Wpq= {Wp1, Wp2…., Wpm}) is submitted to the load priority 

queue. The workloads are executed as per QoS and resource availability needs. After provisioning, QoS 

parameters (execution time, cost and energy consumption) were calculated for every workload using 

QoS metric equations 5 to 13. Alert is generated if any condition fails [([PET ≤ Dt && PC ≤  BE ] = = 

‘TRUE’) or ([PEC≤PTH] = = ‘TRUE’)]. Further, in self-healing, the system checks the status of all the 

components and if any faults are found, it will replace the required components. This entire process 

maintains log information for current device status and updates resource utilization information. If usage 

of resources is more than the threshold value [(CurrentStatus [‘CPU’ || ‘MEMORY’] > Value of 

THRESHOLD)], then alert is generated. All the software versions’ status is checked for hardware 

components in the system. If [(Component version status = OLD || Not-VALID)] is true for OLD or 

Not-VALID, then generate alters and install the new replacing the old version. The 

[H_Component_Name and H_Compoenent_Id] is updated based on log information.  

Our resources represent nodes that have a state as activate and deactivate. Within this prediction-based 

SLA, healing uses a hybrid tool in a diagnostic approach. This hybrid tool is used for diagonal purposes 

and combines analytical methods that cooperate with a common goal. We apply VMC (VM 

consolidation) based on current and future VM migration in this proposed model. We are using a 

prediction regression-based model. Algorithm 3 performs the load balancing and VM migration 

operation. Workload is assigned to a VM as per VM allocation policy and CPU utilization is calculated 
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Algorithm 2 

1. # Phase One: Prediction based Self-Optimization

2. Begin

3. Load Priority Queue: Wpq= {Wp1,Wp2,……………..,Wpm}

4. Add Loads into Priority Queue: Wpa= {Wp1,Wp2,……………..,Wpo } where po ≤ pm

5. Allocate resources to task loads based on Quality of Services parameters

6. Loop until all Predict base queue loads (Wpa), where Predict average cost (PC) , Predict energy

consumption ( PEC) and Predict execution time (PET) for execution 

7.          If ([PET ≤ Dt && PC ≤  BE ] = = ‘TRUE’) then 

8.    If ([PEC≤PTH] = = ‘TRUE’) then 

9.      Schedule execution according to prediction-based priority queue resources 

10.   Else  

11.    Alert Message 

12.  End if 

13.    Else 

14.        Alert Message 

15.          End if 

16. End loop

17. # Phase Two: Perdition based Self-Healing

18. Begin

19. Set of Prediction based Priority Queue Nodes: PNodeset = {PNode1,PNode2, …………..,PNoden}, where

PNodec represents current node of queue.

20. If (Predictive Priority Queue == Empty) then

21. Scan drives and check replica of original driver

22. Add node into node set from the current node number

23. Else

24. Generate alert for Priority queue node is already exist

25. End if

26. Repeat loop until all hardware priority queue node (Status of Node)

27. Get detail of current status [EVENTTYPE, TIMESTAMP, EVENTID]

28. If (EVENTTYPE = = ‘EMERGENCY’ OR ‘ERROR’) then

29. Database is updated by using log information [NodeName and address of MAC]

30. End if

31. End loop

32. Loop until repeat Software Monitoring [Resource utilization (MEMORY and CPU)]

33. If (CurrentStatus [‘CPU’ || ‘MEMORY’] > Value of THRESHOLD) then

34. Generate alert message

35. Update Resource utilization (Memory and CPU) information

36. End if

37. End loop

38. # Prediction Based Auto Configuration for Self-Healing Process

39. Begin

40. Prediction base Priority Queue of H_Components: = {Hc1, Hc2,………,Hcp}

41. Priority Queue of Active H_Components:= { Hc1, Hc2,………,Hcq }, where q ≤ p

42. While true do

43. Repeat loop for all software S_Components

44. Repeat loop to get all Priority Queue of Active H_Components version status

45. If (Component version status = OLD || Not-VALID) then

46. INSTALL the new version for replacing the old version using the process of uninstall

47. End if

48. End if

49. End loop

50. Repeat loop all hardware H_Components then Track Log Register

51. Repeat loop to get all detail of Priority Queue of Active H_Components status [EVENTTYPE,

TIMESTAMP, EVENTID]

52. If (EVENTTYPE == ‘EMERGENCY’ || ‘ERROR’) then

53. Database is updated by using log information [H_Component_Name and H_Compoenent_Id]

54. End if

55. End loop

56. End loop
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and monitored. If host CPU utilization < 0.21, then CPU is added to the underutilized host list. If host 

CPU utilization > 0.79, then the CPU is added to the over-utilized host list; otherwise, the host resides 

in a safe host list. Now, check which VM is maximally utilized and then upgrade VM configuration if 

possible; otherwise, migrate VM towards a safe host. Consolidate underutilized host VMs and either 

shut down the VM or add them to the migration list. Prepare safe host list, increasing order of CPU 

utilization and performing VM migration. 

Algorithm 3: VM Migration and Load Balancing 

1. Based on the VM allocation policy schedule the load on the VM.

2. Repeat loop for every host to calculate the CPU utilization

3. Repeat until

3.1  Get the first host in the list 

3.2        if host CPU utilization < 0.21, then host add into underutilized host list 

3.3        if host CPU utilization > 0.79, then host add into over utilized host list 

3.4  otherwise host add into safe host list close the condition of the loop 

4. Repeat until over utilized host list get the VM with maximum utilization

4.1        get the available MIPS from the host of maximum utilized VM 

4.2        if MIPS is available, then add available MIPS to over utilized VM 

      4.3  otherwise, migrate the VM to a safe host based on a safer policy 

5. Repeat until for each underutilized host

5.1       Consolidate every VM on the underutilized host and move those 

5.2      VMs to migration list close the condition of the loop 

6. Organize the safe host in increasing order based on CPU utilization and migrate all the VMs based

policy

4. SIMULATION SETUP, RESULTS AND DISCUSSION

Our proposed Predictive Cloud Computing System is modeled and simulated using CloudSim. This 

research is carried out using the CloudSim toolkit [44]. The system modeling and behavior of cloud 

system components; i.e., VMs, Datacentre and RP rules are fully supported by the CloudSim toolkit [7]. 

The standard resource scheduling methods’ implementation can be done with little effort and method 

extension is possible. The inter-networked and distinct clouds are contained in the cloud environment 

simulation using the toolkit. 

Furthermore, the toolkit supports VM provisioning under an inter-networked cloud environment to 

implement resource scheduling techniques through custom interfaces. Toolkit benefits provide the 

performance with time effectiveness, flexibility and applicability for test results. The heterogeneous 

workload of clouds is considered for experimental results. Each available resource contains one or more 

processing elements with different Million Instructions Per Second (MIPS). In this outcome, we assume 

that every workload admitted to the Predictive Cloud Computing System (PCCS) contains a workload 

of fluctuating sizes of inputs and execution times. These workloads are considered in the form of 

Cloudlets [44].  

The resource configurations for testbed are: 2.4 GHz, Intel Core 2 Duo, 160 GB HDD, 1 GB RAM, with 

Windows operating system, 2.9 GHz, Intel Core i5-2310, 160 GB HDD, 1 GB RAM, with Linux 

operating system, 2.0 GHz, Intel Core i7-8550, 256 GB HDD, 4 GB RAM, with Linux operating system. 

This paper simulates our results with four SLA self-healing MASA, SH-SLA, CHOPPER and RADAR 

with our new proposed works. According to our simulation results, the proposed prediction-based PCCS 

SLA is the best. Table 4 gives details of workload types along with missing deadline compensation 

provided. We have shown the different testbed results in the Table 1, Table 2 and Table 3 given below. 

In this simulation, two different cloud infrastructures through different processor configurations (4-core 

processor and 8-core processor) have been considered to measure the variation of different QoS 

parameters; i.e., energy efficiency, execution cost, resource utilization, throughput, SLA violation rate, 

resource contention, waiting time, fault detection rate, reliability, availability, intrusion detection rate 

and turnaround time. The different QoS parameters Improvement Rate (IR) percentage and simulation 

statistics summary are described in the tables. The CloudSim simulation environment has been 
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considered with 3000 same-type workload traces of PlanetLab for performance testing. The PCCS is 

validated for different QoS parameters through autonomic resource management existing techniques, 

such as CHOPPER [21], SH-SLA [8], RADAR [9] and MASA [22]. The PCCS performance is more 

stable and efficient in resource management for changing cloud workloads using the coefficient of 

variation with a small value. The simulation results are presented in Table 1, Table 2 and Table 3 for all 

the different cloud infrastructures. 

Table 1. Simulation results and improvement rate (IR) of PCCS and CHOPPER. 

QoS Parameters 4-Core Processor 8-Core Processor 

PCCS CHOPPER IR (%) PCCS CHOPPER IR (%) 

Energy consumption (kWh) 88.91 117.61 24.4 124.46 162.13 23.23 

Execution cost (C$) 94.2 128.71 26.81 162.7 219.56 25.90 

Resource utilization (%) 79.11 71.01 10.24 83.66 77.761 7.05 

Energy efficiency (%) 89.81 82.85 7.75 81.45 73.89 9.28 

Throughput (workload/sec) 549.8 559.19 1.68 669.43 619.55 7.45 

SLA violation rate (%) 28.15 36.56 23.00 41.46 47.91 13.46 

No. of missed deadlines 28.11 34 17.32 44 49 10.20 

Resource contention (sec) 3416.56 4180.48 18.27 4830.78 5461.45 11.55 

Waiting time (sec) 299.32 306.69 2.40 268.69 266.15 0.95 

Fault detection rate (%) 67.48 64.78 4.00 74.98 71.12 5.15 

Reliability (%) 7.91 6.23 21.24 8.42 8.18 2.85 

Availability (%) 86.39 82.71 4.26 89.77 89.22 0.61 

Intrusion detection rate (%) 27.98 26.48 5.36 48.78 44.69 8.38 

Turnaround time (sec) 622.15 651.45 4.50 561.89 593.28 5.29 

Table 2. Simulation results and improvement rate (IR) of PCCS and RADAR. 

QoS Parameters 4-Core Processor 

PCCS RADAR IR (%) 

Energy consumption (kWh) 88.91 110.61 19.62 

Execution cost (C$) 94.2 118.71 20.65 

Resource utilization (%) 79.11 69.01 12.77 

SLA violation rate (%) 28.15 35.56 20.84 

Fault detection rate (%) 67.48 64.78 4.00 

Turnaround time (sec) 622.15 651.45 4.50 

Table 3. Simulation results and improvement rate (IR) of PCCS, MASA and SH-SLA. 

QoS Parameters 4-Core Processor 

PCCS MASA IR (%) SH-SLA IR (%) 

Energy consumption (kWh) 88.91 121.61 26.89 122 27.12 

Execution cost (C$) 94.2 125.71 25.07 129 26.98 

Resource utilization (%) 79.11 66.01 16.56 63 20.36 

SLA violation rate (%) 28.15 37.56 25.05 38 25.92 

Fault detection rate (%) 67.48 61.78 8.45 60.78 9.93 

Turnaround time (sec) 622.15 658.45 5.51 666.3 6.63 

Table 4. Workload urgency details with their types. 

Load type Emergency 

deadline (P_Du) 

Slack time 

(seconds) 

Delay time 

(seconds) 

Deviation 

status 

Minimum 

penalty 

Penalty 

rate 

Emergency 

Deadline 

P_Du < 0.25 10 0–50 5 % 200 s 5 % 

51–100 10 % 400 s 6 % 

101–150 15 % 600 s 7 % 

Medium 

Deadline 

0.25≤P_Du ≤0.75 30 0–50 5 % 100 s 4 % 

51–100 10 % 200 s 5 % 

101–150 15 % 300 s 6 % 

Deadline P_Du > 0.75 60 0–50 5 % 50 s 2 % 

51–100 10 % 100 s 3 % 

101–150 15 % 150 s 4 % 
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The results demonstrate that PCCS improves average resource utilization by 13.40%, average energy 

efficiency by 8.52%, average fault detection rate by 6.31%, average intrusion detection rate by 6.87%, 

average throughput by 6.39%, average reliability by 12.04%, average availability by 2.44% and 

minimizes average SLA violation rate by 20.44%, average energy consumption by 24.25%, average 

execution cost by 23.82%, average number of missed deadlines by 11.34%, average resource contention 

by 10.36%, average waiting time by 2.59% and average turnaround time by 5.59% as likened to existing 

resource management techniques. As per the simulation results, it is clearly shown that PCCS 

outperforms existing techniques in terms of QoS parameters, as PCCS achieves every situation 

automatically.  

Figures 3, 4, 5 and 6 represent the proposed PCCS scheme results of different QoS parameter 

comparison with the existing techniques of SH-SLA, MASA, RADAR and CHOPPER. The proposed 

Predictive Cloud Computing System (PCCS) performs better in terms of energy consumption, execution 

cost, resource utilization, fault detection rate, turnaround time and SLA violation rate for SLA-aware 

autonomic resource management and gives better results for SLA violation rate along with different 

QoS parameters.  

Figure 3. SH-SLA and proposed PCCS 

comparison on different QoS parameters. 

Figure 4. MASA and proposed PCCS   

comparison on different QoS parameters. 

Figure 5. CHOPPER and proposed PCCS 

comparison on different QoS parameters. 

Figure 6. RADAR and proposed PCCS 

comparison on different QoS parameters. 

Figure 3 clearly shows that the proposed PCCS improves resource utilization by 20.36%, fault detection 

rate by 9.93% and decrease energy consumption by 27.12%, execution cost by 26.98%, turnaround time 

by 6.63%, an SLA violation rate by 25.92% in comparison to SH-SLA. In Figure 4, the proposed PCCS 

technique comparative analysis simulated with MASA scheme and simulation results show that the 
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proposed scheme gives better results for fault detection rate by 8.45%, resource utilization by 16.56%, 

turnaround time by 5.51%, cost of execution by 25.07%, consumption of energy by 26.89% and rate of 

SLA violation by 25.05%. Figure 5 represents the simulation results of CHOPPER with PCCS proposed 

technique which justify that comparatively the proposed PCCS takes less energy consumption by 

23.81%, execution cost by 26.35%, turnaround time by 4.89%, SLA violation rate by 18.23%, resource 

utilization by 8.64% and the fault detection rate by 4.57%. Figure 6 clearly shows that the PCCS 

improves resource utilization by 12.77% and fault detection rate by 4% and decreases energy 

consumption by 19.62%, execution cost by 20.65%, turnaround time by 4.50% and SLA violation rate 

by 20.84% in comparison to RADAR. 

Our paper has discussed how the cloud provider provides better quality in a Cloud Environment during 

the user request for resources and management. As the SLA between user and provider is the most 

crucial document, the proposed prediction base management and PCCS have presented a predictive 

approach to resource management using a VM migration policy. That will effectively address the 

overloading problem and provide cloud resource prediction as per SLA for user QoS requirements, 

where no human intervention will improve user satisfaction. 

The proposed model works based on prediction; therefore, configuration, healing, protection and 

optimization have been automatically done. Our simulation is done on CloudSim in terms of various 

parameters, such as throughput, reliability, fault detection rate, turnaround time, waiting time and SLA 

violation rate. According to the results, the proposed prediction-based approach is better than the 

existing SLA frameworks. Our proposed framework leads to improve the scalability of cloud-based 

services. Our proposed algorithm simulation reduces the cost and execution time; therefore, this will 

lead to saving energy. The simulation is done based on the number of VM migrations and SLA 

violations. Comparison of the results with those of the existing frameworks shows a reduction in VM 

migrations in energy consumption in the data center to measure energy consumption in terms of idle 

hosts. 

5. CONCLUSION

In this paper, fault-tolerance using a self-healing SLA-based Predictive Cloud Computing System 

(PCCS) has been proposed with self-management property for heterogeneous workload execution. The 

main goal of our PCCS is to minimize the SLA violation rate and increase user satisfaction levels by 

fulfilling their QoS requirements. We propose a new model that uses VMs as a resource allocation unit 

that provisions threshold-based dynamic allocation of cloud computing resources that performs 

prediction on the future need of resources by the PCCS scheme. This scheme will prepare resources 

required as per the future need of the users’ applications. The proposed method predicts the future 

demand of user applications based on historical databases of workload demands. The scheme makes 

resources ready for provision after predicting the required resource demands and fulfils the actual needs 

of the application without SLA violation. The proposed method can dynamically configure the necessary 

resources based on the threshold-based load balancing technique and maximize available cloud resource 

utilization with reduced user-usage cost. The PCCS improves average resource utilization, energy 

efficiency, fault detection rate and throughput. It minimizes average energy consumption, execution 

cost, missed deadlines, resource contention, waiting time and turnaround time. The simulation results 

show that the proposed PCCS performs better than existing resource provisioning techniques in terms 

of SLA violation rate.  

Our work presented resource requirements prediction, but we have not included hard disk, traffic, 

network utilization and bandwidth for the forecast. Therefore, future research could focus on having 

more resources, such as hard disk and bandwidth, for the prediction model. The prospective study 

consists of work on network utilization and network traffic to maintain scalability of the proposed model. 
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 ملخص البحث:

رررررر ل  س يً التطًيلات ررررررسًلي من خررررررلاًسبررررررحاًيةلةرررررر ً رررررر ً ررررررف لاًلي  ةررررررنسًلي   ًظهررررررثاً ررررررفاعل

ً    اررررررسًاترررررركًيةررررررل ً.ًواخررررررف ًاترررررركًليلررررررنةسًلي  ةن   ررررررس رررررر ل  سً ررررررف لا  مً ررررررحواًليلف ررررررسًلي  

أرررررفًوليخ رررررل ًيتلرررررف لاًلي خف رررررسً ررررر ًي ررررر؛ً ليرررررف يبً خل ررررر؛ًللأةررررر لفلمتًل  رررررثًليرررررللًا رررررت حمًليث 

رررررر ثوطًليرررررر لتاطًيرررررر ً التطً رررررر اطًليلف ررررررسً رررررر ً ررررررتحً ق ثقرررررر ًل  رررررر لاًو رررررر ً رررررر ً  خ رررررر ًليل 

ً ب  رررررىًليلف رررررس.ًو ررررربً ل فلق رررررسً  ررررر   بً رررررثفًللأ فلق رررررسًو ررررر ل ً  خ ررررر ً  متنرررررلاًيرررررنًّيررررر   

ررررررر ل  س.ًوا  رررررررلظ ًلي   خ رررررررفًوارررررررفمً يررررررر ًلي  ةرررررررنسًلي   يً لي  ررررررر لف   ًليفا ل  رررررررسًالرررررررةت ً  رررررررفال

ً  رررررلًاب ررررر؛ًي ًلي برررررل ررررر ل  سًا ررررر  سًقسًوليفا ل  رررررسً  رررررثاس  طرررررثًلي  ررررر؛ًلي   تخرررررسً لي  ةرررررنسًلي  

ًل ق  ررررررررسًل رررررررر ل  سً   ررررررررلةًليرررررررركً التطً ل  ررررررررسًاترررررررركًلفالتطًليفلاتررررررررسًو  ررررررررثً    قررررررررس.ًو    ي  

رررررسً ل رررررسًليررررركً مررررر اثً مرررررسًلأ  ًيتلرررررف لاًيت  ت ررررر    ً لرررررل ًبًاتررررركً ترررررنًلي لرررررةتا.ًيرررررللًّيررررر   

لي  رررررررفل  ثًليتي رررررررسًلي ررررررر ً ررررررر ً رررررررظقهلًي ً تن ررررررر ً  متنرررررررلاًلي  ررررررر لف   ً ق  رررررررسًلي  ةرررررررنسً

رررررر ل  سًي  ررررررلًاررررررث نوً برررررر اطًليلف ررررررسًو  رررررر حً ًاو ً ررررررثفًل فلق ررررررسً  رررررر  ىًليلف ررررررس.ً ررررررل لي  

 ً  ق رررررربً  رررررر كًّلي   ررررررلمًلي  رررررر ق ًلي تقررررررسً خررررررفمً خ  ررررررسيً خ ث ررررررسًفالتطًلي  ررررررلاتًقل  ررررررسًاترررررركًلي  ً

ررررر ل  س .ًويررررر ً ررررررللًلي  رررررلمًّاررررر  ًلي ثس رررررحًاترررررركًلي   ق ررررر بًلي  ررررر  فًاتررررركًللأي  ررررررلمًيت  ةرررررنسًلي  

بًلي  ررررر  فًاتررررركًلي  ث  ررررربًليرررررلل  ً رررررليطًل  مرررررلاً  رررررثًلي   ق رررررسًّواتررررركًلي   ق رررررليرررررل ل  ًليرررررللًا ً

ررررر ل  .ًيت   رررررلاتًلي   تخرررررسً لي  من خرررررلا.ًوقرررررفً رررررثىً خ ررررر  ًلي   رررررلمًلي خ رررررث ًيررررر ًلي  رررررلس ًلي  

ًلي   رررررلمًلي خ رررررث ً فررررر ً  ًقل  رررررسً ررررر ًوسلرررررف ًق رررررل طًلي  لسرررررلطًي   فً ررررر ً  رررررىًل الاًاتررررركً خ  رررررلا 

ضًلي  ررررررلاتًّو ررررررثفًل فلق ررررررلاً  ررررررىًي رررررر ًلي   ف ررررررلًّوليبررررررفوىًلي   تخررررررسً لي ةتفررررررسًّو  ررررررلتً 

ً    قس.ًً    ىًليلف ستًي ًلي  ق ًليللًقف مًي هً ف لا 
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 نولوجيا المعلوماتالمجلة الأردنية للحاسوب وتك 

( مجلة علمية عالمية متخصصة محكمة تنشر الأوراق البحثية الأصيلة عالية المس توى JJCITالمجلة الأردنية للحاسوب وتكنولوجيا المعلومات )

 وهندسة الحاسوب والاتصالات وتكنولوجيا المعلومات.في جميع الجوانب والتقنيات المتعلقة بمجالات تكنولوجيا 

( المجلة الأردنية للحاسوب وتكنولوجيا المعلومات، وهي تصدر بدعم من صندوق دعم PSUTتحتضن جامعة الأميرة سمية للتكنولوجيا )

 وطباعتها وتوزيعها والبحث عنها البحث العلمي في الأردن. وللباحثين الحق في قراءة كامل نصوص الأوراق البحثية المنشورة في المجلة

لى المصدر. ليها. وتسمح المجلة بالنسخ من الأوراق المنشورة، لكن مع الاإشارة اإ  وتنزيلها وتصويرها والوصول اإ

 الأهداف والمجال

لى نشر آ خر التطورات في شكل آأوراق بحثية آأصيلة  (JJCIT) تهدف المجلة الأردنية للحاسوب وتكنولوجيا المعلومات اإ

وبحوث مراجعة في جميع المجالات المتعلقة بالاتصالات وهندسة الحاسوب وتكنولوجيا المعلومات وجعلها متاحة للباحثين في 

تصالات ش تى آأرجاء العالم. وتركز المجلة على موضوعات تشمل على سبيل المثال لا الحصر: هندسة الحاسوب وش بكات الا

 وعلوم الحاسوب ونظم المعلومات وتكنولوجيا المعلومات وتطبيقاتها.

 الفهرسة

المجلة الأردنية للحاسوب وتكنولوجيا المعلومات مفهرسة في كل من:

فريق دعم هيئة التحرير

ادخال البيانات وسكرتير هيئة التحرير المحرر اللغوي 

ياد الكوز      حيدر المومني   اإ

جميع الأوراق البحثية في هذا العدد مُتاحة للوصول المفتوح، وموزعة تحت آأحكام وشروط ترخيص 
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