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ABSTRACT 

Though substantial advancements have been made in training deep neural networks, one problem remains, the 

vanishing gradient. The very strength of deep neural networks, their depth, is also unfortunately their problem, 

due to the difficulty of thoroughly training the deeper layers due to the vanishing gradient. This paper proposes 

"Phylogenetic Replay Learning", a learning methodology that substantially alleviates the vanishing-gradient 

problem. Unlike the residual learning methods, it does not restrict the structure of the model. Instead, it leverages 

elements from neuroevolution, transfer learning and layer-by-layer training. We demonstrate that this new 

approach is able to produce a better performing model and by calculating Shannon entropy of weights, we show 

that the deeper layers are trained much more thoroughly and contain statistically significantly more information 

than when a model is trained in a traditional brute force manner. 

KEYWORDS 

Neural networks, Neuroevolution, Phylogenetic replay learning, Deep learning, Vanishing gradient. 

1. INTRODUCTION

Nature evolved the nervous system through eons of trial and error, from the first apparition of the 

neuronal cell to the complex brains we possess today. The field of machine learning has made 

tremendous progress during the past decade, predominantly owing to the improvement of CPU 

performance, data accessibility, optimization of deep neural network (DNN) algorithms, but also just as 

significantly due to the improvements in hardware and the use of GPUs. Artificial neural networks are 

called deep when they have more than 3 layers of neurons (though some categorize DNNs as those 

having more than 9 layers) and are capable of being tuned to reach a specific goal through the use of an 

optimization algorithm, mimicking the role of synaptic plasticity in biological learning. This approach 

has led to the emergence of highly efficient algorithms that are capable of learning and solving complex 

problems [1]. Two of the main limitations of such algorithms are: 1. Their topologies are built 

empirically and 2. Due to the depth of deep neural networks, they are affected by the vanishing-gradient 

problem. Though this paper primarily concentrates on solving the 2nd problem (the vanishing-gradient 

problem), we demonstrate its use by applying it to a model that was evolved through neuroevolution. 

We do this because: 

1. In the last few years, substantial advancements have been made in automated model search and

construction. These automated model construction and model search methods are commonly called 

neuroevolutionary methods, due to the use of evolutionary algorithms to search for optimal model 

architectures [2]. These methods have demonstrated a strong ability to produce state-of-the-art models 

demonstrating excellent results in numerous domains [3]-[5] with very surprising results in some cases 

[6]-[7]. Several works exploring the use of evolutionary computation in deep network optimization [8]-

[10] were produced. 

2. Our new proposed method, Phylogenetic Replay Learning (PRL), can be perfectly combined with

both, traditional, but also neuroevolutionary methods to leverage the ability to construct deep and 

complex networks from simple ones. 

It must be noted that the objective of this paper is not to discuss or compare any specific model search 

or neuroevolutionary method, like EANT1/2 [11], CoSYnE [12], DXNN or NEAT, efficiency over other 

methods that have already been addressed [13]-[15], but to explore the use of backpropagation training 

in pre-planned mutations, training layers one at a time as the deep neural network is constructed. With 

all the accomplishments of deep learning, it remains difficult to build models that generalize or adapt 
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efficiently to complex-problem domains and data. One of the bigger difficulties being faced when 

building complex and deep models that converge correctly is the vanishing-gradient problem [16]-[18] 

which is yet to be solved [19]. It is this problem, the vanishing gradient, that the PRL approach is also 

aimed at solving. With the increasing number of layers that are used, the vanishing-gradient problem 

can cause the gradient to become too small for effective weight parameter updating. This is due to certain 

activation functions, like the sigmoid function, which squashes a large input space into a small one 

between 0 and 1. Thus, a large change in the input of the sigmoid function will cause a small change in 

the output and with it the derivative also shrinks. This problem is exacerbated with deeper layering; the 

gradient decreases exponentially as we propagate down to the initial layers. A small gradient means that 

the weights and biases of the initial (deeper) layers will not be trained effectively. Since these initial 

layers are often crucial to recognizing the core elements of the input data, this can lead to overall inability 

of the whole network to learn effectively. This effect can be partially mitigated by using other activation 

functions, such as relu for example. Other ways of combating this problem are specific architectures, 

like the residual neural network [20] which attempts to decrease the effect of this problem by connecting 

deeper layers directly to the output. However, it is not enough and too restrictive. This calls for the 

development of new methods specifically designed to enhance learning capabilities and counter the 

vanishing-gradient effect. A method is needed that will not restrict us to the use of specific neural 

topologies or activation functions. 

The objective of this paper is to compare the performance of training a DNN all at once, versus training 

it one mutation at a time as a pre-planned model is being constructed (PRL training) and demonstrate 

that the latter produces a better outcome, with each layer of such model storing statistically greater 

amount of information. The Phylogenetic Replay Learning (PRL) requires a trace of model's 

complexification, from a simple shallow version to the final complex DNN. When this trace is available, 

it performs re-training of the layers as it adds layer on-top of layer within the trace. This iterative re-

training approach ensures that every layer was at some point the output layer (or close to it) and thus 

was affected by the gradient descent learning algorithm to a greater extent, while the deeper layers were 

"re-tuned" to work effectively in the deeper model. When this approach is combined with 

neuroevolution, the system first evolves the final model from a simple initial seed model while also 

building its trace of mutations (which new layers are added on top of which or which layer is changed 

or get linked to others) and then it re-traces those evolutionary steps (the phylogeny), while re-training 

the model at every evolutionary step, as shown in the Figure 1. In the following sections, we will discuss 

in detail the PRL method. First, we will cover the background of the pertinent domains, neuroevolution 

and the vanishing-gradient problem. We will then provide definitions of the terms used in this paper. In 

the methods section, we provide a detailed PRL algorithm. In the results section, we will present the 

experiments performed and their results. Finally, we will conclude with the analysis and discussion of 

the results achieved. 

2. BACKGROUND 

2.1 The Vanishing-gradient Effect (VGE) 

The most common neural network (NN) optimization algorithm is based on the use of stochastic gradient 

descent. This involves first calculating the prediction error made by the model and then using the error 

to estimate a gradient used to update each weight layer by layer, cascading backwards in the network. 

This error gradient is propagated backward through the network from the output layer to the input layer, 

updating the weights to minimize the difference between the actual NN output and the expected output. 

It is useful to train NNs with many layers. The addition of deeper layers increases its capacity, making 

it capable of learning more complex mapping functions between input and output when a large training 

dataset is provided. A problem with training networks with many layers (e.g. deep neural networks) is 

that the gradient diminishes dramatically as it is propagated backward through the network. The error 

may be so small by the time it reaches layers close to the input of the model that it may have very little 

effect. Thus, this problem is referred to as the “vanishing-gradient” problem. 

2.2 Neuroevolution 

Neuroevolution is a machine-learning technique that applies an evolutionary algorithm to construct 

artificial NNs, taking inspiration from the biological evolutionary process. 
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2.3 Definitions 

Champion: is an NN model (topology and weights) representing the best model that neuroevolution is 

able to produce to solve a problem. 

Direct Deep Learning (DDL): is what we call the standard/default training of a model using 

backpropagation (Adam, QProp, …etc.) to differentiate it from the PRL method. It is a method that is 

applied to the DNN without the use of neuroevolution or PRL. In our experiments, the training algorithm 

used in the framework was set to Adam. The DDL is also known as end-end training 

Hall of Fame (HOF): or HOF for short, is a list our neuroevolutionary system holds of the best 

performing agents/models. In our tests, HOF was set to size 10,  

Initial Model: is the seed model used as the starting point of model search in neuroevolution. 

Mutations: at each step of the evolutionary process, we apply mutation(s) to the topology of the parent 

in order to create an offspring. A topological mutation can add a layer to the model, mutate existing 

layer's parameters, remove a layer, clone an existing layer, add or change a link between two layers or 

swap one layer for another type of layer. 

Phylogenetic Replay Learning (PRL): is a method of training a model for a specific problem using 

pre-recorded mutation path of a seed model topology (system implemented and presented in this paper), 

but doing so one mutation step at a time, following that model's phylogenetic path. In other words, we 

re-train the model after every applied mutation step once we know what the best model is and what 

mutation steps were taken to achieve it from the seed model, usually following the path of model 

complexification from the initial neuroevolution phases. This method is the topic of this paper. 

Selection Process: is the mechanism by which the algorithm selects the best entities according to their 

score (fitness function) and stores them in the “Hall of Fame” (HOF) list.  

2.4 Other Methods to Reduce Vanishing-gradient Effect (VGE) 

Several other approaches can be used to reduce the VGE, but none are perfect. Using PRL does not 

preclude one from leveraging other methods as well. 

 Activation functions, such as relu for example [21].  

 Normalized initialization layers [22]-[23] and intermediate normalization layers [24], which enable 

networks with tens of layers to start learning/converging with stochastic gradient descent (SGD) 

with backpropagation [25]. 

 Specific architectures like the residual neural networks which attempt to decrease the effect of this 

problem by using pass-through links [20].  

 Regularizing deep neural networks by noise injects noise during the training procedure, adding or 

multiplying noise within the hidden units of the NNs [26]. 

 Deep cascade learning method proposes a solution to alleviate the VGE [27] by training deep 

networks in a cascade-like or bottom-up layer-by-layer manner. It reduces the VGE, but was not 

shown to be better than DDL. 

2.5 Metrics 

The metrics we use for model comparison is the test accuracy. Early stopping was applied on the score 

we want to follow and not used for training. Accuracy is used as the metric. To better understand the 

difference in the informational density of the models, we calculated their weights’ Shannon entropy [28] 

Equation 1, Equation 2 after training. 

𝑃𝑖 =
𝑖

∑ (𝑖)𝑛
𝑖=1

                                                                         (1) 

H entropy: 

𝐻 = −∑ 𝑃𝑖ln(𝑃𝑖)
𝑛
𝑖=1                                                                 (2) 

2.6 Dataset 

PRL was tested on the 4 "original" datasets from Keras site: MNIST, Fashion MNIST, CIFAR 10 and 

Tiny Imagenet. CIFAR10 was converted into grayscale with images reshaped to 28*28 pixels, to not 

only match the same shape as those within MNIST, but also to make it much more complex to learn. 
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Tiny Imagenet 200 dataset has been chosen to test the system on a more modern, bigger and more 

difficult to learn dataset. This paper's aim is to compare the PRL method to the standard approach. Thus, 

the goal of this work is to show that on average, this training approach produces better performing 

models, with more densely packed information, than the direct approach, by alleviating the VGE. Thus, 

we believe that for these preliminary results, it is appropriate to use these datasets. 

2.7 Tools 

We selected tools like Keras that provides the training framework and Raise solution from DataValoris 

that provides the evolutionary part of the experiments on top of Keras. They have accelerated our work 

as their engine already provides the unrestricted topological search-based deep-learning neuroevolution. 

The PRL (recording and replay training) was developed by us for the purpose of this work and 

presentation of experiments and their results in this paper. The method could be as easily used with other 

neuroevolutionary systems, like NEAT, EANT1/2, DXNN or GNARL, as long as we record the 

phylogenetic path of mutations that can then be used to replay the mutations and train the model one 

step at a time. Finally, all of our experiments were performed on a server with an Nvidia Tesla v100 

GPU card. Part of this work was granted access to the HPC/AI resources of IDRIS under the allocation 

2021- AD011012674 made by GENCI. 

2.8 Seed Model 

Table 1 shows the simple model used as the seed model. It includes 7850 parameters and 1 hidden layer 

in a sequential architecture. 

Table 1. Initial model test 1. 

Layer Number Type Output Params 

1 InputLayer N, 28, 28, 1 0 

2 Flatten N, 784 0 

3 Dense N, 10 7850 

2.9 Selection Rules 

During the building of the phylogenetic path, the neuroevolutionary process uses selection based on the 

score generated by the learning algorithm. The score used as a fitness is the test accuracy of the model. 

We have set the system such that the learning rate is decreased when the score does not improve for 3 

consecutive evaluations. Every generation 10 NNs are trained, then their scores are compared to the 

NNs in HOF. If a score of an offspring/mutant model within the current generation is higher than that 

of a model within the HOF that has the same topology, the mutant model replaces the model within the 

HOF. If the mutant model has the highest score and has a topology not present within the HOF, the 

model with the lowest fitness within the HOF is removed and the new model is added in its spot. 

3. METHODS 

PRL is a method to train models using genetically planned mutations over time. It alleviates the 

vanishing gradient effect through its complete training. The system allows the classical gradient descent 

method to train each layer, even the very deep ones, more than the traditional learning approach. It does 

this by retraining each of those layers as the model is being evolved and new layers are added. Each new 

layer added has the chance of being trained as if it were the first or second layer in the backprop cascade. 

Frameworks used in this study were the official TensorFlow and plaidML. Datasets have not been 

augmented during tests. The algorithms were developed in Python. To use the PRL algorithm the 

experiments have been cut into two phases 

3.1 Phase 1: Generating the Champion's Mutation Path through Neuroevolution 

PRL requires the existence of the phylogenetic path of the model we need to train. The first phase is 

meant to build the Champion model while recording its phylogenetic path (mutations that were applied 

sequentially to generate it). Neuroevolution is used to accomplish (             Figure 1) this.  

Neuroevolution generates a phylogenetic path (                     Figure 2) of the best performing model 

topology aka "champion". In this figure, the champion has 3 ancestors. The figure also shows which 
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topological mutations were applied to get from one model to the next. The neural architecture used is 

built by the evolutionary process (could be CNN, Dense layers, Resnet like structure…etc.).  

Figure 1. Selection mechanism sample.          Figure 2. Phylogenetic path of champion. 

3.2 Phase 2: Model Generation with the PRL 

Now that we have a phylogenetic path that leads to the champion model, we can replay the path from 

the seed model to champion model (Figure 3). 

Figure 3. The phylogenetic learning path from initial model to the final one. 

When replaying the phylogenetic path, we have to: 1. Generate the seed model with a new set of random 

synaptic weights and 2. Generate random weights when adding new layers during mutations. This then 

creates the final model with the same topology as the champion model, but with its own set of 

parameters. This is a way to statistically include in testing the impact of the initial random weights. 

This study was composed of the following steps: 

 Phylogenetic path recording: First, an initial simple seed model is trained on a dataset. Using

the neuroevolutionary approach, over multiple generations a more complex and better

performing NN architecture is evolved and the evolutionary steps leading from the seed NN to

the final architecture are recorded in its mutation trace list. The final architecture is what we call

the champion model.

 PRL training evaluation: Having the trace from the initial seed model to the champion, the seed

model is re-trained using the PRL method X# of times. Using the PRL method, after the

application of each mutation in the mutation trace, the system is retrained. This is done for every

mutation step, from seed to champion, without resetting the weights between each

mutation/training step (in some sense, similarly to transfer learning). This provided the average

performance (average of X # of times) of the same champion topology, but trained using the

PRL method.

 Champion model DDL retraining: The champion model was re-initialized with random weights

and trained on the dataset X# of times using the standard learning approach. This was done to

calculate the average performance of the model trained in the standard manner (to which we

refer in this paper as "directly applied deep learning" or DDL), with different initial synaptic

weights. The early stop patience and epoch number were set to 9 and 60 to avoid a bias where

the DDL might not have enough time to train very deep networks.

 Reproducibility testing: In order to confirm the results and test the reproducibility of the method,

we did the experiment more than once and on different frameworks. Another champion was
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created and PRL again applied using a new seed model, another framework as well as applying 

it to the more complex Tiny ImageNet dataset. 

 Transferability testing: We were also interested in whether the generated model was

generalizable to other problems from the same domain and the difference between DDL and

PRL-based methods when it comes to transferability. To evaluate the transferability of the

Model using the PRL process, we also tested the same champion on other datasets, by retraining

it using DDL and PRL methods.

 Data-storage efficiency testing: We calculated the efficiency of information storage in complex

models trained through PRL and compared the results to those trained with DDL.

4. RESULTS OF EXPERIMENT 1

In this section, we will first generate a champion and then store its phylogenetic path. Then, we will 

replay the recorded mutation path with the resulting statistics and compare them to the DDL results. 

4.1 Phase 1: Champion 1 Generation 

The experiment was setup as follows: 

 When using the neuroevolutionary method, a seed population of 20 random minimalistic models

is generated.

 20 agents are generated during every cycle (by way of mutation) from the best agents within the

HOF (with a HOF max size of 10), where the probability of using any one agent as the parent

of the mutant offspring being proportional to its relative fitness (accuracy) as compared to other

HOF agents.

 This experiment used the MNIST dataset.

 The evolutionary engine applied 1-2 (randomly chosen) mutations to create a mutant offspring

model from the parent.

The deep-learning parameters used were as follows: 20 epochs with early stopping based on a patience 

of 3, where patience is based on the test loss metric.  

Point of attention: In this work, we refer to the "number of parents since origin" as the agents’ generation 

number. In classic genetic algorithms, the generation is what in this study we call "cycles", therefore an 

agent of generation 3 and cycle 8 means that it appeared on the 8th iteration and has 3 ancestors (it could 

have appeared at minimum between cycles 3 to 8). 

From the list of champions generated using the neuroevolutionary method during phase 1, we chose the 

best one, as shown in Table 2. 

Table 2. Champion 1 results’ information (MNIST). 

Score Cycle Generation Parameters Nodes Layers 

0.9944 96 19 409158 25 13 

The chosen champion has 409158 parameters spread between 25 nodes that are 13 layers deep. It has 

been generated on the 96th cycle and is generation 19 (it has 19 ancestors). Its score 99.44% is close to 

state-of-the-art on non-augmented MNIST dataset. The mutations recorded at each step that lead to the 

final champion topology are displayed in Table 3. At every evolutionary step, 1-2 mutation(s) were 

applied. The number of mutations applied at each step is limited to a maximum of 2 in order to generate 

a complex model with small changes between each step, which allows PRL to work on smaller parts 

during each mutation. 

Table 3 presents a base of comparison; it shows PRL scores of the champion NN at each step of its 

evolutionary path. Those scores have been used as the selection criteria for HOF entrance of the 

offsprings during the evolutionary process. This first result shows that the model has increased in size. 

This is a classic behavior of an evolutionary algorithm if no size restrictions are used during model 

generation and mutation. We also see that the Shannon entropy decreases from generation to generation, 

from 8.98 to 8.90 (excluded initial model of 12.51).  

We can interpret this reduction as the increase in organization and amount of useful information stored 
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by the model's weights. We move from an almost random set of weights to a set of weights that store 

useful information, a more organized distribution. 

Table 3. Phylogenetic path and scores of the chosen champion. 

STEP SIZE SCORE SHANNON STEP SIZE SHANNON SCORE 

0 7850 8.79 12.5151 10 264970 8.92824 99.3 
1 94906 97.51 8.98112 11 269130 8.92447 99.27 

2 27082 98.43 8.97188 12 300874 8.92426 99.28 
3 58538 98.96 8.98559 13 300874 8.91894 99.33 

4 90346 99.03 8.98102 14 304970 8.91918 99.34 
5 90282 99.03 8.96616 15 304970 8.91798 99.34 

6 183818 99.23 8.95914 16 304970 8.91156 99.35 

7 183818 99.19 8.9567 17 304970 8.90396 99.36 
8 258570 99.24 8.94914 18 405486 8.90111 99.41 

9 264330 99.29 8.9393 19 409158 8.90037 99.44 

4.2 Phase 2: DDL versus PRL Statistics 

During phase 2, we gather the result metrics of the two different learning approaches to evaluate the 

impact of using PRL as compared to DDL. 

4.2.1 DDL of Champion 1 

To evaluate the learning capacity of the model, we conducted 50 runs using the standard learning method 

applied directly to the final champion model. The initial weights in each experiment were randomly 

generated. This number of runs allows us to calculate a statistically relevant standard deviation. In 

theory, the DDL of the champion model could have the same performance as the original champion (and 

potentially higher), but the probability that these 409158 random parameters reach an optimum is very 

low. The more complex and deeper the model, the greater the effect PRL method is expected to produce 

by countering the vanishing-gradient effect (VGE). To perform these experiments and to maximize the 

probability of reaching a good local minimum, 60 epochs per run were used, with patience set to 6. 

During our experiments, a maximum of 53 epochs were used before early stoppage occurred. An average 

of 45 epochs out of 60 were used before early stoppage was triggered. During phase 1 of the PRL 

method, the champion achieved an accuracy of 99.44%. Its Shannon entropy is 8.90037. The best 

score/accuracy achieved using DDL of the champion model was 99.05%, with a statistically significant 

difference (Table 4). We suspect that the VGE is the root cause of this result. Furthermore, we can also 

see that Shannon entropy of the best performing model trained using the standard approach (9.1227) is 

also higher than the entropy of the champion model produced during phase 1 of the PRL method. 

Table 4. Applying DDL to the champion model (MNIST). 

We see that the application of DDL to the model is also less efficient than that produced through phase 

1 of the PRL method. 

4.2.2 Phylogenetic Replay Learning 

From initial model, the mutations are applied based on the phylogenetic path of the champion model. 

The weights are randomly generated for the new mutated layers as well as seed model. We reran the 

PRL experiment 50 times to gather data on which to base our averages. Weights were not reset between 

mutations (which can be considered as transfer learning). Table 5 shows the results of the 50 PRL 

experiments. 

The best score reached was 99.40% with an average of 99.26%. This score is very close to that of the 

original champion model, which reached 99.44%. Thus, there is substantial consistency. Table 6 shows 

statistical information of the DDL and PRL experiments. 

SCORE SHANNON 

BEST 99.05 9.1227 

MEAN 98.93 9.1615 

Standard Deviation 0.067 0.0168 
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Table 5. PRL of the champion model (MNIST). 

Step Mean 

Score 

Std. 

Deviation 

Best 

Score 

Shannon Step Mean 

Score 

Std. 

Deviation 

Best 

Score 

Shannon 

0 92.14 0.0771 92.33 12.5163 10 99.16 0.0647 99.32 8.8497 

1 97.68 0.2711 98.11 8.9256 11 99.17 0.0700 99.35 8.8454 

2 98.35 0.0925 98.58 8.9015 12 99.18 0.0563 99.31 8.8437 

3 98.88 0.0841 99.02 8.9079 13 99.19 0.0641 99.34 8.8415 

4 99.01 0.0676 99.16 8.8960 14 99.19 0.0626 99.34 8.8396 

5 99.05 0.0634 99.13 8.8802 15 99.19 0.0618 99.31 8.8373 

6 99.12 0.0553 99.23 8.8749 16 99.24 0.0606 99.36 8.8262 

7 99.11 0.0541 99.22 8.8702 17 99.24 0.0521 99.37 8.8208 

8 99.14 0.0515 99.27 8.8628 18 99.24 0.0542 99.35 8.8185 

9 99.14 0.0660 99.26 8.8547 19 99.26 0.0628 99.40 8.8147 

Table 6. Statistics of experiments. 

DDL PRL 

Mean Score 98.93% 99.26% POOLED VARIANCE 4.2E-07 

VARIANCE 4.5E-07 3.9E-07 T STAT -25.13668 

OBSERVATIONS 50 50 

 The scores are lower than those produced by the champion itself (which followed the optimal path).

This is probably due to the randomly generated weights during each step. But, we can also see that

the standard deviation of the experiments is low, thus there is performance consistency in the results

produced by PRL.

 The score produced by PRL is better than that produced by DDL. With an average maximum of

99.26% compared to 98.93% of DDL, the difference is statistically significant (p < 0.001 - Table 6)

and the distribution is well separated (Figure 4). Similarly, comparing both maximums of 99.40%

(PRL) to 99.05% (DDL), we see a statistically significant difference. Giving DDL more time to

train (60 epochs) does not improve its performance (early stop almost always occurs before the

epoch number).

 The standard deviation of PRL is lower (better) than that of DDL (Table 6). We believe that this

confirms that PRL is a more robust approach and more resilient to random weight initialization.

 During the PRL, the Shannon value consistently decreased at every step (Table 5) of the process.

This can be seen as an increasing organization/informational density of the model while the model's

complexity increases at each step.

 The Shannon entropy of the PRL-based model is lower (better) than that of the DDL-based model;

8.81 versus 9.16.

The last two results reinforce the hypothesis that PRL alleviates the VGE. Though more tests must be 

conducted to further analyze the approach, this preliminary work shows a promising path. Table 7 shows 

that when using DDL, the Shannon entropy of the last layers in the model is lower than that of those in 

the PRL-trained model (bold values for lowest entropy in Table 7). Calculated entropy for each layer of 

champion 1 are displayed for comparison. 

Table 7. Comparison of Shannon entropy between layers. 

LAYER # TYPE DDL PRL Ref. Champion 

2 CONV2D 9.162 8.815 

3 SEPCNV2D 8.372 8.234 8.235 

4 CONV2D 15.159 15.138 15.142 

5 DENSE 14.776 14.727 14.715 

6 DENSE 11.683 11.687 11.691 

7 CONV2D 14.155 14.081 14.054 

8 CONV2D 14.186 14.077 14.068 

9 DENSE 12.104 12.101 12.095 

10 DENSE 11.684 11.688 11.689 
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11 DENSE 17.405 17.512 17.517 

12 DENSE 11.689 11.711 11.713 

13 DENSE 12.466 12.588 12.582 

This hints that the standard training (DDL) is primarily affecting the last layers within the model due to 

the VGE. The DDL model stores its information in those layers more densely, while in PRL, the weight 

adjustment and information storage are more evenly distributed. The total Shannon entropy is lower in 

PRL than in DDL. 

Table 8. DDL vs. PRL comparison at every evolutionary/complexification step. 

STEP DDL Max. score PRL Mean score STEP DDL Max. score PRL Mean score 

0 92.140 92.144 10 98.760 99.161 

1 98.160 97.679 11 98.870 99.173 

2 98.130 98.347 12 98.870 99.179 

3 98.470 98.879 13 98.760 99.193 

4 98.430 99.007 14 98.860 99.186 

5 98.420 99.048 15 98.750 99.192 

6 98.560 99.115 16 98.860 99.239 

7 98.780 99.105 17 98.860 99.239 

8 98.770 99.135 18 98.820 99.243 

9 98.940 99.138 19 98.790 99.258 

Table 8 shows that if at each step we train the same model (resetting its weights first) using DDL, it 

both achieves lower final accuracy (performs worse) and based on its Shannon entropy score, stores 

less information. The performance differences between DDL and PRL trained models increases as 

they become more complex and grow deeper. The Figure 4. DDL and PRL score distribution on

Figure 5. Visual graph of experiment 1 shows a visual graph of the results.  

3 experimental results are displayed: 

 Evolution score and Shannon retrieved during phase 1 of champion 1 creation.

 Mean DDL score and Shannon at each evolutionary step of champion 1 history.

 Mean PRL score and Shannon of the champion model growth by mutation step.

Figure 4. DDL and PRL score distribution on           Figure 5. Visual graph of experiment 1 

 the MNIST dataset.    results (MNIST). 

Plain lines represent the score, dotted lines represent Shannon entropy and for comparison, the PRL best 

score is shown as a dashed line. We see that the Shannon score at each step when using DDL of the 

current step topology is higher (worse) than that of the PRL-based model. Generalization tests (later in 

this paper) shows that this behavior is reproducible. Further tests must be conducted to conclude whether 

this behavior applies to any other complex models if we were to build a phylogenetic path and apply the 

PRL method. Alternatively, perhaps an artificial PRL approach could be used, where any deep model is 

re-built up one layer at a time and retrained at every step using either an artificially created output layer 

(of the correct output layer length) until the last layer [29] or by re-attaching the last layer to each 

consecutive layer and then re-training the model. These artificial approaches of building a path are 

limited to simple and mostly sequential topologies. Such limitations are not present when it comes to 

neuroevolution based path building. 
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5. DISCUSSION

5.1 Reproducibility 

This sub-section attempts to answer the following questions: 1/Are these results reproducible with 

another complex model? 2/ What is the condition of reproducibility? If that condition is the model's 

complexity, how is such complexity defined? 

5.1.1 Reproducibility of PRL Results 

To answer the questions, we redo the whole experiment again. For the purpose of reproducibility, we 

now use another framework, PlaidML and another seed model to generate a new champion. For control, 

we used the same dataset, the same DDL rules and the same PRL method. The initial model test 2 (Table 

9) used in this experiment is narrower, but deeper, as compared to the one in the previous experiment.

Table 9. Initial model test 2. 

Layer # Type Output Params 

1 InputLayer N, 28, 28, 1 0 

2 Conv2D N, 27, 27, 6 30 

3 MaxPooling2D N, 9, 9, 6 0 

4 Flatten N, 486 0 

5 Dense N, 10 4870 

Table 10 shows the metrics of champion 2 generated from the initial model test 2 (Table 9) during 

neuroevolution phase 1 of the method. 

Table 10. Champion 2 results (MNIST). 

Score Cycle Generation Parameters Nodes Layers 

0.9943 144 28 226 592 39 14 

Champion 2 topology generated is smaller, but with a more complex structure, than champion 1 

generated in the first experiment. Champion 2 has been generated with 28 evolutionary steps. 

Furthermore, champion 2 is much harder to train than "initial model 2". Champion 2 epoch time is 15 

times that of "initial model 2". Applying DDL to champion 2 gives the following results (MNIST): 

DDL average score:  98.90% +/- 0.001 (n=16) 

DDL maximum score: 99.08%. 

In comparison to the baseline result of the generated champion 2 using neuroevolution, the score we get 

using DDL with champion 2 topology is lower 99.08% at max. versus 99.43% (Table 10). In Table 11, 

we see that PRL is still more efficient than the DDL approach. The original score of the champion is on 

average better, which is consistent with our earlier experiments. 

Table 11. Results of PRL, DDL applied to champion model 2 (MNIST). 

STEP STD. 

DEV. 

PRL Av. 

SCORE 

DDL Av. 

SCORE 

CHAMP. 2 

 SCORE 

STEP STD. 

DEV. 

PRL Av 

SCORE 

DDL Av. 

SCORE 

CHAMP. 2 

 SCORE 

0 0.72% 94.31% 96.37% 94.60% 

1 0.59% 95.81% 96.09% 95.96% 15 0.05% 99.11% 98.71% 99.14% 

2 0.48% 96.48% 97.38% 95.35% 16 0.07% 99.11% 98.96% 99.18% 

3 0.26% 97.78% 97.33% 97.72% 17 0.05% 99.15% 98.96% 99.09% 

4 0.12% 98.28% 98.46% 98.35% 18 0.06% 99.19% 98.84% 99.15% 

5 0.13% 98.54% 98.47% 98.34% 19 0.05% 99.17% 98.98% 99.20% 

6 0.09% 98.73% 98.59% 98.71% 20 0.06% 99.18% 98.93% 99.24% 

7 0.11% 98.50% 98.75% 98.40% 21 0.06% 99.18% 98.97% 99.31% 

8 0.11% 98.56% 98.63% 98.60% 22 0.04% 99.14% 98.91% 99.31% 

9 0.20% 98.51% 98.69% 98.73% 23 0.06% 99.14% 98.90% 99.24% 

10 0.11% 98.73% 98.80% 98.84% 24 0.07% 99.14% 99.02% 99.32% 

11 0.22% 98.67% 98.87% 98.84% 25 0.07% 99.18% 98.86% 99.33% 
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12 0.11% 98.91% 98.71% 98.99% 26 0.08% 99.13% 98.97% 99.37% 

13 0.11% 98.98% 98.86% 99.04% 27 0.06% 99.18% 98.92% 99.35% 

14 0.06% 99.01% 98.92% 99.07% 28 0.06% 99.19% 98.90% 99.43% 

The important result of that experiment is that the initial steps with simpler topology where the VGE is 

not important had higher scores when using DDL than when using PRL. From step 12 onward, the 

accuracy/performance achieved by PRL is higher, even though the model was more complex. 

5.1.2 Complexity of Model Criteria 

When referring to model complexity, we assume that the model has a lot of branches, is deep and is 

non-sequential. We believe that the more complex (in terms of topology) a model is, the more beneficial 

it would be to train it using PRL. Thus, in order to further explore these assumptions, we conducted 

another experiment where we changed the neuroevolutionary phase 1 selection rules. 

In this third experiment, we added a rule to the selection process to put more weight on selecting those 

models which trained the quickest (model training speed was weighted into the final fitness score). With 

this approach, a model with the same accuracy as another, but with a shorter learning speed (aka epoch 

time), is selected to enter the HOF. This selection pressure resulted in our system generating champions 

that are quick to train and less complex, therefore less sensible to vanishing-gradient effect. 

Champion 3 generated (MNIST): 

Score: 99.40% Shannon: 8.4799 

DDL average results for champion 3 model: | PRL average results for champion 3 model: 

Score: 99.37%  Shannon: 8.4150 | Score: 99.33%  Shannon: 8.3535 

In this experiment, Shannon value is still lower when using PRL as compared to DDL. But, the 

difference in the results of this experiment are less drastic.  

The PRL complexity definition is therefore not only the topological complexity (total parameters, total 

nodes and node links), but is also linked to the learning efficiency (amount of time it takes to learn) of 

the model. The more difficult it is for the model to learn a dataset, the more complex its structure needs 

to be and the more effect PRL method will have on its training. 

5.1.3 Experiment with a Larger Dataset (TinyImageNet) 

In this fourth experiment, we used the TinyImageNet dataset with 200 classes and relatively small 

number of training samples (more difficult to learn) and for reproducibility, no data augmentation. 50 

tests were run using DDL and PRL. 

Champion 4 generated (TinyImageNet):  

19,771,676 parameters, 65 nodes, 30 layers, 44 generations 

Score: 42.87%  Shannon: 9.3795 

DDL average results for champion 3 model: | PRL average results for champion 3 model: 

Score : 38.37%  Shannon : 9.3833 | Score : 41.79% Shannon : 9.3611 

PRL training again produces a better result than DDL.  

It should be noted that no data augmentation or extra pre-processing was applied to the dataset. Data 

augmentation is a common approach with this dataset due to the few samples it contains for each class. 

Given that our goal is to compare "apples to apples" and find the relative performance of one method 

compared to another, we applied both PRL and DDL to the original pure TinyImageNet dataset. 

5.2 Transferability 

In this sub-section, we try to answer the following two questions: 1. Can we use PRL to retrain the 

model from previous experiments on new datasets from the same problem domain? and 2. Can PRL 

allow a model to generalize from one dataset to another in the same problem domain better than DDL? 

In order to answer these questions, we applied PRL to seed and phylogenetic path of champion 1 again, 

but trained it on a different dataset. The purpose of this experiment is to evaluate whether a model with 

its recorded evolutionary path from one dataset can be applied on another, but related, dataset. 
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5.2.1 Experiment 5: FASHION MNIST Dataset Champion 1 

The two learning methods are re-applied to the FASHION MNIST dataset. This dataset has the same 

input and output shape as the standard MNIST. In this dataset, the classification is done on various 

fashion objects (dresses, shoes, …ext.) rather than digits. This dataset is found to be more complex than 

the standard MNIST.  

DDL mean score for champion 1 - FashionM | PRL mean score for champion 1 - FashionM 

Score: 90.44%  Shannon: 9.0238 | Score: 91.98%  Shannon: 8.4813 

This experiment shows that we can re-apply PRL to an existing model and re-train it on a related, but 

different, dataset. PRL provides a better result than DDL. For comparison, the SOTA convolutional NN 

applied to the FASHION MNIST is 91.4% without data augmentation [30]. Our 91.98% is a competitive 

result that outperforms the SOTA, even though the model trained by PRL was not evolved for that 

specific dataset. This is an interesting result. One potential implication of this result is that PRL might 

allow us to more easily re-train existing model architectures on new, but related, problem domains for 

which they were not originally designed and still achieve very high performance. 

Table 12. Shannon layer comparison for FASHION MNIST. 

LAYER TYPE DDL PRL 

2 CONV2D 9.0238 8.4813 
3 SEPCNV2D 8.307 8.0439 

4 CONV2D 15.1492 15.1338 
5 DENSE 14.7804 14.7331 

6 DENSE 11.6941 11.6841 

7 CONV2D 14.1506 13.9888 
8 CONV2D 14.1568 13.9923 

9 DENSE 12.1115 12.1017 
10 DENSE 11.6922 11.6905 

11 DENSE 17.3703 17.4783 

12 DENSE 11.6984 11.71 
13 DENSE 12.3777 12.5757 

Table 12 shows again that PRL is better able to alleviate the VGE. The first layers have better Shannon 

entropy values when a model is trained through PRL and the last layers have better entropy values when 

DDL is used to train the model. 

5.2.2 Experiment 6: CIFAR10 Gray 

In this experiment, we train the model on the CIFAR10 dataset converted into grayscale (C10G). For 

this experiment, we also scaled it to the 28*28*1 resolution, then gray-scaled it, so that we can use the 

same model again and test its transferability. This downgraded dataset is much more difficult to train 

than the MNIST. 

DDL mean results for champion 1 - C10G: | PRL mean results for champion 1 - C10G 

Score: 54.40  Shannon: 9.1690 | Score: 65.01  Shannon: 8.9345 

These results again show the PRL's ability to generalize and retrain an existing model on a new, but 

related, dataset (with the same shape). In our experiments, PRL is consistently producing better results 

than DDL, both in terms of accuracy and information density (Shannon entropy values). 

5.3 Learning Time 

While neuroevolution algorithms are known to need more time to achieve good results (though still 

significantly less when compared to the time needed by experts to design similar problem specific 

topologies manually), the PRL adds an alternative to the DDL methods. 

Overall, the PRL process requires more steps (19 steps*20 epochs at most in experiment 1), but the 

Epochs' durations are shorter during the early steps (3 to 15 times less). DDL required at most 60 epochs. 

Further experiments should be conducted to optimize learning time. We believe that methods like layer-

freezing and optimizing the number of epochs will help in this. We conducted preliminary PRL tests 
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with 4 epochs for half the steps followed by an increase in number of epochs until the last step, where 

the results were still superior as compared to DDL, while decreasing the needed time. 

DDL learning time: 60 epoch*x (x = champion epoch duration in seconds) =   60.0x 

PRL in 1st experiment: (20 epoch*19 step)*(x/3) = 126.6x 

PRL in 1st experiment with step epoch number optimized: 

(4 epoch*10 step+12 epoch*9 step)*(x/3) =   49.3x 

PRL takes more time than DDL, but with a simple optimization, the runtime could be reduced below 

the DDL time. 

6. CONCLUSION

Based on our experiments and results, PRL has consistently outperformed DDL, primarily by alleviating 

the VGE problem. We believe that this is the way in which it functions due to the Shannon entropy 

values calculated for each layer. These values are lower in deeper layers in the models trained by PRL 

than those trained by DDL. Furthermore, PRL is more resilient to random-weight initialization as 

compared to DDL. We re-ran the PRL experiment on the same seed model and with the same 

phylogenetic path, but with each seed model having randomly generated initial synaptic weights. We 

found that the performances of the evolved champion models were all very similar and more consistent 

than when randomly initializing a full model and training it with DDL. Our experiments on 

transferability also show that the method is effective in retraining models on related datasets. This 

potentially opens the door to further research into the method's use in transfer learning, where a model 

with its phylogenetic path can be effectively retrained on another dataset or an updated version of the 

same dataset. We believe that further research is needed into this domain. The combination of 

neuroevolution, where model/architecture evolution is synergized with training, will yield better 

performing systems, as compared to systems where the model is trained all at once (DDL). We think 

that this method might be particularly effective in training very deep and very complex models, where 

DDL might struggle. Our future work will concentrate on further expanding and exploring this method. 
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 ملخص البحث:

طي اممممم ط ر ممممما طور ممممم ا ط رغمممممّطور المممممارطورطرأمممممتطورمممممبكطتمممممتيط، مممممنطهمممممءرالطور،مممممرط  طور  مممممرأ  ط  ا

ط قلمممممم طورقممممممايطفممممممةطور،ممممممرط  طور  ممممممرأ طور  أقمممممم ط ه،ممممممطةط ،ممممممط   ط هممممممةطط- هممممممةط، ق مممممم طط–فممممممطةا

قطر لارق  طولأ، ق.ط طهض ؤلطور أْة؛ط ذركطر  اب طور اءرالطور   َّ

رطور مممممما،ة" ط هممممممةطهق ممممممتاطهممممممبقطورارلمممممم طتتاقمممممم ط"ه   ممممممّطو ،مممممم  يط ور ط  مممممملطتممممممالطور المممممماا

طتمممماهتكط، ممممنط ،ممممط  طهضمممم ؤلطور أْممممة.ط ، ممممنطور طمممم ط مممم طتممممت ط تتاقمممم طه   ممممّطه ل امممملطب،ممممطةة

كط طورلتاقمممم طور ق تيمممم ط طهجقأابممممءطبب أمممم طور ا مممماذ .ط بممممء  ط مممم طذرممممك طف ممممةطهقمممماا طبمممم رراولة طفممممطةا ورمممم   ّ 

رطور  ممممممرة ط ه   ممممممّطور اقممممممة ط ور اممممممءرالطتر   رممممممأ طفممممممةطهممممممبقططقمممممم  طترقمممممم  .،  صممممممتط مممممم طور المممممماج

طيفضممممممممة.ط طورلتاقمممممممم طور ق تيمممممممم طوروءاممممممممءيطلمممممممم  ريط، ممممممممنط   مممممممم  ط  مممممممماذ ةطذكطي و ة ورارلمممممممم طيةا

ط اّطهممممممءرار  ط، ممممممنط  مممممماة طورلرقمممممم  طولأ، ممممممقطامممممم   ب  مممممم وط   ت بأمممممم ط،مممممم  اةطرمممممما عوة ط رممممممأ طيةا

ط ي ممممم  أ ط ق ر ممممم  طب ر ممممم   طور مممممةط يكثمممممتطه  مممممأا طب أممممموطه  ممممماكط، مممممنط   ا ممممم  طيكثمممممتطبء رممممم ة

طاّطفأ  طهءرالطور ا اذ طب رلات طور اق أءا .ا 
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ABSTRACT 

In Internet of Things (IoT), encryption is a technique in which plaintext is converted to ciphertext into make it non-

recovered by the attacker without secret key. Ciphertext policy attribute-based encryption (CP-ABE) is an 

encryption technique aimed at multicasting feature; i.e., user can only decrypt the message if the policy of 

attributes mentioned in the ciphertext is satisfied by the user’s secret key attributes. In literature, the authors have 

improvised the existing technique to enhance the naïve CP-ABE scheme. Recently, in 2021, Wang et al. have 

proposed the CP-ABE scheme with proxy re-encryption and claimed it to be efficient as compared to its 

predecessors. However, it follows the variable-length ciphertext in which the size of ciphertext is increased with 

the number of attributes. Also, it leads to computation overhead on the receiver during decryption which will be 

performed by the IoT devices. Thus, in this paper, we have proposed on improved scheme to provide the constant-

length ciphertext with proxy re-encryption to reduce the computation and communication time. The proposed 

scheme is secured under Decisional Bilinear Diffie-Hellman (DBDH) problem. 

KEYWORDS 

Attribute, Multi-authority, Proxy re-encryption, Constant length.  

1. INTRODUCTION

In this IoT era, encryption techniques are playing vital role to achieve security and confidentiality. In a 

conventional symmetric key-based encryption scheme, sender and receiver possess the same key for 

communication. So, if one of the users compromised, then the entire scheme is compromised. To resolve 

this problem, [1] proposed the public key or asymmetric key encryption scheme, in which the receiver 

gives his/her public key to the sender for the encryption of the message, so only the receiver is able to 

decrypt the message. But, this scheme does not support the efficient multicast because a multicast sender 

has to encrypt the message a number of times equal to the number of receivers. The other problem is 

that the sender requires to remember the public key of the receiver. To overcome this problem, in [2] 

authors propose the Identity-based Encryption (IBE) in which the sender encrypts the message based on 

the receiver’s unique id, like SSN, email id, …etc. But, this scheme also does not support multicast; so 

in [3], the authors propose the Fuzzy IBE system in which user with id X can only be able to decrypt 

the ciphertext entitled for X’ if and only if |𝑋 − 𝑋’| > 𝑦, where 𝑦 is the initial threshold value.  

In research, the idea of IBE is generalized to solve the computation overhead during multicast and is 

called Attribute-based Encryption (ABE). ABE is classified into two variants; i.e., Key Policy Attribute-

based Encryption (KP-ABE) [4] and Ciphertext Policy Attribute-based Encryption (CP-ABE) [5]. As 

the names suggest, in KP-ABE, policy of attributes is attached with secret key, whereas in CP-ABE, 

policy of attributes is attached with ciphertext. Indeed, CP-ABE gives more control to the sender in 

terms of selecting the intended recipients. In this research, we are focusing on the CP-ABE. In [5], the 

authors have proposed the single authority-based approach in which authority will generate the entire 

secret key of users. 

As the existing approaches deal with single authority, they suffer from issues viz. (i) key escrow: 

authority can regenerate the secret key on behalf of any user (ii) computation overhead on the authority 

to generate the entire secret key of all system users. To deal with this issue, in [6]–[10], the authors have 

proposed various approaches based on multi-authority systems. In IoT, this will be helpful to design the 

decentralized approaches based infrastructure.  

All the approaches mentioned so far requires sender to re-encrypt the same message for different 

policies. This leads to computation overhead which can be mitigated by proxy-based cloud systems. In 

proxy re-encryption, the proxy will re-encrypt without any knowledge of the secret key of the user. In 
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[11]–[15], the authors have proposed various approaches to deal with proxy-based re-encryption 

mechanism. In IoT, this will be helpful to reduce the computation overhead on IoT devices. 

All the approaches mentioned so far deal with variable-length ciphertext; i.e., length of the ciphertext 

increases with the number of attributes. This will lead to communication overhead as well as 

computation overhead on the receiver side. In IoT paradigm, we required energy efficient-approaches 

as to run on the deployed sensors in the field. To deal with this issue, in [16]–[19], the authors have 

proposed approaches based on constant-length ciphertext. More details on these approaches are given 

in the next section. 

1.1 Our Contribution 

Amidst of the above concerns, research will lead to the need of one system having all features. On the 

other side, we have schemes to give either of the features as reported in literature [20]–[29]. Thus, in 

this paper, we propose the collusion-resistant CP-ABE scheme which provides the proxy re-encryption 

to make our scheme applicable in the scenario where compromised users’ leaked decryption keys can 

be traced and nullified. Our scheme works for the threshold case; i.e., the attributes in the ciphertext 

must be equal to the subset of user’s attributes in his/her secret key. We proposed new protocol to address 

this problem and show the efficiency compare to the existing protocols. The security of this protocol is 

based on DBDH assumptions as their predecessors.  

1.2 Paper Organization 

The rest of the paper is organized as follows. Section 2 deals with a literature review in this field. Section 

3 deals with the hardness problems used for the security of the proposed work. Section 4 showcases the 

proposed work. Section 5 deals with the security and computation analysis. The conclusion and 

references are presented at the end. 

2. LITERATURE REVIEW

In this section, we conduct a literature survey on the various approaches in CP-ABE. 

2.1 Multi-authority 

The original CP-ABE scheme [5] is dealing with single-authority environment. A single-authority 

system requires the entire trust on the same authority, so if authority-compromised or behaves 

maliciously, then the entire system will be compromised. In addition, it deals with computation overhead 

on authority as to generate the entire secret keys of all system users. To overcome these issues, in [6], 

the authors firstly propose the idea of multi-authority systems. In a multi-authority system, there is one 

central authority (CA) and multiple attribute authorities (AAs). As we observed, this scheme requires 

mutual trust between AAs and the CA must be present to manage the attribute authorities and add new 

AAs. The CA is able to decrypt any ciphertext, which can harm the system. In [7]–[10], [30]-[31], the 

authors proposed different approaches to deal with the multi-authority system.  

2.2 Proxy Re-encryption (PRE) 

It’s a technique in which an untrusted proxy server will translate a ciphertext encrypted under Alice’s 

public key to a ciphertext encrypted under bob’s public key. This can be useful in email forwarding 

applications. For PRE, Alice can generate a PRE key, which she can give to proxy, so there is no need 

to store it at the user side. Proxy can get no information regarding secret of Alice from PRE key. Upon 

incoming ciphertext, proxy can apply the PRE key to get the required ciphertext. In [32], the authors 

introduced the notion of PRE. In [33], the authors proposed the bidirectional PRE scheme. In [34], the 

authors proposed the first unidirectional PRE scheme. In [35], the authors proposed the IBE-PRE 

scheme which converts ciphertext encrypted under Alice’s identity to one encrypted under bob’s 

identity. Their scheme is secure under random Oracle. In [36], the authors proposed the IBE-PRE in 

standard model. In [37], the authors proposed the first AB-PRE scheme which is bidirectional and based 

on key policy scheme. In [38], the authors proposed the first CP-ABE-PRE scheme. In [39], the authors 

proposed the variable-length CP-ABE-PRE scheme. In [40], the authors proposed the constant 
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ciphertext length for CP-ABE-PRE scheme, but they required the same number of attributes in policy 

as in secret key. In [11]–[15], the authors have proposed various approaches for improving the existing 

schemes. 

2.3 Ciphertext Length 

All the approaches mentioned so far deal with the variable-length ciphertext approach; i.e., length of the 

ciphertext increases with the number of attributes. This will increase the computation overhead on the 

receiver due to access amount of operations during decryption. In [41], the authors firstly introduced the 

concept of constant-length ciphertext using the (𝑡, 𝑡) threshold system. As mentioned, it requires the 

same set of attributes in ciphertext as well as in secret key for successful decryption. This makes the 

scheme of [41] usable in limited scenarios. In [42], the authors proposed the constant-length ciphertext 

in threshold ABE based on the dynamic threshold encryption scheme from [43]. In [16]–[19], the authors 

have proposed various schemes to improve constant-length ciphertext.  

Based on our literature survey, we have schemes available for the multi-authority or constant-length 

ciphertext. However, none of the approach available in research provides all features in a single scheme. 

In addition, to use a different scheme for each feature can be an overhead on the system users. Thus, in 

this paper, we have proposed a single scheme to provide all these features.  

3. PRELIMINARIES

In this section, we present the preliminaries as well as the hardness problems that will be utilized 

throughout the paper. 

3.1 Bilinear Group 

The security of the proposed system is based on the algebraic group called the bilinear groups based on 

a bilinear map. As we are using bi-linear map function for pairing operations, we have taken Decisional 

Bilinear Diffie Hellman hardness problem. 

Definition 1 (Bilinear map). Consider cyclic multiplicative group 𝐺1, 𝐺2 and 𝐺3 of prime order 𝑝 and

generators 𝑔1, 𝑔2 and 𝑔3, respectively, as well as a deterministic bilinear map function 𝑒: 𝐺1 × 𝐺2 → 𝐺3

with the following requirements. 

 Bi-linearity : For all 𝑥 ∈ 𝐺1, 𝑦 ∈ 𝐺2, 𝑎, 𝑏 ∈ 𝑍𝑝 , 𝑒 (𝑥𝑎 , 𝑦𝑏) = 𝑒(𝑥, 𝑦)𝑎𝑏.

 Non-degeneracy: 𝑒 (𝑔1, 𝑔2) ≠ 1.

 Efficiency: 𝑒 must be a time-efficient function.

Definition 2 (Discrete Logarithm Problem (DLP)). Find an integer 𝑥 ∈ 𝑍𝑝, such that ℎ = 𝑔𝑥 whenever

such integer exists given two group elements 𝑔 and ℎ. 

Definition 3 (Decisional Bilinear Diffie Hellman (DBDH) Problem). In prime-order group 𝐺 with 

generator 𝑔, on input 𝑔, 𝑔𝑎 , 𝑔𝑏 , 𝑔𝑐 ∈ 𝐺, check whether 𝑐 = 𝑎𝑏 or not.

3.2 Proposed Construction  

The proposed scheme consists of a number of polynomial algorithms as follows. 

 Setup: It runs by central authority (CA) to generate the private and public parameters of the

system.

 𝑨𝑨𝒊 Setup: It runs by the respective Attribute Authority (AA) to generate the parameters of

authority.

 KeyGen: It runs by the CA to generate part of the secret keys of the users. It consists of the

following-sub algorithms.

o RKGen: It runs by the user to generate re-encryption key for the proxy servers.

 RequestAttributeSK: It runs by AA to give the secret component respective to the attribute in

the user’s secret key.

 Encrypt: It runs by the sender to convert the plaintext into ciphertext based on the access policy.

It consists of the following sub-algorithms.

o ReEncrypt: It runs by the proxy server to convert ciphertext from one policy to another

policy.
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 Decrypt: It runs by the receiver to get the plaintext from the ciphertext if the access policy is

satisfied; else a random message will be given.

4. THE PROPOSED SCHEME

The proposed scheme(s) consists of the following polynomial algorithms. The schematic diagram of the 

proposed scheme is given in Figure 1. 

Figure 1. Schematic diagram for the proposed scheme. 

Set-up: It executes by the CA as follows. 

 Selects a bilinear group 𝐺0 of prime order 𝑝 with generator 𝑔.

 Selects exponents 𝑦, 𝛽 ∈𝑅 𝑍𝑝.

 Computes ℎ = 𝑔𝛽 , 𝑌 = 𝑒(𝑔, 𝑔)𝑦.

 Computes Master Public Key 𝑀𝑃𝐾 = 𝐺0, 𝑔, ℎ, 𝑌.

 Computes Master Secret Key 𝑀𝑆𝐾 = ( 𝛽, 𝑦).

AAi setup: It runs by 𝐴𝐴𝑖 to create parameters for attribute i.

 Chooses exponent 𝛼𝑖 ∈𝑅 𝑍𝑝.

 Computes Public Parameter 𝑃𝐾𝑖 = 𝑔𝛼𝑖.

 Computes Secret Parameter 𝑆𝐾𝑖 =  𝛼𝑖.

Keygen (MSK,u) : It runs by the CA to create the secret key (SK) for user u. L denotes the attributes’ 

list. It is exemplified from this algorithm that CA is responsible for the generic parameters, not the 

attributes of the users. Thus, compromising the CA cannot compromise the system; i.e., the system is 

secure against key escrow. Also, due to the unique 𝑟 value in the user’s secret key, the proposed scheme 

is secure against collusion attack. 

 Chooses 𝑟 ∈𝑅 𝑍𝑝.

 Computes secret key 𝑆𝐾𝑢 = 𝑔(𝑦+𝑟)/𝛽.

 Computes public key 𝑃𝐾𝑢  =  𝑔𝑟 .

 Sets attribute list 𝐿𝑢  =  ∅.

RKGen(MPK,W,W’,SKL) : This algorithm runs by user u, consisting of attribute set 𝐴𝑆 ⊆  𝐿 and 

satisfying access policy W. This algorithm gives proxy re-encryption key which can be used to convert 

ciphertext with access policy W into ciphertext with access policy W’. Here, 𝑛 = | 𝐴𝑆| = |𝑊|; i.e., 

number of attributes in access policy W. 

 Generates 𝑑, 𝑔1 ∈𝑅  𝑍𝑝.

 Computes 𝐶 =  𝐸𝑛𝑐𝑟𝑦𝑝𝑡 (𝑀𝑃𝐾, 𝑔1
𝑛𝑑, 𝑊’).

 Computes 𝑅 =  𝐷 ∏ (𝐷𝑖,𝑗𝑔1
𝑑  ). 𝑣𝑖,𝑗∈𝐴𝑆

 𝑅𝐾𝐴𝑆→𝑊′ = <  𝐶, 𝑅, 𝑔𝑟 >
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RequestAttributeSK(PKu,u, Lu): This algorithm runs by AA. AA generates exponent 𝑟𝑖 ∈𝑅 𝑍𝑝. H

denotes hash function with one-way property.  

 Computes 𝐷𝑖 = (𝑔𝑟 )𝛼𝑖 and 𝐿𝑢 = 𝐿𝑢  +  𝑖.
 Sends 𝐷𝑖 and 𝐿𝑢 to user.

Encrypt(M,W,PK1,PK2,…,PKN): It runs by the sender by taking the list of attributes for policy as well 

as message M. It follows the steps below:  

 Chooses exponent 𝑠 ∈𝑅 𝑍𝑝.

 Computes 𝐶1 = 𝑀 𝑌𝑠.

 Computes 𝐶2 = 𝑔𝑠.

 Computes 𝐶3 = (∏ 𝑃𝐾𝑖𝑡∈𝑊 )𝑠 = (∏ 𝑔𝛼𝑖
𝑡∈𝑊 )𝑠. 

 Computes 𝐶4 = (ℎ)𝑠 = 𝑔𝛽𝑠.

 Final ciphertext 𝐶𝑇 = {𝐶1, 𝐶2, 𝐶3, 𝐶4, 𝑊}.

As can be seen from the above steps, we have five components only irrespective of the set of attributes 

in the final ciphertext. This will achieve the constant-length ciphertext approach. 

RKEncrypt(𝐶𝑇𝑊,𝑅𝐾𝐴𝑆→𝑊′) : It runs by proxy server to convert the 𝐶𝑇𝑊 to 𝐶𝑇𝑊′ . There exists the

attribute set 𝐴𝑆 ⊆ 𝐿 and it satisfies access policy W. 

 𝐶’ =
C1 e(C2,𝑔r)

e(C3,R)
 = 

𝑀

𝑒(𝑔,𝑔1)𝑛 𝑠 𝑑 𝛽

 𝐶𝑇𝑊′ = <  𝐶’, 𝐶, 𝐶3 >

Decrypt(SK,CT) :  It runs by the receiver by taking CT as well as SK as input. It returns M if policy is 

satisfied; else a random message is given. For simplicity, assume 𝐴𝑆 ⊆ 𝐿 and 𝐴𝑆 = 𝑊. It is divided in 

two parts based on CT being the original ciphertext of proxy re-encrypted ciphertext. 

If CT is an original ciphertext, then the user will follows the below: 

=  
𝐶1∙𝑒(𝑔𝑟,𝐶2)∙𝑒(𝐶3,𝑔𝑟)

𝑒(𝐶4,𝑔
𝑦+𝑟

𝛽 )∙𝑒(𝐶2 ,(∏ 𝑔𝛼𝑡𝑡∈𝐴𝑆 )𝑟 ) 

=
𝑀∙ 𝑒(𝑔,𝑔)𝑦 𝑠∙ 𝑒(𝑔,𝑔)𝑟 𝑠∙𝑒(𝑔,𝑔)𝑟 𝑠 𝑝 

𝑒(𝑔𝑠,𝑔𝑦+𝑟)∙ 𝑒(𝑔𝑠,𝑔𝑟 𝑞)
=  

𝑀∙ 𝑒(𝑔,𝑔)𝑦 𝑠∙ 𝑒(𝑔,𝑔)𝑟 𝑠∙𝑒(𝑔,𝑔)𝑟 𝑠 𝑝

𝑒(𝑔,𝑔)𝑦 𝑠∙ 𝑒(𝑔,𝑔)𝑟 𝑠∙𝑒(𝑔,𝑔)𝑟 𝑠 𝑞 = 𝑀. 

Here, 𝑝 = ∑ 𝛼𝑡𝑡∈𝑊  and 𝑞 ∑ 𝛼𝑡𝑡∈𝐴𝑆 .

If CT is a re-encrypted ciphertext, then the user will follow the below: 

𝑔1
𝑛𝑑 = 𝐷𝑒𝑐𝑟𝑦𝑝𝑡(𝑆𝐾, 𝐶𝑇) =

M e(C3,g1
nd)

e(g,g1)
n s d β   = 𝑀.

5. ANALYSIS

As we discussed, ABE has actually evolved from IBE. The security of ABE schemes is also typically 

modeled on the lines of security of the IBE schemes. The scheme that we propose here is inspired by 

the one in [4], in which the authors first proposed a scheme for ABE. The scheme is described in a setup 

that involves a security game amongst an attacker and a challenger, along with a simulator.  

The simulator generates an initial parameter and gives it to the challenger. Based on this security game, 

the ABE schemes can broadly be categorized into two categories viz. selective secure and fully secure. 

In selectively secure schemes, the attacker announces the target policy ahead of the game, so that the 

simulator can bind the hardness of the problem with the attributes mentioned in the policy. In  fully 

secure schemes, the attacker is not required to announce the target policy initially, as there are sequences 

of games played between the attacker and the challenger. Figure 2 depicts the security game between 

the challenger (CA+AAs) and the attacker. 

As one can see, the attacker announces the target policy before seeing the public parameters, which 

makes the proposed scheme a selectively secure model. 

5.1 Security Analysis 

Theorem 1: The proposed scheme is secure under the DBDH assumption for message 

indistinguishability. 

Proof: Assume that the adversary A gains the advantage 𝜖 in the security game. Therefore, a simulator  
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Figure 2. Security game for MA-CP-ABE scheme. 

X will be constructed in DBDH assumption with advantage 
𝜖

2
(1 −

(𝑁′)
2

𝑝
), where 𝑁′ = 2𝑛 𝑛𝑖 represents

the number of access structures. The challenger generates 𝑎, 𝑏, 𝑐, 𝑧 ∈𝑅 𝑍𝑝, 𝜔 ∈𝑅 {0,1} and 𝑔, where 𝑔

is the generator for group G; so,  

𝑍 = {
𝑒(𝑔, 𝑔)𝑎𝑏𝑐 , (𝑤 = 0)

𝑒(𝑔, 𝑔)𝑧     , (𝑤 = 1)

The challenger gives (𝑔, 𝑔𝑎 , 𝑔𝑏 , 𝑔𝑐 , 𝑍) ∈ 𝐺4 × 𝐺1 to X. Now, A provides target policy 𝑊∗ =
[𝑊1

∗, 𝑊2
∗, … , 𝑊𝑘

∗] to X. X sets the parameter 𝑌 = 𝑒(𝑔𝑎, 𝑔𝑏) = 𝑒(𝑔, 𝑔)𝑎𝑏. For 𝛼𝑖,𝑗
′  {𝑖 ∈ [1, 𝑛], 𝑗 ∈

[1, 𝑛𝑖]} ∈𝑅 𝑍𝑝. X selects secret keys 𝛼𝑖,𝑗 {𝑖 ∈ [1, 𝑛], 𝑗 ∈ [1, 𝑛𝑖]} and public keys 𝑇𝑖,𝑗{𝑖 ∈ [1, 𝑛], 𝑗 ∈

[1, 𝑛𝑖]} as follows:

𝛼𝑖,𝑗 = {
𝛼𝑖,𝑗

′ , (𝑣𝑖,𝑗 = 𝑊𝑖
∗)

𝑏𝛼𝑖,𝑗
′ , (𝑣𝑖,𝑗 ≠ 𝑊𝑖

∗)

𝑇𝑖,𝑗 = {
𝑔𝛼𝑖,𝑗

′

, (𝑣𝑖,𝑗 = 𝑊𝑖
∗)

(𝑔𝑏)
𝛼𝑖,𝑗

′

, (𝑣𝑖,𝑗 ≠ 𝑊𝑖
∗)

X gives 𝑀𝑃𝐾 = (𝑒, 𝑔, ℎ, 𝑌, 𝑇𝑖,𝑗 {𝑖 ∈  [1, 𝑛], 𝑗 ∈  [1, 𝑛𝑖]}) to A. X gives the secret parameters of

corrupted authorities to A. In Extract query L, it requires 𝑣𝑖,𝑗 = Li and 𝑣𝑖,𝑗 ≠  𝑊∗ because 𝐿 ≠  𝑊∗.

Thus, X can write ∑ 𝛼𝑖,𝑗𝑣𝑖,𝑗 ∈ L =  𝑋1 + 𝑏𝑋2, where 𝑋1, 𝑋2 ∈ 𝑍𝑝. Here, X1 and X2 showcase the

summation of 𝛼𝑖,𝑗
′ values. Thus, X can recalculate X1 and X2; it chooses 𝛽 ∈R𝑍𝑝, calculates 𝑟 =

𝛽−𝑢𝑎

𝑋2

and re-computes SKL as follows: 

SKL={𝑔
𝛽

𝑋2(𝑔𝑎)
−𝑢

𝑋2 , (𝑔𝑎𝑏𝑔
𝛽

𝑋2(𝑔𝑎)
−𝑢

𝑋2)

1
𝛽⁄

, ∀𝑣𝑖,𝑗 ∈ L(𝑔𝛼𝑖,𝑗)
𝛽

𝑋2((𝑔𝑎)𝛼𝑖,𝑗)
−𝑢

𝑋2 }. 

Therefore, SKL becomes a correct secret key as follows: 

(𝑔𝑎𝑏𝑔
𝛽

𝑋2(𝑔𝑎)
−𝑢

𝑋2)

1
𝛽⁄

 = ((𝑔)𝑎𝑏(𝑔)
𝛽−𝑢𝑎

𝑋2 )

1
𝛽⁄

 = 𝑔(𝑦+𝑟)/𝛽.
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𝑔
𝛽

𝑋2(𝑔𝑎)
−𝑢

𝑋2 = 𝑔
𝛽−𝑢𝑎

𝑋2  = 𝑔𝑟 and (𝑔𝛼𝑖,𝑗)
𝛽

𝑋2((𝑔𝑎)𝛼𝑖,𝑗)
−𝑢

𝑋2 = (𝑔𝛼𝑖,𝑗)𝑟 = (𝑇𝑖,𝑗)𝑟 .

A will select 𝐴𝑆 ⊆ 𝐿 and compute ∏ (𝑇𝑖,𝑗)𝑟
𝑣𝑖,𝑗 ∈ AS  = 𝑔

𝑟 ∑ 𝛼𝑖,𝑗𝑣𝑖,𝑗∈ AS 

If 𝑋2  =  0 𝑚𝑜𝑑 𝑝, then AS ⊆ L with ∑ 𝛼𝑖,𝑗𝑣𝑖,𝑗 ∈ AS = ∑ 𝛼𝑖,𝑗𝑣𝑖,𝑗 ∈W∗ , then X aborts with Pr[𝑎𝑏𝑜𝑟𝑡] =
(𝑁′)

2

𝑝
. 

X selects 𝜇 ∈R{0,1}, calculates 𝐶1
∗  =  𝑀𝜇Z, 𝐶2

∗ =  𝑔𝑐 , 𝐶3
∗ = (𝑔𝑐)

∑ 𝛼𝑖,𝑗𝑣𝑖,𝑗 ∈𝑊∗
, 𝐶4

∗ = (𝑔𝑐)𝛽 and sends <

𝐶1
∗, 𝐶2

∗, 𝐶3
∗, 𝐶4

∗, 𝑊∗ > to A.

Guess: A gives 𝜇′ ∈{0,1} on 𝜇 as guess.  

If 𝜇′= 𝜇, then X sets 𝜏 ′ = 0;  else 𝜏 ′ = 1. Appropriate to this, the two cases are as follows: 

Case 1: If 𝜏 = 0, then 𝑍 = 𝑒(𝑔, 𝑔)𝑎𝑏𝑐 and ciphertext is valid for 𝑀𝜇.

∴ 𝐴 can output 𝜇′ = 𝜇 with advantage 𝜖. 

∴ Pr[𝜇′ = 𝜇|𝜏 = 0 ∧ 𝑎𝑏𝑜𝑟𝑡̅̅ ̅̅ ̅̅ ̅̅ ] =
1

2
+ 𝜖. 

∴ Pr[𝜏′ = 𝜏|𝜏 = 0 ∧ 𝑎𝑏𝑜𝑟𝑡̅̅ ̅̅ ̅̅ ̅̅ ] =
1

2
+ 𝜖, since 𝑋 guesses 𝜏′ = 0 when 𝜇′ = 𝜇.

Case 2: If 𝜏 = 1, the target policy is independent of 𝑀0 and 𝑀1, so that 𝐴 fails to get 𝜇.

∴ 𝐴 can output 𝜇′ = 𝜇 with NO knowledge. 

∴ Pr[𝜇′ ≠ 𝜇|𝜏 = 1 ∧ 𝑎𝑏𝑜𝑟𝑡̅̅ ̅̅ ̅̅ ̅̅ ] =
1

2
. 

∴ Pr[𝜏′ ≠ 𝜏|𝜏 = 1 ∧ 𝑎𝑏𝑜𝑟𝑡̅̅ ̅̅ ̅̅ ̅̅ ] =
1

2
, since 𝑋 guesses 𝜏′ = 1 when 𝜇′ ≠ 𝜇.

From case 1 and case 2, X is having the following advantage in this DBDH game: 

Pr[𝜏′ = 𝜏] −
1

2
= Pr[𝜏 = 0] Pr[𝜏′ = 𝜏|𝜏 = 0] + Pr[𝜏 = 1] Pr[𝜏′ = 𝜏|𝜏 = 1] −

1

2

=
1

2
Pr[𝜏′ = 𝜏|𝜏 = 0] +

1

2
Pr[𝜏′ = 𝜏|𝜏 = 1] −

1

2
=

1

2
{Pr[𝜏′ = 𝜏|𝜏 = 0] + Pr[𝜏′ = 𝜏|𝜏 = 1] − 1}

=
1

2
{Pr[𝑎𝑏𝑜𝑟𝑡] Pr[𝜏′ = 𝜏|𝜏 = 0 ∧ 𝑎𝑏𝑜𝑟𝑡] + Pr[𝑎𝑏𝑜𝑟𝑡̅̅ ̅̅ ̅̅ ̅̅ ] Pr[𝜏′ = 𝜏|𝜏 = 0 ∧ 𝑎𝑏𝑜𝑟𝑡̅̅ ̅̅ ̅̅ ̅̅ ]

+ Pr[𝑎𝑏𝑜𝑟𝑡] Pr[𝜏′ = 𝜏|𝜏 = 1 ∧ 𝑎𝑏𝑜𝑟𝑡] + Pr[𝑎𝑏𝑜𝑟𝑡̅̅ ̅̅ ̅̅ ̅̅ ] Pr[𝜏′ = 𝜏|𝜏 = 1 ∧ 𝑎𝑏𝑜𝑟𝑡̅̅ ̅̅ ̅̅ ̅̅ ]}
As “𝑎𝑏𝑜𝑟𝑡” is not dependent on DBDH challenge, we have: 

Pr[𝜏′ = 𝜏|𝜏 = 0 ∧ 𝑎𝑏𝑜𝑟𝑡] = Pr[𝜏′ = 𝜏|𝜏 = 1 ∧ 𝑎𝑏𝑜𝑟𝑡] =
1

2
. 

=
1

2
{

(𝑁′)2

𝑝

1

2
+ (1 −

(𝑁′)2

𝑝
) (

1

2
+ 𝜖) +

(𝑁′)2

𝑝

1

2
+ (1 −

(𝑁′)2

𝑝
)

1

2
− 1 } 

=
1

2
{(1 −

(𝑁′)2

𝑝
) 𝜖 } =

𝜖

2
(1 −

(𝑁′)2

𝑝
). 

5.2 Performance Analysis 

In this sub-section, we present the comparative analysis based on the size of various parameters in Table 

1 as well as computation time in Table 2. In Table 1, " − " represents that a particular parameter is not 

required. We assume that each authority is responsible for only one attribute. As one can see from Table 

1, the proposed scheme supports a constant-length ciphertext. In addition, from Table 2, one can see that 

the pairing operations also remain constant due to the constant-length ciphertext approach. In Table 3, 

we give the feature-based comparative analysis for the proposed scheme against existing schemes. 

Table 1. Size of parameters for multi-authority ABE schemes. 

Scheme MPK MSK SK CT Expressiveness of policy 

𝒓𝟏=# CT attributes,𝒓𝟐=# SK attributes, |𝒁|= Z element bit-length, |𝑮|= G element bit-length, 𝒏=# system

attributes, 𝒏’=#𝑂𝑅 gates in the policy 

[8] 𝑂(1)|𝐺| 𝑂(1)|𝑍| 𝑂(1)|𝐺| 𝑂(𝑟1)|𝐺| Any threshold gate 

[9] 𝑂(𝑛)|𝐺| 𝑂(𝑛)|𝑍| 𝑂(𝑟2)|𝐺| 𝑂(𝑟1)|𝐺| AND gate 

[10] 𝑂(1)|𝐺| − 𝑂(𝑟2)|𝐺| 𝑂(𝑟1)|𝐺| Any threshold gate 

[30] 𝑂(1)|𝐺| 𝑂(1)|𝐺| 𝑂(𝑟2)|𝐺| 𝑂(𝑛′)|𝐺| Any threshold gate 

[31] − − 𝑂(𝑛)|𝐺| 𝑂(𝑟1)|𝐺| Any threshold gate 

[16] 𝑂(𝑛)|𝐺| 𝑂(𝑛)|𝑍| 𝑂(𝑟2)|𝐺| 𝑂(1)|𝐺| AND gate 

[17] 𝑂(1)|𝐺| 𝑂(1)|𝐺| 𝑂(𝑟2)|𝐺| 𝑂(1)|𝐺| Any threshold gate 

[18] 𝑂(𝑛)|𝐺| 𝑂(𝑛)|𝑍| 𝑂(𝑟2)|𝐺| 𝑂(1)|𝐺| Any threshold gate 



239 

"An Enhanced Approach for CP-ABE with Proxy Re-encryption in IoT Paradigm", N. Doshi. 

[19] 𝑂(1)|𝐺| − 𝑂(𝑟2)|𝐺| 𝑂(1)|𝐺| AND gate 

[11] 𝑂(1)|𝐺| − 𝑂(𝑟2)|𝐺| 𝑂(𝑟1)|𝐺| Any threshold gate 

[12] 𝑂(1)|𝐺| 𝑂(1)|𝐺| 𝑂(𝑟2)|𝐺| 𝑂(𝑛′)|𝐺| Any threshold gate 

[13] − − 𝑂(𝑛)|𝐺| 𝑂(𝑟1)|𝐺| Any threshold gate 

[14] − − 𝑂(𝑛)|𝐺| 𝑂(𝑟1)|𝐺| Any threshold gate 

[15] − − 𝑂(𝑛)|𝐺| 𝑂(𝑟1)|𝐺| Any threshold gate 

Our Work 𝑂(𝑛)|𝐺| 𝑂(1)|𝑍| 𝑂(𝑟2)|𝐺| 𝑂(1)|𝐺| AND gate 

Table 2. Computational comparison for proposed schemes. 

Scheme Encryption Decryption 

𝑻𝑬𝒙𝒑= One exponent time, 𝑻𝒎𝒖𝒍= One multiplication time, 𝑻𝒑𝒂𝒊𝒓𝒊𝒏𝒈= One pairing time

[8] 𝑂(𝑟1)𝑇𝐸𝑥𝑝 + 𝑂(1)𝑇𝑀𝑢𝑙  𝑂(𝑟1)(𝑇𝐸𝑥𝑝 + 𝑇𝑀𝑢𝑙 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 

[9] 𝑂(𝑟1)(𝑇𝐸𝑥𝑝 + 𝑇𝑀𝑢𝑙 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 𝑂(𝑟1)(𝑇𝐸𝑥𝑝 + 𝑇𝑀𝑢𝑙 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 

[10] 𝑂(1)𝑇𝐸𝑥𝑝 + 𝑂(𝑛)(𝑇𝑀𝑢𝑙 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 𝑂(𝑛)(𝑇𝑀𝑢𝑙 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 

[30] 𝑂(𝑛′𝑟1)𝑇𝐸𝑥𝑝 + 𝑂(𝑟1)𝑇𝑀𝑢𝑙  𝑂(𝑟1)𝑇𝑀𝑢𝑙 + 𝑂(1)𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔  

[31] 𝑂(1)(𝑇𝐸𝑥𝑝 + 𝑇𝑀𝑢𝑙 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 𝑂(𝑟1)(𝑇𝑀𝑢𝑙 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 

[16] 𝑂(𝑛)(𝑇𝑀𝑢𝑙 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 𝑂(1)(𝑇𝐸𝑥𝑝 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 

[17] 𝑂(𝑛)(𝑇𝑀𝑢𝑙 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 𝑂(1)(𝑇𝐸𝑥𝑝 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔)

[18] 𝑂(𝑛)(𝑇𝑀𝑢𝑙 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 𝑂(1)(𝑇𝐸𝑥𝑝 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔)

[19] 𝑂(𝑟1)𝑇𝐸𝑥𝑝 + 𝑂(1)𝑇𝑀𝑢𝑙 𝑂(𝑟1)(𝑇𝐸𝑥𝑝 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔)

[11] 𝑂(1)𝑇𝐸𝑥𝑝 + 𝑂(𝑛)(𝑇𝑀𝑢𝑙 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 𝑂(𝑛)(𝑇𝑀𝑢𝑙 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 

[12] 𝑂(𝑛′𝑟1)𝑇𝐸𝑥𝑝 + 𝑂(𝑟1)𝑇𝑀𝑢𝑙  𝑂(𝑟1)𝑇𝑀𝑢𝑙 + 𝑂(1)𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔  

[13] 𝑂(1)(𝑇𝐸𝑥𝑝 + 𝑇𝑀𝑢𝑙 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 𝑂(𝑟1)(𝑇𝑀𝑢𝑙 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 

[14] 𝑂(𝑛)(𝑇𝑀𝑢𝑙 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 𝑂(𝑛)(𝑇𝐸𝑥𝑝 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 

[15] 𝑂(𝑛)(𝑇𝑀𝑢𝑙 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔) 𝑂(𝑛)(𝑇𝐸𝑥𝑝 + 𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔)

Our Work 𝑂(1)𝑇𝐸𝑥𝑝 + 𝑂(𝑟1)𝑇𝑀𝑢𝑙  𝑂(𝑟1)𝑇𝑀𝑢𝑙 + 𝑂(1)𝑇𝑃𝑎𝑖𝑟𝑖𝑛𝑔  

Table 3. Feature-based comparative analysis. 

Scheme Multi-

authority 

Constant-length 

Ciphertext 

Proxy Re-

encryption 

Scheme Multi-

authority 

Constant-length 

Ciphertext 

Proxy Re-

encryption 

[8] [18] 

[9] [19] 

[10] [11] 

[30] [12] 

[31] [13] 

[16] [14] 

[17] [15] 

Our scheme 

6. CONCLUSION AND FUTURE WORK

CP-ABE is the efficient technique for the multicasting feature in the security. However, the basic CP-

ABE scheme suffers from various important features like ciphertext length. In research, authors have 

proposed different schemes for each of the features, but none of the schemes provided all of these 

features. Thus, in this paper, we have proposed a scheme to provide all-in-one features, which makes 

the proposed scheme applicable in many scenarios as compared to its predecessors. In the future, one 

can extend the scheme using proxy-based mechanism to make it suitable for cloud-based environments. 

One can also extend the proposed scheme for the constant-length secret key to reduce the complexity. 
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 ملخص البحث:

ش تدددددديمّش ردددددد ش شيددددددر   ش ش ددددددش   شفيدددددد شكددددددّ   يعدددددتشّفيرتّدددددديتمش بمتددددددحوشيددددددراّشٍ الى ددددددشش رايددددددتشكدددددّ  

دددددمّ اش ياعدددددتشّفيرتّددددديتمشفي م  ددددد ش  ددددد شفيلتشصدددددحش في  دددددشلاش ددددد شفصدددددرعش فشفيدددددمّ ش  وشفي يردددددشيشفيلّر

دددددد حشفيردددددد ش ر  ددددددتش دددددد ش وّش دددددد شششي ددددددتةش بمتددددددشششفيرتّدددددديتمشفي ال ددددددحشكردددددداشفيلّر فيبشئ ددددددحش  دددددد شفيلّر

ددددددد شششفي لدددددددرمت ش شي   مدددددددشش ددددددداّش تددددددديتمشفيمّصدددددددشيحشيّ شيافش  ددددددد ش   ىتدددددددحش ر  ىدددددددشششصتشصدددددددحشفيلّر

ددددد شششفي يردددددشيشفيلدددددم شي  لدددددرمتر اش ددددد شفيت فصدددددششش في ددددد فا فش ددددد شفيدددددمّ شفي تددددديمّش ددددد شلرىدددددتشصر

فيلددددددشٍبحلشي  ؤددددددتشفي يييدددددداوشفيربّمتددددددحشفيبشئ ددددددحش دددددد ش لددددددتش رلددددددت شفي م دددددد شفيىلددددددت شيلتشصددددددحش

ول دددددد ششاش  ددددددتي ش لشفلرددددددميش فكددددددسش   ددددددم وشصتشصددددددحش2021 دددددد ش ددددددش ششفيرتّدددددديتمشفيبددددددشئاش  دددددد شفيلّر

دددددد شششٍشصددددددرمتف شي ددددددش فشفيرتّدددددديتمشٍشيافشيددددددحلش   ددددددش  فشفيدددددد ش عشيتر ددددددشش فيرتّدددددديتمشفيبشئ ددددددحش  دددددد شفيلّر

 بش كدددددحوشٍشيربّمتدددددشششفيلدددددشٍبحاشيّ ش كّ دددددشش رىدددددلشفيدددددمّّ شفي تددددديمّشافشفيّ دددددا شفي ر تدّددددملشفيددددد  شيددددد  ف ش تدددددشش

دددد ششاش فدددد ياش دددداوّش  دددداشفيربّمتددددحش بددددا شفيدددد ش  ددددشيت ش رع دّددد ش ؤدددداشفيددددمّ شفي تدددديمّشٍ يددددش فش ددددت شفيلّر

ٍشيراصددددددىحش مددددددتشفي لددددددربىرتش ددددددّ ش دددددداّشفيرتّدددددديتمشفيدددددد  شيددددددراّشفيبتددددددش شٍددددددشش ىددددددمش ل دددددد فشيكرمكدددددد ش

شفلأ تشءا

دددددمحش ي رصدددددا ش  ددددد شكدددددّ ش تددددديمّ شٍ شفيّ ددددددا شيددددد فلشفلرم ددددد ش ددددد شةددددد ةشفيا لدددددحش ميبدددددحش رل 

دددددد  فيراصددددددىحش ف  صّددددددش اش فيؤددددددتيمششٍشصددددددرمتف شي ددددددش فشفيرتّدددددديتمشٍشيافشيددددددح ش دددددد ش لددددددتش ب تددددددتش ل 

ٍشيددددد فّمش وّشفيّ ميبدددددحشفي برم دددددحش رلّددددداشٍشلأ دددددشوش رددددد ش لددددد يحش ييددددد شة  دددددشوشفي رع بّدددددحشٍدددددشيبمف فشش

ش مشئتحشفيمّ تحا
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ABSTRACT 

The huge advance in information technology and communication has resulted in the growing usage of digital 

networks, which consequently handed an important role to information security. Steganography is the art of hiding 

secret message bits into different multimedia data to provide the transferred information with security against 

unauthorized access. Most techniques applying the pixel value differencing (PVD) approach depend on the 

sequential embedding manner that lacks security. This study proposes a method that uses a complex chaotic map 

to randomly choose the coefficients for embedding a secret message. First, the cover image is transformed through 

integer wavelet transform (IWT). The embedding process starts in the highest-frequency band of IWT and 

continues to the next subbands according to the message size. Adaptive embedding is then performed depending 

on the intensity variation between pixel pairs using PVD and least significant bit substitution. The nonsequential 

embedding performed using the chaotic map makes the method more secure. The experimental results show that 

the proposed technique achieves a high peak signal-to-noise ratio with an improved capacity compared with other 

techniques. 

KEYWORDS 

Data hiding, Integer wavelet transform, Pixel value differencing, Chaotic map. 

1. INTRODUCTION

Nowadays, a massive amount of information is being exchanged through the internet. Malicious users 

constantly try to steal information while performing transfers through that opened network. Information 

theft can cause systems to fail and countries to become defeated. Therefore, information security has 

become one of the most important topics to attract the attention of researchers. Cryptography [1]-[2], 

steganography [3], and watermarking [4] are the most popular technologies used to secure information. 

In cryptography, the sender changes the shape of the secret data, then using certain tools, the recipient 

returns the data back to its original shape. Although cryptography guarantees data confidentiality, the 

encrypted data can be traced and defined during transmission. This has resulted in an increase on the 

demand for data hiding techniques. Meanwhile, steganography is a technique of hiding secret data into 

another digital content, such as an image, a video, and an audio. The concealed secret data should not 

be seen by the naked eye [5]. Steganography is essential in security applications and in private and 

secure communication. Image steganography techniques are the most common, as image contains many 

redundant zones and is the most widely used media over the networks [6].  

A steganography system consists of a cover image, which is the original image, the secret data hidden 

in the original image, a stego image that is the original image after hiding the secret data in it, and a 

security key for better security [3]. Image steganography techniques can be categorized into two types: 

spatial and frequency domain-based techniques. In the former, the secret data are directly concealed in 

the cover media. The most popular spatial domain technique is the least significant bit (LSB) 

substitution. In this approach, the LSBs of the cover media are replaced by the secret data bits [7]-[8]. 

Another technique is the pixel value differencing (PVD) technique, which hides secret bits in the 

difference between two consecutive pixels [9]-[10]. Spatial embedding techniques have high embedding 

capacity and imperceptibility with low computational time and robustness against attacks [11]. In 

frequency domain-based techniques, the secret data are embedded in the frequency transformation of 

the cover media. Transformation techniques have higher computational time and higher robustness 

against attacks but have a lower embedding capacity. There are many transformation techniques used in 

data hiding such as discrete cosine transform [12] and discrete wavelet transform [4]. The major defiance 
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in steganography is the preservation of the statistical properties and the visual quality of the cover image 

after the secret data have been embedded. 

The quality of an image steganography system depends on three essential features, that is, image 

imperceptibility, payload capacity, and robustness. A tradeoff exists between these features; therefore, 

selecting the suitable embedding locations inside the cover image and identifying the amount of data to 

be embedded are important for achieving balance. Most steganography techniques select the cover 

image pixels sequentially to embed the secret data (e.g., PVD techniques). This manner of selection 

increases their vulnerability to statistical attacks. Chaotic map-based steganography techniques allow 

the embedment of the secret data in the cover image pixels in a nonsequential mode; however, they 

usually embed 1 bit of secret data into the cover image pixel, which limits the embedding capacity. 

Therefore, combining PDV techniques with chaotic map techniques could improve both security against 

statistical attacks and limited capacity. Embedding the secret data in sharp-edge regions is also less 

noticeable using human visual system compared with embedding them in smooth and uniform regions. 

Correspondingly, integer wavelet transform (IWT) is used to embed the secret data in the edge regions 

of the cover image. 

This study proposes a new image steganography technique that applies PVD using a chaotic map for 

pixel selection. Unlike usual PVD methods, the proposed method embeds the secret data into 

nonsequential selected image pixels. Random pixel selection is performed using a complex chaotic map, 

which is very sensitive to the initial conditions and control parameters. The contributions of the proposed 

technique are as follows: 

1- PVD is performed on the basis of a complex chaotic map, in which the selection of common pixels 

is completely random. Nonsequential embedding increases robustness to statistical attacks. 

2- Adaptive embedding based on the contrast difference between the coefficient pairs is proposed. 

3- High embedding capacity and efficiency are achieved with results that are comparable with those of 

other studies in the literature. 

The remainder of this paper is organized as follows: Section 2 presents the related materials and 

methods; Section 3 introduces the proposed system; Section 4 discusses the experimental results; and 

Section 5 provides the conclusions. 

2. RELATED MATERIALS AND METHODS

2.1 Related Materials 

Many image steganography techniques in the literature consider spatial and frequency domains. The 

method of selecting pixels for embedding the secret data is important in attaining efficiency. Adaptive 

selection, edge detection selection, random selection, and color-dependent selection aim to increase the 

embedding capacity while preserving the good quality of the stego image. Both the PVD and LSB 

methods are used to embed the secret data in gray and colored images. The PVD method is a spatial 

domain method proposed by Wu et al. [9]. In this method, the gray cover image is divided into 

nonoverlapping blocks. The difference between the two successive pixels in each block is calculated 

and used to embed the secret data. The PVD method has been enhanced by many researchers to improve 

its hiding capacity [13]-[15]. In Paul et al.  [16], PVD with nonsequential embedding was recently 

introduced. Pixel pairs were formed by taking the horizontal and vertical pixels from alternatively 

selected blocks. Although the embedding capacity was increased, the block selection depended on the 

predefined tables. Mandal et al. [17] proposed a data hiding technique based on the interpolation and 

difference expansion method. Although the proposed technique achieved a high embedding capacity, 

the gained peak signal-to-noise ratio (PSNR) was low. 

Sahu et al. [18] proposed two reversible data hiding techniques for grayscale images to improve the 

embedding capacity without sacrificing the image quality. The first technique used LSB matching in 

dual images, whereas the second technique embedded the secret data using n-rightmost bit replacement. 

Solak and Altınışık [19] proposed a two-step data hiding scheme based on LSB. The secret information 

was first encrypted using keywords and shifting. Next, two types of adaptive LSB+3 were proposed to 

hide the encrypted data into the cover image. Solak [20] proposed a hybrid data hiding technique based 

on LSB substitution and enhanced modified signed digit algorithms. In the proposed technique, the n-

adjacent pixels gained from the cover image and the k-least significant bits are used to embed the secret 
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data. Paul et al. [21] proposed a method for concealing the secret data in highly energetic pixels to 

increase robustness against statistical attacks. Liao et al. [22] investigated uniform and adaptive 

embedding. Setiadi [23] improved payload capacity in LSB using Canny and Sobel edge detection 

techniques. Feng et al. [24] proposed a method for minimizing the embedding distortion using the 

syndrome-trellis code. Chakraborty et al. [25] identified the edge areas using an edge predictor to 

conceal more secret data in sharper edges. 

Liao et al. [26] proposed a method for adaptively partitioning the payload capacity among the red–

green–blue channels of the cover image based on exploring the interchannel correlations. The method 

searches for high embedding probabilities and then modifies the pixel costs of the three channels. Liao 

et al. [27] also proposed a method for adaptively distributing the payload capacity among multiple 

images based on texture features for multiple-image steganography. They presented two strategies. The 

first strategy was based on the image texture complexity, whereas the second one was based on the 

distortion distribution. Al-Qwider et al. [28] proposed a hybrid security system based on gathering 

cryptography and steganography techniques. The secret message and the stego key were first encrypted 

using the modified Jamal encryption algorithm. The encrypted message was then hidden in the least 3–

3–2 bits of the red–green–blue components of the cover image. Laffont et al. [29] proposed an RGB 

image steganography technique based on the modulus function. Each pixel value was modified to 

conceal one digit of the secret data. Wang et al. [30] proposed a watermarking technique for color images 

based on discrete cosine transform and just noticeable distortion. Abraham et al. [31] proposed a color 

image watermarking scheme using spatial domain methods. Parah et al. [32] proposed a spatial domain 

watermarking technique based on inter block pixel difference. 

Saraireh et al. [33] proposed an image steganography system based on Haar-DWT. First, the secret 

message was encrypted using the advanced encryption standard algorithm. Next, the encrypted message 

was inserted in the DWT subbands. Valandar et al. [34] proposed an image steganography method based 

on IWT and chaotic map. First, IWT was applied on the cover image. Subsequently, the coefficients 

were randomly selected using a modified logistic map. Valandar et al. [35] also proposed a 

steganography technique based on a three-dimensional (3D) sine chaotic map. The secret message was 

embedded in the LL subband of IWT of an RGB cover image using the random numbers generated from 

the map. This algorithm embedded only one secret bit in each pixel of the cover image, resulting in a 

low embedding capacity. Ghebleh et al. [36] proposed a steganography system that concealed the secret 

data in the lifted discrete wavelet transform of the cover image. The secret data were randomly scattered 

in the cover image using a 3D chaotic map. Last,   Sharafi et al. [37] proposed a new hybrid chaotic map 

used to present an image steganography method. Wavelet transforms were applied on the cover and 

secret images using different types of shift operators to enhance resistance against different attacks.  

2.2 Methods 

2.2.1 IWT 

Dealing with digital images requires IWT due to the nature of image pixels, which are integer samples. 

Wavelet transform outputs are floating point numbers, even if the inputs are integers. Wavelet 

coefficients are rounded to integers, resulting in errors during the reconstruction of the original image 

from its transform version. A perfect reconstruction is achieved by eliminating the rounding error using 

a lifting scheme [38]-[39]. If 𝒂 and 𝒃 are two consecutive pixels, IWT can be computed by first 

computing the difference between 𝒂 and 𝒃 and then using that difference to compute the average as 

described in Equation (1). The inverse lifting is described in Equation (2) [40]. 

𝑑 = 𝑎 − 𝑏   ,  𝑠 =
𝑑

2
+ 𝑏 (1) 

𝑏 = 𝑠 −
𝑑

2
     ,  𝑎 = 𝑑 + 𝑏 (2) 

2.2.2 Chaotic Map 

Most hiding techniques use a chaotic behavior to securely embed the secret information in the cover 

data. Chaotic maps are sensitive to the primary state where small variations in the input may produce 

large variations in the output. In the proposed method, the complex chaotic map introduced by Ayubi et 

al. [41] is used to select the positions for the secret data embedment. It is represented in Equations (3)–

(5) as follows:  
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[z1(n + 1) ≡ (α ∗ (z1(n) z2(n))⁄ 2
+ c1)]CFOLD1  (3) 

[z2(n + 1) ≡ (β ∗ (z2(n) z1(n))⁄ 2
+ c2)] CFOLD 1 (4) 

(𝑧 𝐶𝐹𝑂𝐿𝐷 1) = 𝑧𝑟𝑒𝑎𝑙  𝑀𝑜𝑑1 + (𝑧𝑖𝑚𝑗𝑀𝑜𝑑 1) × 1𝑖          (5) 

where 𝑧1, 𝑧2, 𝑐1 and 𝑐2 are complex numbers and 𝛼 𝑎𝑛𝑑  𝛽 are integer numbers between [10, ∞]. This

chaotic map is used for color images, where the real and imaginary parts of 𝑧1 represent the image

coordinates. The real part of  𝑧2 is the color channel. For more security, the imaginary part of  𝑧2 can be

used to encrypt the secret data.   

3. PROPOSED SYSTEM

Steganography aims to suppress secret messages into digital media without triggering trepidation. 

Embedding secret data in sequential pixels makes the steganography technique weak against statistical 

attacks [42]. In this section, we present a steganography technique that utilizes PVD and LSB to embed 

the secret data into an RGB cover image. The usual PVD divides the cover image into sequential pixel 

blocks for embedding the secret data. Our proposed technique randomly selects pixels nonsequentially 

using a chaotic map. The details of the proposed technique are presented in the subsequent sections. 

3.1 Preprocessing 

The following preprocessing steps are performed before the embedding process: 

Step 1. The steganography system inputs are a cover image 𝐶 of size 𝑀 × 𝑁 × 3, random data with 

different sizes used as a secret message 𝑆𝑀 to be hidden in the cover image, and a secret key 𝐾. 

Step 2. Initialize the chaotic map control parameters (𝑧1, 𝑧2, 𝑐1, 𝑐2, 𝛼, 𝑎𝑛𝑑 𝛽).

Step 3. Extract the RGB color channels of 𝐶. IWT is applied on each 𝑅, 𝐺, 𝑎𝑛𝑑 𝐵 color channel of size 

𝑀 × 𝑁. Four subbands [𝐿𝐿, 𝐿𝐻, 𝐻𝐿, 𝐻𝐻] of size 𝑀 2 × 𝑁 2⁄⁄  are obtained for each color channel. 

Step 4. Save the original sign of the IWT coefficients of the cover image as an array of [1, −1] to be 

used in image restoration. 

Step 5. Collect the same subbands of the transformed coefficients of the three color channels together 

in a cell array {𝐻𝐻𝑅,𝐺,𝐵;𝐻𝐿𝑅,𝐺,𝐵; 𝐿𝐻𝑅,𝐺,𝐵; 𝐿𝐿𝑅,𝐺,𝐵}.

3.2 Embedding Process 

Steganography techniques concentrate on the maximization of the embedding capacity without 

contributing any visual image degradation. Traditional PVD methods sequentially embed a secret 

message in adjacent pixels by dividing the cover image into blocks. This embedding manner increases 

the detection ability by tracing the pixels of each block. In the proposed technique, nonsequential 

embedding is performed through two steps.  The first step ensures that all edges are specified by applying 

IWT. All IWT subbands are used to conceal the secret message; however, the embedding process starts 

in high-frequency subbands [𝐻𝐻, 𝐻𝐿, 𝐿𝐻] that represent the image's edge information. In the second 

step, a chaotic map is used to randomly select pixels from the IWT subbands. A complex chaotic map, 

which is very sensitive to the initial conditions and control parameters, is used to increase security and 

randomness. Figure 1 depicts the embedding process. The detailed steps are presented as follows: 

Step 1. Start with the cell 𝐻𝐻𝑅,𝐺,𝐵. Initialize a flag array of 0s converted to 1s after embedding to avoid

a repeated selection of coefficients. 

Step 2. Two consecutive coefficients 𝑝𝑥.𝑦.𝑧 and 𝑝𝑥+1.𝑦.𝑧 are selected from the transformed coefficients

of the selected cell using the position generated by the real and imaginary parts of 𝑧1 of the complex

chaotic map. The color channel of each selected coefficient is indicated by the real part of  𝑧2.

Step 3. The difference 𝑑 between the two coefficients 𝑝𝑥.𝑦.𝑧 and 𝑝𝑥+1.𝑦.𝑧 is computed. If the value of 𝑑
is <15, which indicates low variations between the two consecutive coefficients, then the secret bits are 

embedded through LSB substitution. Three bits are embedded into each selected coefficient from the 

LSB direction by applying the XOR function between the secret message bits and the generated secret 

key to obtain the new 𝑝𝑥,𝑦,𝑧
`  and 𝑝𝑥+1,𝑦,𝑧

`  coefficients.
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Step 4. If 𝑑 is >15, PVD is used to conceal the secret bits. The number of secret bits embedded in the 

difference value 𝑑 is specified by classifying the value of 𝑑 into four groups (Table 1). The number of 

secret bits 𝑛 and the corresponding lower bound 𝑙 are obtained according to the 𝑑 value. Start the 

embedding process using PVD by converting the secret bits 𝑛 into the corresponding decimal value 𝑐. 

1- A new difference 𝒅′ is calculated as indicated in Equation (6). The absolute difference between

the old and new differences is calculated to conceal the secret message in the difference values 

of the wavelet coefficients. A new value 𝑑′′ is obtained using Equation (7) and used to acquire

possible new wavelet coefficients as declared in Equations (8 and 9). 

𝑑′ = 𝑙 + 𝑓𝑙𝑜𝑜𝑟(𝑐/2)      (6) 

𝑑′′ = 𝑓𝑙𝑜𝑜𝑟((𝑎𝑏𝑠(𝑑 − 𝑑′) 2⁄ ))          (7) 

𝑝𝑥,𝑦,𝑧
` = 𝑝𝑥,𝑦,𝑧 ± 𝑑′′     (8) 

𝑝𝑥+1,𝑦,𝑧
` = 𝑝𝑥+1,𝑦,𝑧 ± 𝑑′′     (9) 

2- Two values of new coefficients are obtained for each original coefficient. The new 

coefficients 𝑝𝑥,𝑦,𝑧
`  and 𝑝𝑥+1,𝑦,𝑧

`  are selected as the values nearest to the original coefficients as

indicated in Equation (10). 

𝑝𝑥,𝑦,𝑧
` = { 

𝑝𝑥,𝑦,𝑧 + 𝑑′′     𝑖𝑓  |𝑝𝑥,𝑦,𝑧 − (𝑝𝑥,𝑦,𝑧 + 𝑑′′)| <  |𝑝𝑥,𝑦,𝑧 − (𝑝𝑥,𝑦,𝑧 − 𝑑′′)|

𝑝𝑥,𝑦,𝑧 − 𝑑′′     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑝𝑥+1,𝑦,𝑧
` = {

𝑝𝑥+1,𝑦,𝑧 + 𝑑′′     𝑖𝑓  |𝑝𝑥+1,𝑦,𝑧 − (𝑝𝑥+1,𝑦,𝑧 + 𝑑′′)| <  |𝑝𝑥+1,𝑦,𝑧 − (𝑝𝑥+1,𝑦,𝑧 − 𝑑′′)|

𝑝𝑥+1,𝑦,𝑧 − 𝑑′′     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(10) 

The newly obtained coefficients 𝑝x,y,z
` and 𝑝𝑥+1,𝑦,𝑧

`  are referred to as the stego coefficients. Their values 

must be between 0 and 255. 

Figure 1. Embedding process of the proposed method. 

Step 5. Steps 2–4 are repeated until the secret message bits are embedded. If the secret message has 

not ended, and all possible pairs in 𝐻𝐻𝑅,𝐺,𝐵 have been selected, the embedding process restarts from

step 1 using the next cell 𝐻𝐿𝑅,𝐺,𝐵 and so on for cells 𝐿𝐻𝑅,𝐺,𝐵 and 𝐿𝐿𝑅,𝐺,𝐵. 𝐿𝐿𝑅,𝐺,𝐵 is a low-frequency

subband; hence, the number of bits in Table 1 is reduced by only 1 bit in the case of PVD embedding 

to minimize the distortion in this band.  

Table 1. Difference groups and corresponding number of secret bits. 

Difference Groups [l-u] G1 [16-31] G2 [32-63] G3 [64-127] G4 [128-255] 

No. of secret bits 4 5 6 7 

3.3 Postprocessing 

The embedding process is completed by ending the message or by selecting all coefficient pairs in all 

subbands.  
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Step 1. The image is reconstructed after the embedding process. The original sign array is then used to 

give every stego coefficient its original sign by multiplying element-by-element the absolute of the stego 

array 𝐼` and the original sign array 𝐼 as follows:

𝐼`(𝑥, 𝑦, 𝑧) = 𝑎𝑏𝑠 (𝐼`(𝑥, 𝑦, 𝑧)) ∗ 𝐼(𝑥, 𝑦, 𝑧)           (11) 

Step 2. Finally, apply inverse IWT to obtain the stego image 𝐼`. Pseudo-code 1 illustrates the

embedding process in details. 

3.4 Extraction Process 

The same chaotic map initial conditions and secret key used in the embedding process are required to 

successfully extract the secret message. The extraction process starts with reading the stego image and 

transforming it into IWT. The chaotic map is then initialized, and a flag matrix is formed to prevent 

coefficient reselection. Figure 2 depicts the extraction process.  The extraction steps are summarized as 

follows: 

Pseudo-code 1: Embedding process 

Input: Cover image 𝐶, Secret message 𝑆𝑀, Secret key 𝐾, Initial values 𝑧1, 𝑧2, 𝑐1, 𝑐2, 𝛼, 𝛽.
Output: Stego image I′

1: (R, G, B)           𝐶  % RGB color channels 

2: [LL, LH, HL, HH]           IWT [(R, G, B)]         % IWT subbands 

3: [a b]          size(LL)  %  height and width of subbands 

4: for each R, G, B 

5:   if  [LL, LH, HL, HH] < 0 then 

6:   sign       -1  else  sign       1 

7:      end 

8: end 

9:  bandcell  {𝐻𝐻𝑅,𝐺,𝐵;𝐻𝐿𝑅,𝐺,𝐵; 𝐿𝐻𝑅,𝐺,𝐵; 𝐿𝐿𝑅,𝐺,𝐵}

10: [h w d]  size(𝐻𝐻𝑅,𝐺,𝐵)

11:   for counter =1 to 4 

12:   bandnew  bandcell(counter) 

13:   flag  zeros(h, w, d) 

14:   while  𝑠 < 𝑆𝑀 do 

15:  𝑧1 (𝛼 ∗ (𝑧1 𝑧2)⁄ 2
+ 𝑐1)

16:  𝑧1 mod ((𝑟𝑒𝑎𝑙(𝑧1)), 1) +  mod ((𝑖𝑚𝑎𝑔(𝑧1)), 1)*1i

17:  𝑧2 (𝛽 ∗ (𝑧2 𝑧1)⁄ 2
+ 𝑐2)

18:  𝑧2 mod ((𝑟𝑒𝑎𝑙(𝑧2)), 1) +  mod ((𝑖𝑚𝑎𝑔(𝑧2)), 1)*1i

19:   x  mod(𝑟𝑜𝑢𝑛𝑑(𝑟𝑒𝑎𝑙(𝑧1) × 1014), ℎ)
20:   y  mod(𝑟𝑜𝑢𝑛𝑑(𝑖𝑚𝑎𝑔(𝑧1) × 1014), 𝑤)
21:    z mod(𝑟𝑜𝑢𝑛𝑑(𝑟𝑒𝑎𝑙(𝑧2) × 1014), 𝑑) + 1
22:  if flag(x, y, z) == 0 && flag (X+1, y, z) == 0  then 

23:  𝑝1         abs(bandnew(x, y, z)) 

24:  𝑝2         abs(bandnew(x + 1, y, z)) 

25:  𝑑𝑖𝑓𝑓       abs(𝑝1 − 𝑝2)
26:   if 𝑑𝑖𝑓𝑓 > 𝑡ℎ  then 

27:  [𝑝1𝑛𝑒𝑤  𝑝2𝑛𝑒𝑤  𝑠] pvdembed(𝑆𝑀, 𝑑𝑖𝑓𝑓, 𝑠, 𝑝1, 𝑝2)  % Apply Eqs.(6:10)

28:   else 

29:  [𝑝1𝑛𝑒𝑤  𝑝2𝑛𝑒𝑤  𝑠] lsbembed(𝑆𝑀, 𝑠, 𝑝1, 𝑝2)  % 3-LSb replacement

30:   end 

31:   bandnew(x, y, z)          𝑝1𝑛𝑒𝑤

32:        bandnew(x + 1, y, z)          𝑝2𝑛𝑒𝑤

33:   end 

34:   flag(x, y, z)          1, flag(x+1, y, z)  1 

35:   end 

36:   bandcell(counter)  bandnew 

37:   end  

38:   Reconstruct image 

39:   Apply inverse IWT 

40:   Get  stego image I′
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Step 1. The stego image is frequency-transformed using IWT. The chaotic map is initialized. Two 

consecutive coefficients (𝑝𝑥.𝑦.𝑧 and 𝑝𝑥+1.𝑦.𝑧) are selected using the initialized chaotic map.  

Step 2. The difference between the two coefficients 𝑑 is computed. Three bits are directly extracted from 

the rightmost direction of the coefficients if 𝑑 is <15. 

Step 3. The lower bound 𝑙 is identified according to the range of the difference value if 𝑑 is >15 (Table 

1). The decimal value of the secret bits is calculated as follows: 

𝑐 = 2(𝑑 − 𝑙)         (12) 

Finally, the secret binary bits are obtained by transforming the decimal value 𝑐 into the binary form and 

concatenating all of them to acquire the secret message back. Pseudo-code 2 illustrates the extraction 

process. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Extraction process of the proposed method. 

Pseudo-code 2: Extraction process 

Input: Stego image I′, Secret message size, Secret key 𝐾, Initial values 𝑧1, 𝑧2, 𝑐1, 𝑐2, 𝛼, 𝛽.
Output: Secret message 

1: (R, G, B) I′  % RGB color channels 

2: [LL, LH, HL, HH]           IWT [(R, G, B)]         % IWT subbands 

3:  bandcell  {𝐻𝐻𝑅,𝐺,𝐵;  𝐻𝐿𝑅,𝐺,𝐵; 𝐿𝐻𝑅,𝐺,𝐵;  𝐿𝐿𝑅,𝐺,𝐵}

4: [h w d]    size (𝐻𝐻𝑅,𝐺,𝐵)

5:   for counter =1 to 4 

6:   flag  zeros (h, w, d) 

7:   while  𝑠 < 𝑆𝑀 do 

8:  𝑧1 (𝛼 ∗ (𝑧1 𝑧2)⁄ 2
+ 𝑐1)

9:  𝑧1 mod ((𝑟𝑒𝑎𝑙(𝑧1)), 1) +  mod ((𝑖𝑚𝑎𝑔(𝑧1)), 1)*1i

10:  𝑧2 (𝛽 ∗ (𝑧2 𝑧1)⁄ 2
+ 𝑐2)

11:  𝑧2 mod ((𝑟𝑒𝑎𝑙(𝑧2)), 1) +  mod ((𝑖𝑚𝑎𝑔(𝑧2)), 1)*1i

12:   x mod(𝑟𝑜𝑢𝑛𝑑(𝑟𝑒𝑎𝑙(𝑧1) × 1014), ℎ)
13:   y mod(𝑟𝑜𝑢𝑛𝑑(𝑖𝑚𝑎𝑔(𝑧1) × 1014), 𝑤)
14:   z  mod(𝑟𝑜𝑢𝑛𝑑(𝑟𝑒𝑎𝑙(𝑧2) × 1014), 𝑑) + 1
15:  if flag(x, y, z)== 0 && flag(x + 1, y, z) == 0 then 

16:   𝑝1
′          abs(bandcell(x, y, z)) 

17:   𝑝2
′          abs(bandcell(x + 1, y, z)) 

18:   𝑑𝑖𝑓𝑓       𝑝1
′  - 𝑝2

′

19:   if 𝑑𝑖𝑓𝑓 > 𝑡ℎ  then 

20:      extract using Table 1 and Eq. (12) 

21:   else 

22:      extract 3-LSB from each 𝑝1
′  and 𝑝2

′

23:   end 

24:   end 

25:   flag(x, y, z)  1, flag(x+1, y, z)  1 

26:   end 

27:   end 
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4. EXPERIMENTAL RESULTS

Many experiments were conducted to evaluate the performance of the proposed technique. 

Matlab®2017 software on an Intel®Core™i5 CPU at 3.10 GHz computer was used for the simulation 

process. Standard color images (4.2.01, Lena, baboon, pepper, boat, and house) measuring 512 × 512, 

which were downloaded from the SIPI image database [43] were used to evaluate and compare the 

results of the proposed technique with those of the other existing steganography techniques. Figure 3 

illustrates the cover images. Random data with different sizes were used as the secret messages.  

Three standard metrics were used to evaluate the performance of any proposed steganography technique. 

The first metric is the embedding efficiency that evaluates the stego image quality. The second one is 

the payload embedding capacity defined as the amount of secret bits that can be hidden into the cover 

image. The third metric is the technique's robustness against different image processing operations and 

attacks. 

- Embedding Efficiency Evaluation  

The embedding efficiency is assessed using the PSNR, mean square error (MSE), and structural 

similarity index measure (SSIM) [4, 44]. The PSNR measures the difference between the cover image 

and its stego version and is computed using Equation (13). The MSE is the error between cover and 

stego images obtained using Equation (14). The system quality increases as long as the PSNR increases 

and the MSE decreases. 

𝑃𝑆𝑁𝑅 =  10 log10 (
(255)2

𝑀𝑆𝐸
)        (13) 

𝑀𝑆𝐸 =  
1

𝑀×𝑁 × 3
∑ ∑ [𝐼`(𝑖, 𝑗) − 𝐼(𝑖, 𝑗)]2𝑁

𝑗=1
𝑀
𝑖=1   (14) 

where, 𝐼 is the cover image of size 𝑀 × 𝑁 × 3 and 𝐼` is the stego image.

Although the MSE and PSNR measure the absolute error between two images, the SSIM [35] measures 

the structural similarity between two images and is calculated by Equation (15). 

𝑆𝑆𝐼𝑀(𝐼, 𝐼`) = (2𝑢𝑥𝑢𝑦 + 𝑐1)(2𝜎𝑥𝑦 + 𝑐2) (𝑢𝑥
2 + 𝑢𝑦

2 + 𝑐1)(𝜎𝑥
2 + 𝜎𝑦

2 + 𝑐2)⁄   (15) 

where, 𝑥 and 𝑦 are two windows of common size; 𝑢𝑥 and 𝑢𝑦 are the averages of 𝑥 and 𝑦, respectively;

𝜎𝑥𝑦 is the co-variance of 𝑥 and 𝑦; 𝜎𝑥
2 is the variance of 𝑥; 𝜎𝑦

2 is the variance of 𝑦; and 𝑐1 and 𝑐2 are two

variables used to stabilize the division with a weak denominator. 

SSIM result is a value between 0 and 1, where 0 indicates no structural similarity, whereas 1 indicates 

full structural similarity. Table 2 presents the MSE, PSNR, and SSIM values for some test images at 

different values of embedding capacities. The proposed technique achieved a high PSNR (i.e., above 50 

dB for 125-kB embedding capacity). The achieved PSNR was greater than 30 dB, which is the PSNR 

threshold [45]. All achieved SSIM values were approximately 1, indicating the quality of the proposed 

system. Figure 4 shows the stego images after concealing 1,472,164 secret bits. The stego images clearly 

showed no degradation and were visually identical to the cover images, from which the naked eye cannot 

observe any difference between the cover and stego images. In summary, the proposed technique 

exhibited a good embedding efficiency. 

Table 2. Results of the PSNR, MSE, and SSIM. 

Cover 

image 

39kB 116kB 125kB 192kB 

PSNR MSE SSIM PSNR MSE SSIM PSNR MSE SSIM PSNR MSE SSIM 

4.2.01 56.46 0.14 0.99 51.76 0.43 0.99 51.43 0.46 0.99 49.54 0.72 0.99 

Lena 57.12 0.12 0.99 52.24 0.38 0.99 51.94 0.41 0.99 50.12 0.63 0.99 

baboon 52.82 0.33 0.99 48.15 0.99 0.99 47.86 1.06 0.99 46.01 1.62 0.99 

pepper 56.85 0.13 0.99 52.21 0.39 0.99 51.89 0.420 0.99 50.00 0.64 0.99 

boat 56.09 0.15 0.99 51.26 0.48 0.99 50.95 0.52 0.99 49.15 0.79 0.99 

house 56.53 0.14 0.99 51.77 0.43 0.99 51.45 0.46 0.99 49.58 0.71 0.99 
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Figure 3. Standard cover images: 4.2.01, Lena, baboon, pepper, boat, and house (left to right). 

Figure 4. Stego images: 4.2.01, Lena, baboon, pepper, boat, and house (left to right). 

- Embedding Capacity Evaluation 

The embedding capacity is the maximum amount of secret data that can be hidden in the cover without 

being noticed. It is also known as the embedding rate that can be calculated using Equation (16). 

𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑚𝑏𝑒𝑑𝑑𝑒𝑑 𝑠𝑒𝑐𝑟𝑒𝑡 𝑏𝑖𝑡𝑠

𝐼𝑚𝑎𝑔𝑒 𝑠𝑖𝑧𝑒
    (16) 

Figure 5 illustrates the efficiency of the proposed system at different embedding rates, where the PSNR 

is plotted at the embedding rates of 20%, 40%, 60%, 80%, and 100% for three colored images (i.e., 

Lena, pepper, and house). For the 20% embedding rate, the PSNR was greater than 45 dB and decreased 

as the embedding rate increased until approximately 35 dB at 100% embedding rate (1,578,972 bits). 

The proposed system achieved considerably high embedding rates with an acceptable PSNR. 

Additionally, the used images exhibited approximately the same results according to different 

embedding rates.  

Figure 5. Efficiency of the proposed system at different embedding rates. 

- Robustness Evaluation 

Figure 6 shows a histogram plot of the RGB color channels of the Lena cover image and the Lena stego 

image to determine the robustness of the proposed system against a histogram analysis. The histogram 

form for the three colored channels was conserved with very minimal changes. Figure 7 plots and fits 

the histogram of the difference between the cover and stego images as a normal distribution. The 

histogram of the difference values is concentrated around zero, indicating the robustness of the proposed 

system. 

We used the Virtual Steganographic Laboratory (VSL) tool to test the proposed technique against 

steganalysis. The VSL tool is a steganography detection software used to apply the RS analysis, which 

estimates the concealed message's length. Figure 8 presents a sample report of the VSL tool showing 

the name of the input stego image and the corresponding detected message size in bytes. For the used 

images, the ratio between the average detected capacities to the actual capacity was computed. The 

obtained detection ratio was 20%, indicating the robustness of the proposed technique. 
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Figure 6. Histogram of the Lena cover and  Figure 7. Histogram of the difference between

stego images.        the Lena cover and stego images.    

Figure 8. VSL sample report. 

- Computational Complexity

Computational complexity is important for evaluating the performance of any algorithm. It depends on 

the processor speed, available memory, and algorithm type. Table 3 presents the processing time of the 

proposed technique. The obtained results were compared with those proposed in [34] using the same 

cover image and embedding capacities. 

Table 3. Processing time of the proposed technique. 

Cover image Secret message (kb) Embedding time (s) Extraction time (s) 

Proposed technique [34] Proposed technique [34] 
Lena Random data (39) 0.286129 0.827536 0.138638 0.469742 

Lena Random data (116) 0.628100 1.568793 0.487249 1.391331 

Lena Random data (125) 0.656901 1.596450 0.419632 1.403308 

  - Comparison of the Proposed Technique with Other Techniques 

Some algorithms based on IWT that used the same color images and implemented chaotic maps were 

used to compare our technique with that in the literature. Table 4 shows the comparison results of the 

proposed technique and those proposed in [34] and [36] according to the embedding capacity, PSNR, 

and SSIM. Although the PSNR values reported in [34] and [36] were higher than those achieved by the 

proposed system at the same payload capacity, we found a high amelioration in the embedding capacity; 

that is, 1,578,972 bits can be hidden without any degradation in the image with approximately 38 dB. 

Table 5 presents the comparison results of the proposed technique and those presented in [35] and [29]. 

In [35], 77,244 bits were embedded as the secret data in the cover images (Lena, baboon, pepper, and 

jet). Compared with the technique presented in [35],  the proposed technique achieved higher PSNR and 

SSIM values for Lena, pepper, and jet but lower values for baboon. In [29], different sizes of secret data 

were embedded into the cover images. Table 5 shows that the results accomplished using the proposed 

technique were greater than or approximately equal to those achieved in [29].   
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Table 4. Comparison of the proposed technique with methods in the literature. 

Cover 

image 

Proposed technique [34] [36] 

capacity PSNR SSIM capacity PSNR SSIM capacity PSNR SSIM 

Lena 125 kb 51.944 0.9998 125 kb 52.998 0.9979 125 kb 56.135 0.9997 

baboon 125 kb 47.868 0.9994 125 kb 52.993 0.9993 NA NA NA 

Table 5. Comparison of the proposed technique with methods in the literature. 

Cover 

image 

Secret 

size 

(bits) 

Proposed 

technique 
[35] Secret 

size 

(bytes) 

Proposed 

technique 

[29] 

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM 

Lena 77244 54.1489 0.9999 51.3761 0.9984 83654 41.5132 0.9980 41.2968 NA 

baboon 77244 49.9544 0.9997 52.4228 0.9991 91286 41.2815 0.9949 40.8535 NA 

pepper 77244 54.0779 0.9999 52.3907 0.9986 78612 42.0032 0.9981 41.5641 NA 

jet 77244 53.7585 0.9998 51.9846 0.9980 81851 41.1846 0.8893 41.2968 NA 

With relevance to the PVD-based methods, the proposed technique was compared with that in [46] as a 

PVD-based method that uses the same color images with the same size. Table 6 shows that the proposed 

technique achieved a higher PSNR compared with that in [46] under the same payload capacities for all 

images. Table 7 presents a comparison of the proposed technique and the algorithms in [22], [24], [25], 

[21] and [9] according to the payload embedding capacity and the PSNR. The proposed technique had 

a higher embedding capacity with an acceptable PSNR than the other algorithms. The maximum payload 

that can be embedded without any image degradation was 2bpp with 37.5 dB PSNR, which proved the 

superiority of the proposed technique.  

Although many techniques apply PVD and achieve a higher capacity than the proposed technique, most 

of them implement the commonly used sequential embedding approach. On the contrary, the proposed 

technique selects the pixel pairs in a fully nonsequential manner using a chaotic map that leads to 

increased security. Embedding the secret data in the IWT subbands also ensures complete reversibility 

and prefect reconstruction of data. 

Table 6. Comparison of the proposed technique with PVD-based methods. 

Image 

512x512x3 

Payload 

capacity 

Embedding 

rate (bpp) 

PSNR 

PVD [46] proposed 

Lena 810757 1.030 37.13 40.31 

baboon 918877 1.168 34.95 36.87 

pepper 812986 1.033 36.74 39.81 

jet 818887 1.041 36.36 39.24 

boat 851837 1.083 36.03 38.66 

house 834866 1.061 36.57 39.01 

Average 841368 1.069 36.30 38.98 

Table 7. Average embedding rate (AER) and the PSNR comparison. 

Method AER (bpp) PSNR (dB) 

Liao et al. [22] ≤ 1 44.72 

Feng et al. [24] ≤ 1 26.83 

Soumendu et al. [25] ≤ 1 30.0 

Paul et al. [21] ≤ 1 38.54 

Wu et al. [9] 1.56 39.06 

Proposed technique 2.00 37.54 

Table 8. Comparing PSNR values using binary secret logos. 

Binary logo 

size 

        9×(85×85)  64×64        3×(64×64) 

Proposed [37] Proposed [30] [31] Proposed [32] 

Lena 54.9103 54.4578 66.8594 45.4018 53.35 62.4419 40.58 

baboon 51.6294 52.1523 63.0485 43.8262 53.35 58.2916 39.60 
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Table 8 shows a comparison of the proposed technique with recent techniques using binary secret logos. 

The results indicate that the proposed technique had the superiority according to PSNR and 

embedding capacity.      

5. CONCLUSIONS

In this study, we proposed a new image steganography technique based on the nonsequential application 

of the PVD approach using a complex chaotic map to withstand statistical attacks. We performed 

adaptive embedding using LSB or PVD to minimize the embedding distortion. The embedding process 

started in the highest-frequency detail band of IWT and continued to the other bands until the secret data 

embedding was completed.  

Many experimental tests were conducted to evaluate the performance of the proposed technique. In 

summary, we obtained the following conclusions: 

-  According to the embedding efficiency test, the stego image looked identical to the cover image, from 

which the naked human eye cannot observe any difference between the two images even at high 

embedding rates.  

- The robustness of the proposed technique was achieved. We observed no difference between the 

histograms of the cover images and the corresponding stego images. Moreover, only 20% of the 

embedded secret data could be detected using the VSL tool. 

- In comparison with other techniques, the proposed technique exhibited a good performance and a good 

balance between the embedding capacity and imperceptibility.   
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 ملخص البحث:

ب    ل شّدددددد ُ فدددددد     صدددددد    الدددددد  ا ددددددت هائ  أدىّ التقّددددددهئّ الي تددددددي  ددددددم ت والا  دددددد  ال   ا دددددد    ا تّ 

د ر هددددد ئّ، لدددددذار ل ددددده    ددددد  التقّو ددددد    ذيّ يج دددددي أ دددددت ال   ا ددددد   لددددد ق  دددددمر ال ددددد  الدددددال ّ 

ددددددي الدددددد  رسفدددددد ّ ر دددددد تي  ددددددّ يمّ  ددددددم     دددددد     دددددد تي التاّاُ دددددد ي ال  ت فددددددم    ددددددت هائ رّ دددددد  ال ق 

ددددددي التدّددددد ددي لتددددددا    ال دددددد ش ل    ا دددددد   ال وقالددددددم،  تجددددددهر ا  دددددد ر  الدددددد  أشّ ال   دّددددداي أ  ال ق 

ت ت ددددده ل ددددد  أ ددددد ا   (PVD  يقدددددم التفّ يدددددق  ددددد ت ق ددددد   الدددددو ق  ق غ لب دددددم التقّو ددددد   التدددددم ت بّ ددددد

ت ال   ا   ،  التضّ  ت التتّ  ُ مر ال   الذي يضّ   أ  

سدددددددت هئ س ي دددددددم  اخدددددددايم   قدّدددددده  ل ست ددددددد ر  دددددددم الّ  يقدددددددم ال قت ثدددددددم  دددددددم هدددددددذا الب ددددددد ر تُ 

ددددددي تضدددددد  ت الّ  دددددد لم السّددددددّ يم، يددددددتّ  أ ّ   ً ت ايددددددي  ددددددار  ال شددددددااتم لل اا ال اا ددددددي  ددددددت أ  

(،   ددددده تلدددددلر تبدددددهأ ل   دددددم التضّددددد  ت  دددددم IWTالغددددد ت    دددددت هائ ت ايدددددي ال ايجددددد   التدّدددد ئّ  

الف ل ددددددم الوّ  قدددددد    الل دددددد   ددددددت ت ايددددددي ال ايجدددددد   التدّددددد ئّ  تسددددددت ّ  الدددددد الوّ دددددد ر التدّددددد ددّي 

ددددددق تغ  دددددد دددددده   دددددد ت أل اا الددددددو ق      ددددددت هائ الت ل ددددددم،  يددددددتّ  ر دددددد اّ التضّدددددد  ت التّ  فّددددددم       الشّ 

(، LSB(  ا تبهال ال ااّ القيّ أهّ  م  PVDالتفّ يق   ت ق    الو ق    

خدددددددددايم الّ  يقدددددددددم    يج ددددددددي التضّددددددددد  تُ   غ  ُ التتّددددددددد   م  الدّدددددددذي يدددددددددتّ   اا ددددددددد م ال  ي ددددددددم الف ا 

ال قت ثدددددم أماددددد  أ   ددددد ً،  قددددده   وّددددد  الوتّددددد تت التجّ يب دددددم أشّ التقّو دددددم ال قت ثدددددم  دددددم هدددددذ  الارقدددددم 

دددددومثققددددد   سدددددبم ر ددددد ر   الددددد   ددددد م   س    ق ر تيددددد    ددددد ر   لدددددهى خدددددج ت ل ل دددددم رخددددد  مً الددددد    

س ى،ُ ست ه  م أُ 
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ABSTRACT 

The ability to interpret spatiotemporal data streams in real time is critical for a range of systems. However, 

processing vast amounts of spatiotemporal data out of several sources, such as online traffic, social platforms, 

sensor networks and other sources, is a considerable challenge. The major goal of this study is to create a 

framework for processing and analyzing spatiotemporal data from multiple sources with irregular shapes, so 

that researchers can focus on data analysis instead of worrying about the data sources' structure. We introduced 

a novel spatiotemporal data paradigm for true-real-time stream processing, which enables high-speed and low-

latency real-time data processing, with these considerations in mind. A comparison of two state-of-the-art real-

time process architectures was offered, as well as a full review of the various open-source technologies for real-

time data stream processing and their system topologies were also presented. Hence, this study proposed a 

brand-new framework that integrates Apache Kafka for spatiotemporal data ingestion, Apache Flink for true- 

real-time processing of spatiotemporal stream data, as well as machine learning for real-time predictions and 

Apache Cassandra at the storage layer for distributed storage in real time. The proposed framework was 

compared with others from the literature using the following features: Scalability (Sc), prediction tools (PT), 

data analytics (DA), multiple event types (MET), data storage (DS), Real-time (Rt) and performance evaluation 

(PE) stream processing (SP) and our proposed framework provided the ability to handle all of these tasks. 

KEYWORDS 

Spatiotemporal big data, Real-time processing, Stream processing, Apache Kafka, Apache Flink, Apache 

Cassandra, Apache Spark.  

1. INTRODUCTION

One of the new elements for Internet-based applications is spatial-temporal data. Data utilized for real-

time analytics has become a part of production data in new internet application trends [1]. 

Spatiotemporal data is in enormous quantities through a variety of activities, such as clicks on a social-

media platform orders, sales, shipment data in retail and so on. As the internet-connected world grows 

exponentially, a vast volume of data is generated in a continuous stream from a variety of sources. 

Five billion people utilize various varieties of mobile devices, according to [2]. Again, according to an 

IBM big-data study, there will be around 35 zettabytes of data generated yearly from 2020 [3] and data 

growth will be 50 times faster than it is presently [4]. Every day, 2.5 quintillion bytes of information 

are created [3]. The amount of data that can be generated is limitless. This phenomenon is referred to 

as "big data" [1]. In conjunction with this concept, the 3V's of big data (Volume, Velocity and Variety) 

have been coined [5]. The first V stands for the massive amounts of data produced by these 

technologies. The second V represents the rate at which the sources generate these data, while the third 

V represents the data's heterogeneity. There is usually a large amount of spatial-temporal data [6] that 

is being generated. The 3.8 billion individuals and 8.06 billion internet-connected devices are 

responsible for the vast amounts of data produced [7]. According to [8], one zettabyte of data was 

generated in 2010 and seven zettabytes in 2014. As a result of the rapid emergence of massive 

spatiotemporal datasets, volume, variety and velocity are all concerns that must be addressed. The 

phrase "spatiotemporal big-data volume" refers to a large number of data that necessitates a great 

amount of processing and storage [9]. The volume of data is increasing faster than computational 

processing devices can keep up [10]. Spatiotemporal data is a continuous stream of data in terms of 

velocity. As a result, the concerned stakeholders have to spend a lot of money on processing [11]. 

Real-time data stream processing is critical for a variety of applications, but processing a massive 

volume of data coming from several sources, like online traffic, sensor networks and many other 

sources, is a significant issue [3]. The most serious problem has been that the spatiotemporal big-data 
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system is based around "Hadoop"; namely "MapReduce" [12]-[13]. This framework has a high level 

of scalability and fault tolerance. A vast volume of data in batches can be managed by this system and 

it provides observation blow understanding of past data, but it can only analyze a constrained 

collection of data. Although MapReduce [14]–[19] isn't designed for processing real-time stream 

applications, its critical function is to process data as soon as it arrives to get a quick response and 

make effective decisions. As a result, for effective and speedy analysis having very low latency and 

high throughput, a real-time stream processing spatiotemporal data novel framework is required. 

From the literature, it is observed that there is a vast growth of spatiotemporal datasets which are 

coming from different sources, resulting in different structures of spatiotemporal datasets. This leads 

to a serious problem known as heterogeneity of spatiotemporal data [6]. Processing of these 

spatiotemporal datasets is challenging, as they do not have a common data structure presentation for 

modeling, resulting in inaccurate results during data analytics. Also, it was observed that 

spatiotemporal big-data systems are based around “Hadoop”, which is not designed to process data in 

real time; hence, in our study, we proposed a true-real-time stream processing framework for 

spatiotemporal data, that takes care of the heterogeneous data issues and processes big spatiotemporal 

data in real time.  

This paper gives an overview of certain essential concepts in spatiotemporal unbounded data, stream 

processing, big-data storage and other related fields. After that, we present some tools and systems that 

enable real-time data processing. A full comparison of various queueing message systems, stream 

processing platforms and data storage platforms is also made available. In addition, we offer a novel 

framework based on the previous comparison. Finally, we compare and contrast our suggested novel 

framework with others from the literature. The rest of the paper is structured as follows: Section 2 

highlights spatiotemporal big data. Data-processing technologies are presented in Section 3. Section 4 

presents the distributed queuing management technologies with a comparison among them. Section 5 

presents the technologies for big-data storage. The state-of-the-art real-time processing architectures 

are highlighted and compared in Section 6. Section 7 presents the proposed framework and Section 8 

provides the conclusions. 

2. SPATIOTEMPORAL BIG DATA

In terms of spatial data storage, geographic analysis and spatiotemporal visualization, a lot of big-data 

platforms fared poorly [20]. In industry, research and a range of other fields, the term "big data" is 

now commonly used. "Spatiotemporal big data" describes the creation of huge datasets, which are 

unable to be analyzed and managed due to the vast amount and complexity of data collected at a 

certain given time. As information technology has progressed, the demand for processing, 

understanding and displaying spatiotemporal large data has increased significantly. A vast volume of 

geographical and spatiotemporal data, as well as its application sectors, necessitate a distributed and 

highly scalable data-processing system [21]. This demand is being met by researchers from both 

academia and industry. The MapReduce framework, Hadoop [22], NoSQL databases [23] and Spark 

[24] are all used in modern large-scale geographic data processing systems. The majority of these 

systems improved previous systems by adding spatial or spatiotemporal support as a layer on top of 

them or by extending the core of them. A high number of these systems were built from the ground up 

or run on platforms other than Hadoop, NoSQL and Spark. A true-real-time stream processing 

spatiotemporal data framework having these properties; namely, scalability (Sc), prediction tools (PT), 

data analytics (DA), multiple event types (MET), data storage (DS), Real-time (Rt) and performance 

evaluation (PE) stream processing (SP), is rare in the literature. 

 Stream Processing (SP): To process data that just comes in, the system should use stream

processing. Stream-processing technologies enable us to transform and analyze data as it is

being received. As a result, stream processing is critical for delivering real-time functionality

[25].

 Data Storage (DS): To save essential data, the system needs to include a data-storage layer.

This data can be used in other operations as well as for historical analyses. Furthermore,

storage systems should be able to store a vast amount of data as a result of the size of

spatiotemporal data [26].
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 Performance Evaluation (PE): To demonstrate the proposed system's correctness and

effectiveness, an assessment should be available. In many cases, performance is critical; as a

result, it should've been evaluated to present enterprises with adequate knowledge to measure

the success of the suggested solution and its suitability for the current circumstances [25].

 Multiple Event Types (MET): The technology should support a wide range of kinds of events

as input sources, including various forms, such as XML, Java Map and JSON and also as

unstructured forms, such as text, CSV and actual data. This characteristic will enable the

framework to manage and incorporate a diverse set of spatiotemporal data sources, allowing it

to be used in real-world settings [25].

 Scalability (Sc): Modern large-data stream processing engines stress scalability as a

fundamental quality attribute [27]. The system must be scalable; this is to aid a high volume of

data control. In most cases, more data sources can be incorporated into the same infrastructure

and this should be able to handle the influx of new spatiotemporal data [25].

 Prediction Technologies (PT): The technology could also provide developers with prediction

tools to help them enhance the level of service and the outcomes [25].

 Data Analytics (DA): This spatiotemporal (heterogeneous) data must be analyzed by at least

one mechanism in the system. The capacity to evaluate the data we collect to uncover and

report circumstances of interest to interested agents is one of the most significant benefits of

the internet of things [26].

 Real-time Processing (RP): Spatiotemporal data should be processed in real time or close to

real time. This kind of system will be able to respond to situations of interest as early as

possible and as effectively as possible if we can conduct all of the supplied functionality

immediately [25]-[26].

3. DATA PROCESSING TECHNOLOGIES

3.1 Data Stream Processing 

Real-time data analytics with low latency and high throughput needs became increasingly important in 

many sectors, such as healthcare, transportation and smart homes [28]. In the industry, stream 

processing is getting a lot of popularity as a new programming paradigm for implementing real-time 

data-driven applications [29]. “A stream is an infinite series of tuples in a distributed data stream 

processing system (DSPS). A data source reads data from an external source (or sources) and feeds it 

into the system as streams of data. A processing unit (PU) takes tuples from data sources or other PUs 

and processes them with user-supplied code. It can then transfer the data to other PUs for further 

processing [30]. To express parallelism, a DSPS typically uses two levels of abstraction (logical and 

physical). An application is typically depicted as a directed graph in the logical layer, with each vertex 

corresponding to a data source or a PU and direct edges indicating how data tuples are transmitted 

between data sources/PUs. Each data source or PU can run as many parallel jobs as possible on a 

cluster of machines and each task is an instance of that data source or PU. A DSPS's physical layer 

typically consists of a group of virtual or physical machines that process data received and a master 

that acts as the cluster's central control unit, distributing user code, scheduling jobs and monitoring 

them for problems. An application graph is run on numerous worker processes on multiple (physical 

or virtual) machines at runtime. In most cases, each machine is set up with many slots. The number of 

slots specifies how many worker processes can execute on this machine and can be pre-configured by 

the cluster operator based on hardware constraints (such as the number of CPU cores)”. Each worker 

process has its slot, which is used to process data tuples using user code utilizing one or more threads. 
Normally, at runtime, a job is assigned to a thread (even if it does not have to be this way). A 

scheduling mechanism in a DSPS outlines how threads are assigned to processes and machines. A 

default scheduler is included with many DSPS; however, it can be modified with a custom scheduler. 

The default scheduler often employs a straightforward scheduling approach that distributes threads to 

pre-configured processes, which are subsequently assigned to machines in a round-robin fashion. This 

technique results in a nearly even workload distribution throughout the cluster's available machines. In 

addition, a DSPS usually provides multiple grouping options, which specify how tuples are distributed 

among tasks [30]. 
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3.2 Stream Processing Platforms 

In this part, we explore and present the differences between data stream processing tools, such as 

Apache Spark, Apache Hadoop, Apache Storm and Apache Flink. To organize and analyze data, 

classic relational database management systems, as well as many current batch processing tools, like 

Hadoop and Spark, have been deployed. Although these technologies have progressed and are 

beneficial for several products, they are not the greatest choice for creating real-time applications [31]. 

As a result, emerging innovations, like Apache Storm, Apache Flink and others, have been developed 

to manage vast quantities of data streams, process them and analyze them as they move to accomplish 

the demands of real-time applications. These technologies strive to capture the importance of time in 

real-time analytics, streaming analytics and sophisticated-event processing. We are inspired to provide 

a truly real-time stream processing framework for spatiotemporal data because of the necessity of such 

emerging technologies. We will show that earlier techniques, such as MapReduce, do not provide real-

time processing despite their capacity to process a vast volume of data, not minding the rate at which 

the data comes in. 

Apache Spark: Spark is a unified large-data analytics engine with built-in streaming, SQL, machine 

learning and graph-processing modules. It was created at the University of California in 2009, released 

as an open source in 2010 and given to the Apache Software Foundation in 2013, which has been in 

charge of the project since then. Spark is the successor to Hadoop, which was the original big-data 

analytics platform and was used for batch processing [32]. The MapReduce paradigm typically 

employs a linear data flow to take data out of the disc, map a function across the data, reduce the 

results to that map and ultimately save this reduced result on the disc-inspired Spark. Furthermore, 

Spark's “Resilient Distributed Dataset” (RDD) enables multiple readings of datasets as well as 

interactive data analysis [33]. The Spark adds in-memory processing, which allows for up to 100 times 

quicker processing, albeit it has the drawback of requiring smaller datasets than Hadoop due to 

resource constraints. Spark's architecture is made up of Spark Core, which is the project's foundation 

and the modules or frameworks listed above, which are built on top of it: MLlib for machine learning, 

Spark Streaming, Spark SQL and GraphX for graph processing. Through an API based on the RDD 

abstraction, Spark Core provides basic I/O functionality as well as distributed task dispatching and 

scheduling. This construction is depicted in detail in Figure 1. 

Apache Hadoop: It's a platform with open access for data processing that makes use of commodity 

technology to store and analyze enormous volumes of data. The Hadoop ecosystem is seen in Figure 2 

along with the framework's major components. The “Hadoop Distributed File System” (HDFS) and 

the “MapReduce programming” style are the two most significant components of the Hadoop 

architecture. The data is stored in HDFS and processed in a distributed way using MapReduce. 

Despite its many benefits, Hadoop lacks storage and network encryption, has limited flexibility, is 

unsuitable for tiny-data collections and has a large I/O overhead. Hadoop, particularly the Map-

Reduce framework, which is never the better technology for processing the most recent set of data, is 

constrained to batch processing. This is one of its major disadvantages [3]. 

Figure 1. Apache Spark architecture. Figure 2. Hadoop ecosystem [3]. 

Apache Storm: It's an open-source distributed framework that makes it easier to create fault-tolerant 

programs that run in parallel on computing clusters [34]. The Storm was developed by BackType, a 

business that was acquired by Twitter in 2011. It is an Eclipse Public License-compliant open-source 

project. In Storm, a topology is a computing network (Figure 3) that defines how data (such as tuples) 

travels between processing units [35]. A topology can continue to run indefinitely or until it is 

interrupted by a user. Similar to earlier application designs, a topology gathers information and 
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separates it into portions that are handled by assignments to cluster nodes. Data that nodes share 

is tuples, which are sorted collections of values. The Storm is built on a master-slave paradigm, with a 

master node running the Nimbus daemon and keeping a membership list to ensure data-processing 

reliability. According to Nimbus, it connects to Apache Zookeeper [35]. 

A Storm cluster is comprised of 3 nodes, as illustrated in Figure 4: "Nimbus," (when the original 

Nimbus instance fails, the secondary Nimbus instance takes over [36]). That is the same as Hadoop's 

job tracker, "Supervisor," which is in charge of starting and halting the process and "Zookeeper," a 

common coordination server that governs the cluster of the Storm [3].  

Figure 3. Topology of a storm.     Figure 4. Storm Architecture [36]. 

Apache Flink: It’s a platform for stream and batch data processing with open access, that arose from a 

fork of the "Stratosphere" project, which was founded in 2010 and developed by a team of researchers 

from Humboldt-Universität zu Berlin, Technical University Berlin and Hasso-Plattner-Institut 

Postdam with funding from the German Research Foundation. The project's goal was to develop a new 

big-data analytics platform to aid research in Berlin-area universities. It was elevated to a high-stage 

project at the “Apache Software Foundation” at the end of 2014 [32]. The master-slave model is the 

base design for Flink, which is made up of three primary components. Job Manager: It is the 

distributed execution's coordination node (master node) that manages the data flow between the slave 

nodes' task managers. The Task Manager is in charge of executing the operators that receive and 

produce streams, notifying the Job Manager of their status and exchanging data streams amongst the 

operators (task managers). Client: It converts computer code into a data-flow graph, which is then sent 

to the Job Manager to be executed. Flink is a native (true) stream-processing framework that can also 

handle batch processing, considering each batch as a stream of bounded data. Apache Flink combines 

stream processing with CEP (Complex-event Processing) [37] technology to provide real-time data 

analysis and response. Flink allows us to apply transformations to data streams and then analyze the 

results [38]. Figure 6 shows the ecosystem of flink. 

Figure 5. Structure of streams [32]. Figure 6. An ecosystem of Flink. 

Streams that are unbounded and bounded are depicted in detail in Figure 5. Unbounded streams have a 

beginning, but no finish; and to achieve a complete result, the sequence in which the events are 

generated frequently matters. Bounded streams have a beginning and an end, but they may be sorted; 

thus, the order of events isn't important. Batch processing is the term for this method.  

Table 1 lists the characteristics of the data-processing tools mentioned in this paper. For stream 

processing, Flink is a better technology for true real-time processing, Hadoop handles batch 
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processing and Spark can manage micro-batching, according to the comparison of several streaming 

data processing platforms offered in Table 1. To minimize the latency overhead that batching and 

micro-batching impose, Storm uses the spouts and bolts to execute one-at-a-time processing. Flink 

supports batch and true stream processing. It's highly optimized, with features such as light-weighted 

snapshots and it appears to be the data stream management system, the market leader. As we can see, 

the majority of the desired features (low latency, high throughput, guarantee of exactly-once execution 

and state management) are available. As a result, we adopt Flink as our computational framework for 

processing streaming data in our study. 

Table 1. Data-processing technologies. 

Features Apache Spark Apache Flink Apache Hadoop Apache Storm 

Open access Yes Yes Yes Yes 

Coordination tool Zookeeper Zookeeper Zookeeper Zookeeper 

Language Python, R, C#, 

Scala, Java 

Scala, Python, 

SQL, Java 

Scala, Python, 

Java 

Any PL 

In-memory processing Yes Yes No Yes 

Data processing Batch/Stream 

(micro-batch) 

Batch/Stream 

(Native) 

Batch Streaming 

Execution model Micro-batch Real-time (Ture 

streaming), micro-

batch and batch. 

Batch Real-time (one 

at a time) 

Fault tolerance Yes Yes Yes Yes 

Achievable latency Low latency Lowest latency as 

compared with 

Spark and Storm 

High Very low 

latency 

Data-processing 

guarantee 

Exactly-once 

processing 

Exactly-once 

processing 

Exactly-once 

processing 

At least once 

processing 

Data storage Yes Yes Yes No 

Optimization Manual Automatic Manual Manual 

Operating system Windows, 

macOS, Linux 

Linux, macOS, 

Windows 

UNIX, Windows Windows, 

Linux, macOS 

Throughput High Very high Very low Low 

Flink has similar features to Spark, but it operates as a native stream engine, posing numerous 

obstacles to Spark in stream processing (e.g. in the case of latency and recovery). Flink also appears to 

be stronger than Storm [39]. 

4. DISTRIBUTED QUEUING MANAGEMENT TECHNOLOGIES

Data is transferred from one program to another using a messaging system. Applications can 

concentrate just on data rather than on how it is exchanged. Traditional messaging systems exist, but 

the majority of them are incapable of working with a huge volume of data in a real-time setting. 

Message queuing reliability is a key feature of distributed messaging systems. The P to P (point to 

point) pattern and the publish-subscribe pattern are the two types of message patterns. In a messaging 

system, the publish-subscribe, commonly known as pub-sub, is used [1]. Publish/subscribe messaging 

has been supported by distributed queue management solutions, like RabbitMQ, Amazon Kinesis, 

Kafka and Google Pub/Sub in recent years [31]. When it comes to transferring massive amounts of 

data around for real-time applications, these technologies have provided some beneficial new 

solutions. While distributed queue management systems may appear to be identical to traditional 

message queuing technologies, their architecture is vastly different and as a result, their performance 

and behavioral properties are vastly different. Traditional queuing schemes, for example, eliminate 

handled responses out from the queue and are unable to spread out when multiple consumers perform 

different activities at the same time. Distributed queuing systems, on the other hand, are well-suited 

for both online and offline content ingestion, because they can accommodate numerous clients and 

prevent data loss by distributing resilient discs across replicated clusters. The responses are committed 

to the dispersed queues as soon as feasible, ensuring message delivery for a set amount of time. Each 

distributed queue management solution splits its topics (i.e., where a producer publishes data 
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(messages) and a consumer retrieves it). The messages are absorbed by every consumer segment 

(partitions) of a specific subject, with just a single consumer from the same consumer segment 

consuming the same partition. The consumer group's function is quite beneficial for re-balancing when 

partitions and/or customers change [31]. Table 2 lists aspects to consider when selecting a distributed 

queuing system, involving messaging guarantees, disaster recovery, replication, federated queues 

(which disperse a single queue's load across nodes or clusters), supported languages and many others. 

Table 2. Distributed message queuing technologies. 

Features Kinesis Ms. Azure Event 

Hub 

Apache Kafka RabbitMQ Google pub/sub 

Supported 

language 

Java, Python, 

.NET, C++, Go, 

PHP,  Ruby, 

Node.js 

Java, C++, Ruby, 

PHP, Node.js,  

Python, .NET 

PHP, Ruby, 

Java, Python, 

.NET,  Node.js, 

Go, C++ 

Go, C++/C, 

Java, Python, 

.NET, PHP, 

Ruby, Node.js 

PHP, Ruby, Java, 

C++, Node.js, 

Python, .NET 

Messaging 

guarantees 

Yes / At least 

once 

Yes / At least once Yes / At least 

once 

Yes / At least 

once 

Yes / At least 

once 

Configurable 

persistence 

period 

from one to 

seven days 

(default is 24 

hours) 

24 hours as default 

(from one to seven 

days) 

No maximum N/A Seven days (non-

configurable) or 

only when it is 

recognized by all 

subscribers 
Latency 200 ms to 5 

seconds 

There are no values 

cited. 

Some set-ups 

are measured in 

ms. 

Benchmarking 

revealed a 

median delay of 

~2 ms.  

There are no 

values cited. 

There are no 

values cited. 

Recovery of 

disaster 

Yes Yes Yes Yes Yes 

Replication Hidden (across 

three zones) 

Configurable replicas Configurable 

replicas 

Configurable 

replicas 

Hidden 

Consumer 

groups 

Yes Yes Yes Yes Yes 

Guarantees 

ordering 

Guaranteed 

within the 

confines of a 

partition 

Guaranteed within the 

confines of a partition 

Guaranteed 

within the 

confines of a 

partition 

Guaranteed 

using AMQP 

channel 

No order 

guarantees 

Throughput 1 MB/s input, 2 

MB/s output or 

1000 records per 

second can all be 

supported by a 

single shard. 

20,000 messages 

per second 

throughput 

Throughput units have 

been scaled. Each one 

can handle 1 MB/s 

entrance, 2 MB/s 

egresses and 84 GB of 

storage. The standard 

tier allows for a total 

of 20 throughput 

units. 

30,000 

messages per 

second 

throughput 

There are no 

figures for 

throughput that 

have been 

mentioned. 

The standard is 

100 MB/s in and 

200 MB/s out; 

however, the 

maximum speed 

is stated to be 

infinite. 

Apache Kafka is a real-time communication system that uses a distributed publish-subscribe model. 

Kafka can handle a large volume of data, allowing you to send messages at the end-point. We also 

choose Kafka over other popular messaging systems in this study for three reasons: To begin with, 

other similar message broker technologies, such as RabbitMQ, Amazon Kinesis, ActiveMQ and other 

enterprise messaging systems, are ephemeral, meaning that they keep data in memory or other light 

storage. Kafka, on the other hand, provides durability by persisting data on storage, which expands 

and broadens its application scenarios. Second, Kafka is a data-transit technology rather than a data-

processing system. This distinguishes it from the competition in stream processing. The third reason is 

that Kafka is frequently used in conjunction with other systems for streaming-data processing. 

For ingestion, Apache Kafka is currently state-of-the-art. To consume Kafka, two sets of actors are 
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required, as shown in Figure 7. Producers distribute messages on one or more Kafka topics. Data is 

sent to Kafka brokers by the producers. When a producer sends a message to a broker, it is considered 

published. Producers have the option of sending messages to a certain partition. Consumers are in 

charge of pulling data from Kafka brokers and sending it to processing nodes (e.g. Spark or Flink). 

Kafka brokers are managed and coordinated by a Zookeeper. When the latest broker is deployed to the 

Kafka system or when a broker in the Kafka system fails, the Zookeeper service is used to notify 

producers and consumers. 

Figure 7. Apache Kafka framework. 

5. TECHNOLOGIES FOR BIG DATA STORAGE

The difficulty of huge spatiotemporal data quantities that are growing at an exponential rate has lately 

been addressed by upgrading big-data analysis tools. The big-data analysis solutions often handle 

several issues, by giving the distributed environment the chance to scale out by adding more nodes to 

supply processing units and storage. Cassandra, HBase, HDFS and MongoDB are examples of large-

data storage platforms that leverage shared-nothing designs to address storage limits by horizontally 

expanding out to new nodes, allowing for huge data expansion. The following are some of the 

characterized criteria used to compare the aforementioned big-data storage systems: server operating 

systems, methods of partitioning, data scheme, concurrency, programming languages and others, as 

seen in Table 3. The following are the 3 kinds of data models for storage that can be broadly grouped: 

(I) A file system such as HDFS. Data is saved schemaless in HDFS and taken logically at processing 

time based on the processing application's requirements, a technique refers to as “Schema-on-

Reading”. (II) Document-based, example, MongoDB; and (III) Column-based schema, example, 

Cassandra and Hbase [31].  

Table 3. Storage technologies for big data. 

Features Cassandra Hadoop Hive MongoDB HBase 

OS server FreeBSD, Linux, 

OS X, Windows 

All operating 

systems that have 

a “Java virtual 

machine”

Linux, OS X, 

Windows, Solaris, 

Windows, Unix, 

Linux,   

Model for storing data Column-based File-system Document-based Column based 

key-value for MapReduce Yes Yes Yes Yes 

Concurrency Yes Yes Yes Yes 

Capabilities for in-memory Yes N/A Yes Yes 

Theorem of CAP Consistency 

Partition tolerance 

Consistency 

Partition tolerance 

Availability 

Partition tolerance 

Consistency 

Availability 

Programming languages 

supported  

“C#, C++, Clojure, 

Erlang, Go, 

Haskell, Java, 

Node.js, Perl, PHP, 

Python, Ruby, 

Scala” 

C++ 

Java 

PHP 

Python 

“C#, C++, 

Clojure, Erlang, 

Go, Haskell, Java, 

Node.js, Perl, 

PHP, Python, 

Ruby, Scala” 

“C, C#, C++, 

Groovy, Java, 

PHP, Python, 

Scala” 

Concept consistency Eventual 

Consistency 

Immediate 

Consistency 

Eventual 

Consistency 

Eventual 

Consistency 

Immediate 

Consistency 

Immediate 

Consistency 
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Methods of APIs and other 

access 

ODBC and JDBC JDBC, ODBC, 

Thrift 

Proprietary 

protocol using 

JSON 

ODBC and JDBC 

Description Large volumes of 

structured data can 

be managed with a 

distributed 

database. 

Data warehouse 

software for 

querying and 

managing large 

distributed 

datasets, based on 

Hadoop 

One of the most

popular document 

storage options 

Open-source, 

networked, 

versioned and 

column-oriented 

database 

Partitioning methods  Key partitioning Shading Shading Key partitioning 

Data scheme Relational DBMS 

uses Amazon 

DynamoDB 

Relational DBMS 

Schema-on-

Reading 

Schema-free Relational DBMS 

uses Google 

Bigtable 

Replication Masterless-ring Selectable 

replication factor 

Master/slave 

Replication 

Master/slave 

Replication 

Base code Java Java C++ Java 

In-memory data processing has recently gained popularity in developing technologies, with RAM and 

flash memory replacing slower drives. As a result, we may differentiate large-data storage solutions 

based on their ability to handle data in memory, which is especially important for essential real-time 

applications. Representatives of this mechanism include MongoDB, Cassandra and HBase. As a result, 

in our research, we adopted Cassandra because of its superior query performance and always-on 

features, as well as its distributed capability for real-time applications. Cassandra has a masterless 

"ring" architecture, which has several advantages over traditional master-slave topologies. As a result, 

each node in a cluster is regarded evenly, so quorum can be achieved by using a majority of nodes. 

6. REAL-TIME PROCESSING OF STATE-OF-THE-ART ARCHITECTURE

Lambda and Kappa are two real-time processing architectures that are presented in this study. We 

evaluated them using their specifications and came up with a stronger solution that meets the real-time 

requirements specified previously. 

Batch processing, as shown in the literature, performs processing on huge datasets with great 

throughput and efficiency, but it usually takes a long time. It could take several hours, which is far too 

much latency for almost any current application to provide live results. Stream processing, on the 

other hand, works with the most recent records that enter the system, allowing for quick processing 

and near-real-time results, but at the cost of being less precise than batch processing. Nathan Marz 

proposed the Lambda architecture [40], which combines both types of processing to gain their benefits 

in one architecture, providing real-time results and correct perspectives with low latency and high 

throughput with fault tolerance. This architecture is made up of 3 levels; namely, the batch layer, the 

speed layer and the serving layer (depicted in Figure 8).

The batch layer generates batch views and keeps track of the master copy of the dataset. The serving 

layer incorporates the findings from the batch and speed layers. To compensate for the significant 

latency of the service layer updates, the speed layer only processes the most current data. The batch 

and speed processing layers are on the same level in the architecture. This means that the fresh raw 

data is provided to both of them at the same time. In the meantime, the serving layer is located above 

as seen in Figure 8. However, due to its intricacy, this architecture has significant drawbacks as well as 

some criticism. This architecture necessitates the integration of numerous systems and technologies, 

which adds to the process's complexity. In addition, because there are two processing levels, distinct 

processing codes must be maintained and kept in sync to provide views to the serving layer. This also 

highlights the fact that such routines might be written in a variety of programming languages. Finally, 

the serving layer is fed by two separate layers whose data, aside from the batch layer's pre-stored data, 

will be identical, implying that data, information and logic will be duplicated.  

Kappa architecture is a lambda architecture simplification. It is a software architectural pattern 

designed by Jay Kreps in 2014 based on his LinkedIn experience [3]. With the exception that all data 

travels over a single conduit, the stream layer, the Kappa design delivers the same benefits as the 

Lambda architecture. Data is appended to a unified, distributed and fault-tolerant log and its status is 
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only updated when such appends occur. This allows for view recalculations or recomputations. To do 

so, the data is streamed back in from the beginning. To avoid losing the prior computation, a parallel 

task is started, allowing two computations to be done at the same time. Following the completion of 

the second computation, the developer must decide whether to keep both, combine them or remove the 

prior one and keep the last one if it exceeds expectations. The Kappa architecture, which is made up of 

two levels, is depicted in Figure 9. The results are queried using the serving layer and the stream 

processing jobs are executed using the stream processing layer. 

 Figure 8. Lambda architecture.        Figure 9. Kappa architecture. 

Table 4 shows a brief comparison of the two architectures, Lambda and Kappa, as previously 

mentioned, using certain criteria. 

Table 4. Comparison between lambda and kappa architecture. 

Features Lambda Kappa 

Real-time Isn't accurate Correct (accurate) 

Fault tolerance Yes Yes 

Architecture Immutable Immutable 

Scalability Yes Yes 

Permanent storage Yes No 

Guarantees processing Yes, in batch approximate in streaming Exactly-once with consistency 

Re-processing paradigm During each batch cycle Only when there is a code update 

Data processing Real-time and batch Real-time 

Layers Batch, serving and real-time layers Stream processing and serving layers 

The lambda architecture is one of two architectures used in big-data systems and it allows for 

simultaneous processing of enormous datasets as well as continuous real-time access to them. The 

goal behind this architecture is to build two independent processes, one for batch data processing and 

the other for real-time data access. The batch layer performs calculations on the whole data collection. 

It takes time, but the data returned is complete and of good quality. The dataset in the batch layer is 

believed to be intact [41]. You can maintain data consistency and access to past data in this way. 

Incoming data is processed in real time by the real-time layer. The speed with which this layer's data 

may be accessed correlates to the prospect of speedier information retrieval. Unfortunately, due to a 

lack of historical data, not all computations can be performed [41]; hence, as seen in Table 4, real time 

“isn't accurate” in the lambda architecture; however, the kappa architecture can overcome this setback, 

providing accurate real time processing. Both architectures are fault-tolerant, immutable, scalable and 

have guaranteed processing ability, as can be seen in Table 4. The requirement to sustain two distinct 

applications: one for supporting the batch layer and the other for supporting the real-time layer, is the 

biggest and most frequently noted downside of the lambda architecture. Because the tools used in each 

layer differ, it's difficult to pick one that can serve two objectives. Unfortunately, maintaining this 

design is more difficult and costly [41]-[42]. The kappa architecture maintains a single pipeline; 

hence, it is easier to manage. Therefore, in our study, we adopted the kappa architecture as a result of 

its numerous advantages over the lambda architecture. However, the kappa architecture had no 

permanent storage, as seen in Table 4, but in our proposed framework, we introduced the permanent-

storage layer. 
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7. PROPOSED FRAMEWORK

Taking into consideration the unique peculiarities of spatiotemporal big data, as well as overviews of 

stream-processing platforms, distributed message queuing systems and big-data storage technologies, 

the two state-of-the-art real-time architectures presented in this study have numerous advantages and 

disadvantages. Based on the findings of the literature, we suggested the open-source framework 

depicted in Figure 10, which has a unique set of properties, the most notable of which is its capacity to 

analyze massive amounts of spatiotemporal data in real time at high speed. It also allows an unlimited 

number of users to create new and unique features as well as make various reforms. The proposed 

framework closely resembles the kappa architecture, which provides more benefits than the lambda 

design. However, because the kappa architecture lacks a storage layer, we included one in our 

proposed framework. 

In our proposed framework, there is the data source, from which is where the spatiotemporal datasets 

are obtained. Sensor networks, online traffic, social media, video streams and other sources could all 

yield distinct dataset structures, resulting in a large problem known as heterogeneous data [38]. This 

brings in the data ingestion layer which streams data from various upstream applications and fed to 

real-time downstream applications using distributed queueing management technologies. In our 

proposed framework we adopted Kafka as a result of its numerous advantages over other message-

queueing systems. Kafka is highly scalable and most importantly can handle the challenge of 

heterogeneous data which is also a major problem with spatiotemporal datasets. Kafka is a data-transit 

technology rather than a data processing system. This distinguishes it from the competition in stream 

processing with high throughputs. The spatiotemporal dataset which is produced from the various data 

sources is transformed and filtered by Kafka and a common format is produced for either storage or 

immediate computations as proposed by our framework. We must first install the Kafka cluster, then 

launch Zookeeper and the Kafka server to get Kafka up and running. Zookeeper monitors the state of 

Kafka cluster nodes and keeps track of Kafka topics, partitions and other data. Kafka provides an 

inbuilt KafkaProducer<k, v> class that uses the serialization process to store streaming data in a user-

defined format (e.g. CustomObject). It is the conversion of a specified data type into byte format [42]. 

The configuration properties file is used to create the Kafka producer. The topic name and 

CustomObject are the key-value pair. The syntax is: “Producer<String, CustomObject> producer 

=new KafkaProducer<String, CustomObject> (configProperties);”. The KafkaConsumer<k, v> class 

reads and deserializes the streaming data from the Kafka producer. The process of transforming a byte 

format to the desired format is known as derealization [42]. The ingestion layer is very important in 

real-time spatiotemporal data analysis, as the cleansing and preprocessing of data is carried out here. 

The next layer is the real-time processing spatiotemporal data layer, which is focused on real time data 

processing with low latency. In our proposed framework, Flink was adopted as a result of its true real-

time processing ability. Hence, our major goal is to propose a true real-time processing framework as 

the spatiotemporal datasets are fed into the system for prompt and immediate results. Flink has a very 

strong unique feature that makes it tall among other stream-processing engines or computational 

engines, which is CEP [37]. CEP systems assess queries against uninterrupted streams of events to 

find trends [29]. CEP's goal is to analyze data as it enters our system, so we don't have to keep it 

somewhere unless it's necessary. Also, the goal of CEP is to analyze and react to streams of events. 

Machine learning which is also part of our proposed framework at the processing layer is responsible 

for real-time prediction. Our framework has been designed to incorporate all these functionalities. At 

the end of the real-time processing layer, the output is sent to the storage layer, where we adopted the 

Cassandra as a result of its distributed ability. Cassandra has many benefits, such as a completely 

decentralized design with no single point of failure, promising linear scalability, great write 

performance and configurable data consistency levels within queries. A ring of nodes organizes the 

Cassandra cluster. Each of these nodes is in charge of storing a portion of the data. The hash keyspace 

is divided by the total number of tokens selected for the database to provide an equal data distribution 

inside the ring. A random subset of potential primary hash key values is connected with a node based 

on the number of tokens issued to it. This subset of data becomes the responsibility of the node for the 

entire database. Each node in the ring usually has the same quantity of tokens. Cassandra replicates 

data on other nodes in the ring to ensure high availability. The Replication Factor (RF) determines the 

number of replicas. This means that each node in a cluster of N nodes will store a piece of the 

keyspace equal to RF=N [43]. The visualization layer's primary responsibility is to transmit the final 
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data and outcomes in streaming mode to the user. If all processes are completed correctly, this layer 

can respond quickly. 

7.1 Comparison of the Proposed Framework 

The proposed framework has been designed to tackle various issues with both lambda and kappa 

systems. Lambda enables clients to have the most up-to-date vision. However, business logic is 

performed at both layer levels, two distinct sources of the same data are required to feed the next layer 

and this design requires many frameworks to set up. Kappa architecture was established as a result of 

the complexities of lambda architecture. Unlike lambda, kappa evolves to be more focused on data 

processing, even though it does not support permanent data storage. This architecture is less 

complicated than lambda and allows the user to select which implementation composers to use. 

However, kappa is not a magical formula that can solve all of the big spatiotemporal-data problems. 

Furthermore, instead of addressing data-quality issues or data-analysis outcomes, these two 

architectures focus on balancing throughput and latency to handle performance challenges. The kappa 

architectural principle underpins our proposed framework. It's a streaming data-processing approach 

that allows for long-term data storage by treating all incoming data as streaming data. The suggested 

framework can deliver actual real-time processing using Flink and machine learning. Flink is a fault-

tolerant distributed real-time computing system with many other advantages, as detailed in the 

previous sections. By efficiently combining and expanding sophisticated real-time computations in a 

computer cluster, Flink enables the reliable processing of infinite streams of data. In another 

comparison, the proposed framework was also created to address specific aspects that are strongly 

linked to spatiotemporal big data in stream processing. Some of these characteristics are scalability 

(Sc), data analytics (DA), multiple event types (MET), prediction tools (PT), data storage (DS), real-

time (Rt), performance evaluation (PE) and stream processing (SP). Table 5 compares our novel 

framework with others and our framework has all the capabilities, which are challenging to stream 

processing for big spatiotemporal data; hence, our proposed framework can handle all these 

characteristics. 

From Table 5, the check-marks (√) indicated that the existing framework from previous works can 

perform the important functions (Sc, SP, DA, MET, PT, Rt and PE) as regards big spatiotemporal data 

in stream-processing frameworks, while the check-marks (-) indicate that the framework cannot 

perform the earlier listed functions, since the authors did not incorporate them in their frameworks. As 

discussed earlier in Section 2, these characteristics or parameters are very important for real-time 

stream processing with big spatiotemporal data, making the system more robust and relevant, since it 

has all the required characteristics; hence, in our proposed framework, we made the provisions to 

accommodate all these characteristics.  

Table 5. Comparison of our proposed framework with others. 

Sc SP DA DS MET PT Rt PE 

Corral-Plaza et al., [38] √ √ √ √ √ - √ √ 

Carcillo et al., [33] √ √ √ √ - √ - - 

Amini et al., [44] √ √ √ √ - √ √ - 

D’silva et al., [45] √ √ √ √ √ - √ √ 

Jung et al., [46] √ - √ - - - - √ 

Montori et al., [47] - - √ √ - - - - 

Santos et al., [48] - - √ √ - √ √ - 

Our proposal √ √ √ √ √ √ √ √ 

Figure 10. Proposed framework. 

8. CONCLUSIONS

We have developed a novel framework in this study that may be used in a variety of spatiotemporal 

big-data scenarios. Its key innovative advantage is the capacity to automatically handle and analyze 

spatiotemporal data regardless of structure. The inclusion and utilization of (1) Kafka as process 
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streams of spatiotemporal data sources as they occur; (2) Apache Flink as the computational layer and 

(3) Apache Cassandra as the storage layer for real-time distributed storage have benefited this 

framework. The study's major purpose is to present a true real-time processing paradigm using Flink 

and machine learning. In our proposed design, we suggested emphasizing the real-time processing 

layer and we did our best to optimize it with Flink and machine learning. The advantages of the 

technologies employed, as well as the advantages of kappa design after it was compared with the 

lambda architecture, where the key inspirations for this innovative building were obtained, are 

presented. The study highlighted stream-processing technologies, queueing-messaging systems and 

big-data storage technologies and presented their comparison for a better choice. Looking at the best 

tools and their advantages over others, the study proposed a novel true real time spatiotemporal data 

stream-processing framework. Hence, an important framework for processing and analysing 

spatiotemporal data from multiple sources with irregular shapes has been proposed, so that researchers 

can focus on data analysis instead of worrying about the data sources' structure. The following stage is 

to validate and assess its performance. The vast majority of research, including this one, has certain 

limitations. However, until the validation process is completed, we won't be able to examine its 

shortcomings. 
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 ملخص البحث:

تعُدددددقدرة عدددددقيررسيدددددبرتنادددددؤقرتدددددؤيّرة أؤرادددددرارة الندبددددددردؤدن ددددددر ر  دددددقة ردرتدددددار ر ر  ادددددأدر يعق دددددقر ددددد ر

ؤدددددرار ر يددددددر ددددد رة أؤرادددددرارة ا ر عر لددددددرااد لندبددددددردؤدن ددددددر ر ددددد ر  دددددر يرةلأاظادددددد رل دددددّرم دددددكمريدددددئلد

دددددددرارة بدية،ددددددد رة  بادددددددرس مرل دددددددأ رار  ب يسددددددددمر وددددددد رة بدية،ددددددد رسأدددددددقرةتابقادددددددتمرل   د

دددددرارل،ؤق دددددرمرتاددددد د رت دددددقد ر ر ي ي دددددر  ر رة الاد فرةلأترتددددد ر ددددد ر دددددفةرة أ ددددد رة هدددددق دددددف كمريدددددئلد

ر لّ ر اعر لددددددرلت يؤددددد رة أؤرادددددرارة الندبددددددردؤدن ددددددر ر ددددد ر  دددددر ير بعدددددقد ررل   ددددد ر  دددددير  لدددددر ر جدددددريل

ؤددددددقر  بظادددددددمر  ؤدددددد ر ددددددبا د رة أددددددردويلر دددددد رة بدقاؤددددددنرسيددددددبرت يؤدددددد رة أؤراددددددرار ددددددق  ر دددددد ر،

رة  بارمر أ ؤدر  ر يرة أؤرارا 

ددددد ر ددددد ر اعبدددددقهريددددد ر دددددفةرة أ ددددد راايم دددددر ر ق دددددقة ر اعر لددددددرتدددددؤيّرة أؤرادددددرارة الندبددددددردؤدن ددددددر مر ا د

رسددددد رة دددددند  رة  عؤعددددد مر دددددّر قدددددف قرجنؤددددد ل رسر ؤددددددرل بددددد قي ة سبأدددددريةارر عر لددددددرة أؤرادددددرار ادددددقسدل

ر دددد رة  داددددرم ر آاندددددرة ددددفداقر عددددؤ رة سبأددددري راددددف كرالددددقلر عرياددددد ر ددددؤ رة  دادددديم رة اعبددددقهرلسددددق ل

ددددد ادريددددد رة دددددند  رة  عؤعددددد  ر دددددفةر ة ابأ ددددددررريددددد ر يةتدددددرارتدددددر عدرتبعيددددددةر اعر لددددددرة أؤرادددددرارة  د

ة دددددبر رادددددلراظدددددقرر دددددر يدرسيدددددبرتع ؤدددددرارة ا دددددر يرة انبيدددددددرة اادددددب ق دريددددد ر عر لددددددرتدددددؤيّر

رراري رة ند  رة  عؤع  ة أؤرا

 باؤددددددددنرة  اددددددديم رة اعبدددددددقهر  اددددددددتر دددددددق ار دددددددؤ ر   رتاددددددد راري دددددددر ر تدددددددبعأرّرة أؤرادددددددرار ددددددد ر

  دددددر ي رمرلر   رتاددددد رييؤ دددددك ر اعر لددددددرتدددددؤيّرة أؤرادددددرامرلتعييددددد رة  ددددددر يبديندعدددددراريددددد رة دددددند  ر

ند  رة  عؤعددددد مرلر   رتاددددد رارتدددددراقتية ريددددد رجأعددددددرة بد دددددن  ر ددددد ر  ددددد رة بد دددددن  رة ادددددي د ريددددد رة ددددد

ر ددددد رة  دادددددرم رةلأقدددددق رة اادددددب ق در دددددتر عرياددددددرة  داددددديم رة اعبدددددقهر دددددّرسدددددق ل ة  عؤعددددد  رلندددددقرتاد

رسيدددددبر لايسددددددر ددددد رة   دددددر  مر  اعر لددددددرتدددددؤيّرة أؤرادددددراريددددد رة دددددند  رة  عؤعددددد مرلم دددددكر  دددددر  

ؤّمرل  لةارة بدينيدددددددّمرلت يؤددددددد رة أؤرادددددددرامرل ادددددددية رةلأددددددددقة رة ابعدددددددقد رمر وددددددد رة   راؤددددددددرة بديتددددددد

لت ددددددن  رة أؤراددددددرامرلة ددددددند  رة  عؤعدددددد مرلتعؤددددددؤ رةلأ ة ريدددددد ر عر لدددددددرتددددددؤيّرة أؤراددددددرا  رلنددددددقر

نددددر رسيددددبرة  داددددرم رةلأقددددق رل ددددق  رسيددددبريعر ؤبددددتريدددد رة بدعر دددد ر ددددّر  ثأددددترة  دادددديم رة اعبددددقهرتنيي

ر اؤّرة اار  رمةارة علاند 
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ABSTRACT 

Sentiment analysis is the field in data science to achieve a broader holistic view of users’ needs and expectations. 

Indonesian user opinions have the potential to manage to be valuable information using sentiment-analysis tasks. 

One of the most supervised-learning techniques used in Indonesian sentiment analysis is the Naïve Bayes classifier. 

The classifier can be optimized and tuned in various models to increase the sentiment analysis model performance. 

This research aims to examine the performance of various Naïve Bayes models in sentiment analysis, especially 

when implemented in small datasets to handle overfitting problems. Four different Naïve Bayes models used are 

Gaussian, Multinomial, Complement and Bernoulli. We also analyze the effect of various pre-processing 

techniques on the models’ performance. Moreover, we build the first fashion dataset from the Indonesian 

marketplace which has a unique character compared to the datasets from other domains. Finally, we also use 

various datasets in the experiment to test the Naïve Bayes models' performance. From the experimental results, 

Complement Naïve Bayes is superior to other models, especially in handling overfitting with an F1-score of 

approximately 0.82. 

KEYWORDS 

Naïve Bayes model, Probabilistic classifier, Sentiment analysis, Supervised learning. 

1. INTRODUCTION

In Natural Language Processing (NLP), the data is dominated by text that can come from a webpage, 

social media, online reviews, online news, etc. Sentiment analysis is a field that can achieve a broader 

holistic view of customers’ needs and expectations [1]. Research in this field is not only studied in 

English, but also in various languages, such as Malay [2], Arabic [3]-[4], as well as Indonesian. It is an 

important method for social sciences, because of that it is used in various disciplines including analyzing 

reviews from e-commerce.  

Indonesia has a big consumer base of e-commerce consisting of over 8 hundred million visitors in 2019 

[5]. This is a potential to identify that Indonesian user opinions from product reviews on the internet 

become valuable information using sentiment-analysis tasks. Studies on Indonesian sentiment analysis 

have grown in recent years. We have reviewed more than 100 references related to Indonesian sentiment 

analysis using Machine learning (ML) techniques. From the review study results, we found some 

popular ML techniques implemented in Indonesian research; namely, Naïve Bayes, Support Vector 

Machine, Decision Tree and K-Nearest Neighbour. To the best of our knowledge, there are three various 

Naïve Bayes models implemented in Indonesian sentiment analysis; namely, Gaussian, Multinomial 

[6]-[7] and Bernoulli [8]. However, the simple probabilistic classifier is the most popular technique in 

Indonesian sentiment-analysis research [9]-[10]. Only one research used Bernoulli Naïve Bayes [8], 

while Complement Naïve Bayes has not been implemented in Indonesian sentiment-analysis research. 

Naïve Bayes has various probabilistic models; namely, Gaussian, Multinomial, Complement and 

Bernoulli that can be implemented and can increase the sentiment-analysis model performance.  

Some previous research in Indonesian sentiment analysis using a Naïve Bayes classifier was conducted. 

Priadana & Rizal developed a sentiment-analysis model based on lexicon-based and Naive Bayes 

Classifiers [6]. The model is used to track trending topics and analyze the sentiment of public opinion 

on Instagram to figure out government performance in tourism from Instagram during the COVID-19 

pandemic. They also implemented some pre-processing techniques, such as lowercase, removing 
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symbol, stemming, tokenizing and bag of words. Sutabri et al. [7] applied multinomial Naïve Bayes to 

analyze sentiment in Indonesian popular e-travelling sites. Meanwhile, other research applied a similar 

Naïve Bayes model to the education domain. Akbar et al. proposed a sentiment-analysis model using 

Bernoulli Naïve Bayes their model can differentiate between pro and contra tweets on the lockdown 

policy topics using Indonesian tweets [8]. 

This research focuses on analyzing sentiment in the Indonesian fashion dataset using the probabilistic 

classifier. The objective statement of the research is as follows: 

1) Building a new sentiment dataset in the fashion domain from the Indonesian marketplace.

2) Examining the performance of various Naïve Bayes models in sentiment analysis for small

datasets and overfitting handling.

3) Analyzing the effect of various pre-processing techniques on the model performance.

2. RESEARCH METHOD

The research methodology to conduct the research has five steps; namely, data gathering, pre-

processing, feature extraction, sentiment classification and evaluation. Figure 1 depicts the methodology 

architecture of the research. 

2.1 Data Gathering 

There are various domains of data used in Indonesian sentiment analysis (see Figure 2). To the best of 

our knowledge, the Indonesian sentiment-analysis dataset in fashion domain has not been created before. 

We are the pioneers in building the dataset in this domain. From analyzing the dataset, we note some 

unique keywords of reviews in the Indonesian marketplace, especially in fashion opinions that are 

different from those in other domains. Those keywords are “bahan” (material), “ukuran” (size), 

“pengiriman” (delivery service), “warna” (colour) and “harga” (price). In this chapter, we explain the 

process of gathering the data. 

Figure 1.  Methodology architecture. Figure 2. various domains used in Indonesian 

sentiment analysis. 

We collect the data from product reviews scrapped from Shopee Marketplace, one of the big 

marketplaces in Indonesia [11]. We choose a product-related fashion. There are some criteria for 

products to be selected; i.e.: Total review is more than 1k comments; there is no far gap of total 

comments for each rating (1–5). 

In gathering the data, the first step is copying the URL of the product which was selected, then scraping 

the product reviews using Python and Shopee API. The function used to access URL is requests.get that 

returned an object which is the HTML text; furthermore, parsing the HTML with beautifulsoup library 

to extract the HTML elements that are required. 

The total data which has been scraped is 3020 reviews. This is the maximum number of data that can be 

scraped for one store in Shopee using the API. There are three data attributes we need to scrape; i.e.: id 

order, comment and star. We need id order to select unique data, because based on manual checking, 

there is duplicate data that is submitted from a user. This might happen because of accidentally double 

submitted data by a user or a system error. However, for the experiment, we only used two data; namely, 

comment and star. The review data that has resulted from scraping is shown in Table 1. 

Data Labelling: In supervised learning, the primary step conducted before classifying is labelling the 

data. We generate label data automatically based on the rating score from the “star” column. Rating 

represents the acceptance and opinion of the product. There are five categories of rating through the 



273 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 08, No. 03, September 2022. 

Table 1.  Pairs of review data and star rating. 

Comment Star 

Alhamdulillah terimakasih banyak semoga sukses selalu aminnnnn bagusss banget recommended seller deh semoga sukses. 

(In English: Alhamdulillah, thank you very much, good luck always aminnnnn, really recommended seller, good luck). 
5 

baguss worthit lahh buat harga segituu, pengirimannya juga lumayan cepat ga nyesel sii beli disinii. 

(In English: It's good, it's worth for that price, the delivery is also quite fast, I don't regret buying it here). 
4 

Barang bahanya agak tipis cma lumayan buat dipake sehari2 benang dan jahitanya kurng rapih. 

(In English: The material is a bit, thin but it's good enough for everyday use, the thread and the stitches are not neat). 
3 

Oversize nya kecil sekali..kecewa. 

(In English: The oversize is very small..disappointed). 
2 

Bahannya rusak gak sesuai fto kaos nya tipis banget gak ska. 

(In English: The material is ruined, it doesn't match the photo, the shirt is very thin, I don't like it). 
1 

number of stars given by the author. The range of stars is 1 to 5, where 5 is the highest star score which 

is interpreted positively vice versa 1 is the lowest star score that is interpreted negatively. The total of 

comments for each rating category from 1 to 5 is 177, 107, 258, 489 and 1787, respectively. 

We adopt the Likert scale to convert the rating scores. The Likert scale is a bipolar scale method that 

measures both positive and negative responses to a statement. In sentiment analysis, data is divided into 

two classes based on sentiment polarity. In this research, data is labelled as positive (represented by “1”) 

and negative (represented by “0”). A simple rule based on rating scores is used to label data 

automatically. The 5-star score will be transformed automatically into a positive label (“1”) and others 

will be generated with a negative one (“0”). The data distribution after labelling is as follows: total data 

in label “1” is 1787, while total data in label “0” is 1031 data. 

Data Balancing: Data balancing is a step that aims to achieve similarity to the total data of each label 

category. There are various techniques to do this process. This research tried to get balancing using 

minimum data standards. From Figure 3, we know that label “0” has minimum data with a total of 1031. 

Therefore, label “1” will be pruned, so that the total is like that of label “0”. For a simple process, both 

labels now have similar total data: 1000. 

Finally, the clean data is produced with the total data being 2000 selected rows. However, pre-processing 

techniques are implemented and we clean the data, especially to filter empty data after pre-processing. 

Therefore, the final data filtered is a total of 520 comments. Table 2 shows the transformation of the 

data starting from scraping to balancing. 

Table 2.  Total data transformation. 

Original data from scraping 
Drop 

null 

Data balancing 

Before pre-processing After pre-processing 

3020 2818 2000 520 

To better understand the data, we visualize the group of data in the form of a word cloud based on a 

sentiment label. Word cloud contains the terms selected from the dataset and then shown based on the 

higher frequency of occurrence of the term. For each label, positive and negative, visualization is 

depicted in Figure 3. From the positive word cloud in Figure 3(a), we can see that there are some 

dominant words, such as barang bagus, kiriman cepat, harga sesuai (in English: good item, fast 

delivery, good price). Meanwhile, some words represent a negative expression, such as barang tidak 

sesuai, size kecil, kecewa, rusak (in English: the item does not match, the size is small, disappointed, 

damaged), as presented in Figure 3 (b). 

(a)     (b) 

Figure 3. Word cloud visualization; (a) positive and (b) negative. 
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2.2 Pre-processing 

The second step implemented in this research is pre-processing after gathering the data. There are some 

stages in pre-processing; to simplify, we group those into three main stages of pre-processing; namely, 

data cleansing, data transforming and data tagging.  Figure 4 depicts the order of the main stages of pre-

processing. 

Figure 4. Pre-processing main stages. 

Data Cleansing. This is the first stage of pre-processing. There are some stages to clean the data 

included; i.e.: redundancy, null-value removal, lower case, symbol removal and stop word removal. 

Redundancy removal is a process aimed to get a unique row; it was selected based on the “id order”. 

After this process is carried out to the dataset, the total data is still in 3020 rows, so the data collection 

is unique or has no redundancy. 

The next step is the null-value removal. This process is targeted to select a row that has a null value and 

then remove it. After it was executed to the dataset, there is a reduction of the total data of the dataset 

from 3020 rows to 2818 reviews. Lower case is a process to change each abjad of the sentence to be 

lower. It is used to reduce the data dimension; for example, there is the phrase= {“Baju bagus”, “baju 

bagus”, “Baju Bagus”}; if we do not use lower case, then after tokenizing these three phrases will be 

saved as 4-term collection= {“Baju”, “baju”, “Bagus”, “bagus”}. However, if we use lower case, then 

there is only 2-term collection= {“baju”, “bagus”}. It is produced, because the system will be saved for 

each unique word based on the character. 

This research use symbol removal to clean the data. The symbols that will be removed involve 

punctuation, ASCII, UNICODE & Newline. This stage automatically includes emoji removal. The last 

stage of data cleansing is the stop-word removal step. This process is to remove unimportant words. We 

use a dictionary containing standard words to select stop words; if the word is not in accordance with a 

word in the dictionary, then that word will be removed. 

Data Transforming. At this stage, the words of the sentences will be changed into different word forms. 

The processes in this stage are stemming, slang word normalization and repetition of character 

normalization. The last two processes are a part of spelling correction. A previous study has used this 

technique for pre-processing and the effectiveness of the model has been shown [12]. 

First, we use stemming to change stem words into root words. The stemming library used in this research 

is Sastrawi stemmed, an Indonesian stemming algorithm. The stemming result example; i.e.: stem word 

“pengiriman” (in English: delivery), will proceed to be the root word “kirim” (in English: send). 

Many conversations on online media are done using slang words. This trend also happens in the 

marketplace, especially in the Indonesian customer reviews with the users’ style for expressing their 

words. Based on the researchers’ observation, the type of slang word that is usually used in the 

marketplace is Collegial. Colloquial is a socio-linguistic term related to a non-formal or informal 

language which is also referred to as a daily language  [13]. The hallmark of this language, among others, 

is the reduced use of linguistic features, such as letters and syllables in sentences. Slang word 

normalization is needed to transform slang words, words that are unrecognizable in the dictionary, to be 

standard words. In this research, we use the slang word dictionary from Okky Ibrahim Github1. 

The next technique used for data transformation is repetition character normalization. This technique is 

like the previous technique and normalizes unstandardized words to be standard. Unstandardized words 

are related with that there is the same character mentioned in repetition in the sentence. Table 3 shows 

an example of a comment before and after being implemented with repetition of character normalization. 

1 https://github.com/okkyibrohim/id-abusive-language-detection/blob/3f511561df6b1ae60f7343f8992d1471209ff10b/kamusalay.csv 
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Table 3.  Repetition character normalization. 

Example: “sumpah iniii tokooo gercepp bangettt, mesen kemeja kemarennn langsungg 

dikirimmm juga hariii ituuuuu!!! bahannya juga tebelll pokoknyaa tidak mengecewakan!!!! cusss 

gaisss beliiii disiniiii di jamin bagusss!!” 

Normal: “sumpah ini toko gercep banget, mesen kemeja kemaren langsung dikirim juga hari 

itu!!! bahannya juga tebel pokoknya tidak mengecewakan!!!! cus gais beli disini di jamin bagus!!” 

Data Tagging. The final stage of pre-processing is data tagging. This stage will split the data word by 

word and then give the relevance tag for each word of the sentence; it is generally mentioned as POS 

(Part of Speech) tagging. In this research, we used CRFTagger() library, an Indonesian tagger. After 

each word is tagged, we can select which words will be used, where this research filters words classified 

as NN (Noun), JJ (Adjective) and Neg (Negation). This data-tagging result is also needed when we 

generate word cloud visualization. 

2.3 Feature Extraction 

We use TFIDF (Term Frequency Inverse Document Frequency) to extract the features [14]. The feature 

of review sentences is in the form of text. Therefore, TFIDF is needed to generate text to number through 

term weighting. The concept of TFIDF is that the word Ti is important if it occurs frequently. The values 

of the vector elements Wi for a document d are calculated as a combination of the statistics TF and IDF. 

The calculation of Wi  is as follows: 

𝑊𝑖 = 𝑇𝐹(𝑡𝑖, 𝑑) ∙ 𝐼𝐷𝐹(𝑡𝑖) (1) 

where Wi is the weight of word ti in document d. The term frequency TF(t,d) is the number of times 

word t occurs in document d, while the document frequency DF(t) is the number of documents in which 

the word t occurs at least once. The inverse document frequency IDF(t) can be calculated from the 

document frequency by: 

𝐼𝐷𝐹(𝑡) = 𝑙𝑜𝑔 (
|𝐷|

𝐷𝐹(𝑡)
)                  (2)

where |D| is the total number of documents. The inverse document frequency of a word is low if it 

occurs in many documents and is highest if the word occurs in only one. 

2.4 Sentiment Classification 

Sentiment classification is a process to classify the data which is grouped based on the relevant sentiment 

class. In this research, we will classify the data into two classes based on positive sentiment and negative 

sentiment. We implement a classifier model; namely, Naïve Bayes. 

Naive Bayes is a supervised-learning algorithm that is the simplest form of a Bayesian network [15]. 

This algorithm works based on Bayes’ theorem with the “naive” assumption of conditional 

independence, where all attributes are independent given the value of the class variable. Given class 

variable c and dependent feature vector x1 to xn in document d; the probability of each sentiment class c 

is calculated as: 

𝑃(𝑐, 𝑥𝑖) =
𝑃(𝑥𝑖,𝑐)∙𝑃(𝑐)

𝑃(𝑥𝑖)
        (3) 

where 𝑃(𝑥𝑖) is the same for all classes; then the class label of xi can be determined by:

𝑙𝑎𝑏𝑒𝑙(𝑥𝑖) = 𝑎𝑟𝑔𝑀𝑎𝑥𝑐{𝑃(𝑐, 𝑥𝑖)}     (4) 

There are various models of Naïve Bayes, such as Gaussian, Multinomial, Complement and Bernoulli. 

The difference between each Naïve Bayes model is determined by the calculation of probability 

𝑃(𝑥𝑖 , 𝑐).

Gaussian Naïve Bayes. In Gaussian NB, feature values of terms for each class c are usually generated 

by a separate Gaussian [16], where σ and µ of the feature values of words are associated with class c. 

The likelihood of feature 𝑥𝑖 is given by:

𝑃(𝑥𝑖 , 𝑐) =
1

√2𝜋𝜎𝑐
2

𝑒𝑥𝑝 (−
(𝑑𝑖−𝜇𝑐)2

2𝜎𝑐
2 )       (5) 

The parameters σ is the variance vector and µ is the mean, while these parameters are estimated using 

maximum likelihood from the training document set d. 
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Multinomial Naïve Bayes. The multinomial NB classifier captures the term frequency of the documents 

[17]. This model is implemented for multinomially distributed data, so that it is suited for discrete feature 

classification.  

For each class c, where n is the size of the vocabulary in all classes of the training dataset, the probability 

𝑃(𝑥𝑖 , 𝑐) of feature i appearing in a sample belonging to class c is estimated by a smoothed version of

maximum likelihood as follows: 

𝑃(𝑥𝑖, 𝑐) =  
𝑁𝑐𝑖+𝛼

𝑁𝑐+𝛼𝑛
    (6) 

where 𝑁𝑐𝑖 = ∑ 𝑥𝑖𝑥∈𝑇  is the number of times feature i appears in a sample of class c in the training set

T and 𝑁𝑐 = ∑ 𝑁𝑐𝑖
𝑛
𝑖=1  is the total count of all features for class c.

The smoothing priors α ≥ 0 account for features not present in the learning samples and prevent zero 

probabilities in further computations. Setting α=1 is called Laplace smoothing, while α<1 is called 

Lidstone smoothing. 

Complement Naïve Bayes. This model is an adaptation of the standard multinomial Naive Bayes 

(MNB) algorithm that is particularly suited for imbalanced datasets. Complement NB uses statistics 

from the complement of each class to compute the model’s weights [18]. It will lessen the bias in the 

weight estimates and will improve the classification accuracy. The procedure for calculating the weights 

is as follows: 

𝑃(𝑥𝑖, 𝑐) =
𝑁�̂�𝑖+𝛼𝑖

𝑁�̂�+𝛼
     (7) 

where 𝑁𝑐̂𝑖 = ∑ 𝑑𝑖𝑗𝑗:𝑦𝑗≠𝑐  is the number of times word i occurred in documents in classes other than c 

and 𝑁𝑐̂ = ∑ ∑ 𝑑𝑘𝑗𝑘𝑗:𝑦𝑗≠𝑐  is the total number of word occurrences in classes other than c and αi and α 

are smoothing hyperparameters. The classification rule is: 

�̂� = arg 𝑚𝑖𝑛𝑐 ∑ 𝑡𝑖𝑤𝑐𝑖𝑖           (8) 

where a document is assigned to the class that is the poorest complement match. 

Bernoulli Naïve Bayes. This type of classifier assumes that the features are binary and require only 2 

values, where each value shows whether a word occurs or does not occur at least once in the document; 

with a value ranging between 0 and 1 [19]. The decision rule for Bernoulli Naive Bayes is based on: 

𝑃(𝑥𝑖, 𝑐) =  𝑃(𝑥𝑖 , 𝑐)𝑏𝑖 + (1 − 𝑝(𝑥𝑖|𝑐))(1 − 𝑏𝑖) (9) 

where x is a word in the document; If the word xi is present in the document, then bi = 1 and the likelihood 

was 𝑃(𝑥𝑖, 𝑐). If the word xi is absent, then bi = 0 and the probability is (1 − 𝑝(𝑥𝑖|𝑐)).

3. RESULT AND DISCUSSION

In this research, we measure the performance of the probabilistic classifiers in the sentiment-analysis 

model. For the evaluation model, we start with preparing the datasets needed to build the model and to 

test the model performance. After that, data is cleaned using various pre-processing techniques. Finally, 

the data is classified with employing various Naïve Bayes models; namely, Gaussian, Multinomial, 

Complement and Bernoulli. 

3.1 Dataset 

The dataset used in the research is from both primary and secondary data. The dataset needs to be split, 

because we use supervised learning that needs trained data to build the model. Dataset is separated into 

two groups: train data and test data. In this research, data smoothing for each sentiment class is noticed 

to produce balanced data.  

For the primary dataset, we use a fashion dataset that contained 520 reviews scraped from the Indonesian 

marketplace. The detailed process for scraping data is explained in Section 2. Total number of data for 

training is 416, while that of test data is 104. Table 4 shows the proportions of the total primary data 

split for each sentiment label. 

For the secondary data, we gathered various Indonesian reviews as a benchmark from the open public 
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 dataset used in sentiment-analysis research2. Four public datasets were utilized especially for 

conducting  the third experiment scenario; namely, cellular [20], cyberbullying [21], movie [22] and 

politic [23]. The details of proportions for each dataset can be seen in Table 5. 

Table 5. Various Indonesian public 

        Table 4. Primary data.         datasets for sentiment analysis. 

Total 
Train Test 

Positive Negative Positive Negative 

520 216 200 53 51 

3.2 Experimental Setup 

We use Scikit Learn library to implement the algorithms of Naïve Bayes models; namely, Gaussian, 

Multinomial, Complement and Bernoulli [24]. We have three scenarios of the experiment. In the first 

scenario, we test some pre-processing techniques to analyze which pre-processing technique affects the 

model performance. In the second scenario, we test various Naïve Bayes models in sentiment analysis 

using a fashion dataset. And in the last scenario, we use some public datasets in Indonesian sentiment 

analysis to measure the models’ performance as well as to examine which model is appropriate for 

handling overfitting. 

Considering the amount of data which is under 1000 rows, we implement the K-fold cross-validation 

method to handle overfitting. We use standard K=5 in the experiment and run standard statistical tools, 

such as F1-score, precision, recall and accuracy to assess both training and validation performance. 

Experiment #1. In the first experiment, we examine the effect of pre-processing techniques on 

sentiment analysis. Pre-processing is the first step in sentiment analysis or other tasks related to text 

analyzing. This step is important to understand the data and it was proven that it can improve the model 

accuracy [25]. However, all of them are not appropriate to be implemented for a small dataset, so there 

is a need to understand which technique is more influential in increasing the sentiment-model 

performance.  

There are eight pre-processing techniques implemented in this experiment; namely, lower case, 

punctuation, number and unicode removal, stop-word removal, slang-word normalization, character-

repetition normalization, stemming and POS tagging. The detailed explanation for each technique is 

explained in section 2. In the first step, we design some scenarios by combining some pre-processing 

techniques into six cases. The six combinations of pre-processing techniques are presented in Table 6. 

Case 1 represents a scenario without considering pre-processing techniques; the data proceed in this 

scenario is from original reviews. Case 2 only uses standard pre-processing techniques, such as lower 

case, punctuation, symbol removal and stop-word removal. Case 3 and Case 4 implement slang-word 

and character-repetition handling, respectively. Meanwhile, stemming is added in Case 5; in this 

experiment we used a standard stemming algorithm from the Sastrawi library. Finally, a complete 

technique version which uses POS-tagging filtering is employed in Case 6. 

Table 6.  Combination of pre-processing techniques. 

Case 
Pre-processing Technique 

Lower Punct. Symbol Stop Slang Repeat Stem POS 

1 - - - - - - - - 

2 v v v v - - - - 

3 v v v v v - - - 

4 v v v v v v - - 

5 v v v v v v v - 

6 v v v v v v v v 

We implement various Naïve Bayes models in this experiment. The results shows that Complement 

Naïve Bayes achieves a good performance compared to other models. Table 7 presents F1-score as well 

as accuracy of Complement Naïve Bayes using variation cases in the fashion dataset. The highest F1-

2 https://github.com/rizalespe/Dataset-Sentimen-Analisis-Bahasa-Indonesia 

Dataset #Data Positive Negative 

cellular 300 169 139 

cyberbullying 400 200 200 

movie 200 100 100 

politic 900 450 450 
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score, as well as accuracy, are shown in Case 4, amounting to around 0.87 and 88.08%, respectively. 

Meanwhile, the lowest scores are shown in Case 2 (F1=0.83, accuracy=84.2%) and Case 4 (F1=0.83, 

accuracy=84.8%). 

Table 7.  Experiment results using variation cases for fashion dataset. 

Pre-processing Case Accuracy (%) F1-score 

No 1 85.58 0.843 

Yes 

2 84.23 0.832 

3 86.54 0.855 

4 88.08 0.870 

5 87.69 0.866 

6 84.81 0.833 

We also analyzed the results of all variation cases implemented for all datasets. Table 8 depicts the 

average F1-score for each case and Figure 5 presents the trend of the results. From the results, we can 

see a stable score appearing in Cases 3-5 of approximately 0.82. Meanwhile, the trend shows a 

significant decrease of F1-score in Case 6 of around 0.7, where this score is the lowest F1-score of all 

cases. Based on our analysis, the decreased performance in Case 6 is caused by the selection process of 

some class words based on POS tagging. The class of words that are selected in this pre-processing 

phase are noun (NN), adjective (JJ) and negation (NEG). This process reduced the dimensions of data 

and affected data for small datasets significantly.  

      Table 8. The results of all datasets for each case. 

Dataset 
Case 

1 2 3 4 5 6 

cellular 0,785 0,785 0,800 0,800 0,800 0,697 

cyber 0,820 0,822 0,855 0,855 0,855 0,770 

movie 0,838 0,838 0,852 0,852 0,852 0,707 

politic 0,730 0,728 0,743 0,743 0,742 0,627 

fashion 0,843 0,832 0,855 0,870 0,866 0,833 

average 0,803 0,801 0,821 0,824 0,823 0,727 

Figure 5. Average F1-score from all 

domain datasets for each case. 

The data scraped from the marketplace causes the format to be unstructured, so pre-processing is needed 

to clean and prepare the data before analyzing. However, various pre-processing techniques are not 

appropriate to be implemented, especially for a small dataset. Slang-word and repetition handling and 

stemming are powerful to be employed. On the other hand, based on the experiment, the selection of 

words using POS tagging is not recommended for supervised learning with a small dataset, because it 

reduces the dimensions of data. 

Experiment #2. We compare the sentiment-classification results from various types of Naïve Bayes 

models for the fashion dataset. The fashion dataset is a primary dataset used in the experiment (see Table 

4 for the details of the primary data). Four different types of Naïve Bayes models are implemented in 

this experiment; namely, Gaussian, Multinomial, Complement and Bernoulli. The experiment is 

conducted to measure the performance of each Naive Bayes model in classifying sentiment sentences. 

We use the K-fold cross-validation method with K=5. K-fold cross-validation is a measurement method 

for both training and validation performance that is appropriate for small data. Table 9 presents the 

validation result for each model of Naïve Bayes in terms of F1-score, accuracy, precision and recall for 

the fashion dataset. 

Table 9. Validation performance results of the second experiment. 

Model F1 Prec Rec Acc(%) 

Gaussian 0.668 0.881 0.538 73.27 

Multinomial 0.876 0.919 0.840 88.18 

Complement 0.876 0.919 0.840 88.18 

Bernoulli 0.847 0.839 0.855 84.55 
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From Table 9, we can see that both Multinomial and Complement present the highest F1-score, precision 

and accuracy, while the highest recall is produced by Bernoulli. The highest F1-score, precision, 

accuracy and recall for the fashion dataset are 0.876, 0.919, 0.855 and 88.18%, respectively. Meanwhile, 

Gaussian has the lowest measurement results with an F1-score of around 0.668 and an accuracy of 

around 73.27%. The experiment results show that both Complement and Multinomial models have 

similar performances and are superior to other Naïve Bayes models for the fashion dataset. 

In Section 2, we have explained how to gather fashion dataset from Indonesian marketplace; and in 

Figure 3, we present two groups of words based on sentiment labels which are visualized using cloud 

word. We note some unique keywords that relate to the experiment results. Some keywords, such as 

material and size, are usually followed by context-dependent opinions, such as thin, thick, big and small. 

The context-dependent opinion is an opinion which appears in several aspects with uncertain polarity 

[26]. The sentiment polarity of context-dependent opinions is caused by the domain of the dataset. For 

example, the word “thin” is positive when mentioned in the context of cellular or electronic products. 

However, this word will be negative if it appears in fashion. Context-dependent opinions can affect the 

sentiment-analysis task performance. Therefore, there is a potential of the existence of  a concern on this 

issue for further study. 

Experiment #3. In the final experiment, we examine the performance of various Naïve Bayes models 

using primary data as well as secondary data. The total dataset utilized in the third experiment is 

comprised of five datasets from various domains; namely, cellular, cyberbullying, movie, politic and 

fashion. Table 10 shows the average of each statistical measurement result from various sentiment-

analysis datasets for both training and validation in the third experiment. 

Table 10. Comparing the results of the models in training and validation. 

Model 
Training Validation 

F1 Prec Rec Acc F1 Prec Rec Acc 

Gaussian 0,971 0,991 0,960 97,53 0,703 0,748 0,684 72,09 

Multinomial 0,974 0,983 0,966 97,51 0,816 0,870 0,782 82,79 

Complement 0,978 0,983 0,973 97,83 0,820 0,851 0,798 82,59 

Bernoulli 0,964 0,963 0,966 96,41 0,799 0,827 0,788 80,74 

In general, the Complement model is dominant over the other models for both training and validation 

scoring results. In training, the highest scores for F1-score, recall and accuracy produced by the 

Complement model are 0.978, 0.973 and 97,83%, respectively. For precision, Gaussian gave the highest 

precision of around 0.991. In validation evaluation, Complement and Multinomial show excellent results 

compared to the other two models. The highest F1-score and recall are 0.820 and 0.798, respectively 

produced by the Complement model. Meanwhile, Multinomial presents higher scores for precision and 

accuracy of around 0.870 and 82.79% respectively.  

From Table 10, we can assess which model has a good performance to handle overfitting. The 

consistency scores in training and validation can be an indicator of a model for overfitting issues. The 

Complement model shows the smallest gap in F1-score between training and validation from 0.978 to 

0.820. Multinomial has a small distance from training of 0.974 to validation of 0.816. Bernoulli shows 

a higher F1-score in training of around 0.964, while in validation, the score is under 0.80. On the other 

hand, the Gaussian model presents a good performance in training above 0.90 for all measurement 

scores, but it produces the lowest scores under 0.75 in validation.  

We compare the experiment results with the baseline. An increased F1-score of the model proposed is 

shown in cyberbullying dataset at around 0.856, while the baseline using Support Vector Machine 

produces an F1-score of 0.697 [21]. Meanwhile, the Complement Naïve Bayes for political dataset 

presents an increased accuracy of around 72,4% compared with the baseline of 70,2% using Multinomial 

Naïve Bayes [23]. For the cellular dataset, the baseline using Support Vector Machine presents a similar 

result to that of our model using Complement Naïve Bayes (F1-score=0.800) [20]. On the other hand, 

the baseline of the movie dataset that used Multinomial Naïve Bayes shows an F1 score=0.917, which 

is higher than that of the model proposed [22]. This inconsistent result is possibly caused because there 

is no consideration of cross-validation in the evaluation method of the baseline. The baseline of the 

movie dataset did not handle the overfitting issue in the experiment. 
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Referring to Table 11, the Complement model has the highest (average) F1-score at 0.820, followed by 

the Multinomial model at 0.816. Meanwhile, the Gaussian score is the lowest in performance 

beingaround 0.703. This result shows that both Complement and Multinomial have good performance 

in sentiment analyzing, especially to handle small datasets. On the other hand, Gaussian is not good 

enough to handle overfitting. In terms of politic dataset, this dataset is bigger than the others, but this 

has not increased the performance. Therefore, we can conclude that a lot of data is not enough in 

supervised learning, but it is important to know the variance as well as the characteristics of the data. 

Table 11. Average F1-score of validation results for each NB model. 

Dataset Gaussian Multinomial Complement Bernoulli 

cellular 0.734 0.781 0.800 0.760 

cyberbullying 0.769 0.856 0.856 0.860 

movie 0.704 0.831 0.831 0.786 

politic 0.643 0.737 0.737 0.740 

fashion 0.668 0.876 0.876 0.847 

Average 0.703 0.816 0.820 0.799 

4. CONCLUSIONS

This research focuses on analyzing sentiment in the fashion domain from Indonesian review data using 

various Naïve Bayes models. Four different Naïve Bayes models are used in this research; namely, 

Gaussian, Multinomial, Complement and Bernoulli. From the experiment results, we have three 

findings: 1) Selection of words using POS tagging is not recommended for supervised learning with a 

small dataset, because it can reduce the dimensions of data. 2) Complement model is superior to other 

models, especially to handle overfitting. 3) There are opinion words which appear in several aspects 

with uncertain polarity called context-dependent opinions, which can affect the sentiment-analysis task 

performance. For future work, choosing a powerful stemming algorithm in pre-processing can be 

considered as possible to increase the model performance. Other than that, knowing data characteristics 

and domain is crucial. Further, it will be of importance to concern the study of context-dependent 

opinion issues in the next experiments. 
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 ملخص البحث:

(ب ددددددد ب ء  ددددددد بNBيهدددددددالبحدددددددحصبصداءدددددددمبصددددددددصب ءددددددد ب  ص ب  ددددددد   ب     ددددددد ب ددددددد ب  ددددددد    ب 

ابو دددددداب  ا اهدددددد بو ددددددصب ا نودددددد  ب    دددددد  بددددددد  ص  ب دددددد ب  دددددد ب   دادددددد ب صد شدددددد وصاب  نددددددد 

اب صد   ددددددن  ب ابصد نص  دددددد لبصد  دددددد   بصمو  دددددد بصد  دددددد  ا  بحدددددد  بصد   ددددددن  بصد     دددددد    شددددددْ  ب ددددددص 

حاب   دددددددن  ب ص دددددددند لب دددددددحد ب دددددددح ب ء  ددددددد ب  دددددددصبصد  ا  ددددددد  ب اب صد   دددددددن  بصد ددددددد       دددددددا  بصددددددددا  صا 

ب  دددد بصد   دددد   لصد     دددد بد    دادددد بصدا ا    دددد ب دددد   ب  ددددص اب بو ددددصب  ص ب دددد  ك قُ  دددد ب ا دددد  ب دددد ب    دددد ك

وهددددد ب ددددد ب اددددد ب بدلأسيددددد  ب ددددد بصم دددددنصنبصو ا    ددددد  اب حددددد بصم ددددددصب ددددد ب ن   ا نوددددد ب    ددددد  ك

صد نضدددددد لب حدددددد ب     ددددددش ب دددددد ب   ق دددددده بو ددددددصب ددددددا ه  ه ب دددددد بصدءاددددددنابصم ددددددص لب ددددددحد ب

(ب  ا و دددددد بNB   ب ص دددددد  ا   بوددددددا صاب دددددد ب ا نودددددد  بصدا   دددددد  ب دددددد ب اص دددددد بد ءدددددد ب  دددددد   ب

نب  ددددددن  ب  دددددد    ب  حبو ددددددصبNB  ص ب     هدددددد بصد     دددددد لب ص  ئددددددقب دددددد بصد   دددددد ق ب  ددددددن  (بصد دددددد   

اب و دددددد ب ابصد نص  دددددد ب ءا ادددددد  ب   دددددد بي    ددددددمب    دادددددد ب شددددددْ  ب ددددددص  دددددد ك صد   دددددد   بصم ددددددص باب    د 
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ABSTRACT 

Stroke is a life-threatening condition causing the second-leading number of deaths worldwide. It is a challenging 

problem in the public-health domain of the 21st century to healthcare professionals and researchers. So, proper 

monitoring of stroke can prevent and reduce its severity. Risk-factor analysis is one of the promising approaches 

for identifying the presence of stroke disease. Numerous researches have focused on forecasting strokes in patients. 

The majority had a good accuracy ratio, around 90%, on the publicly available datasets. Combining several pre-

processing tasks can considerably increase the quality of classifiers, an area of research need. Additionally, 

researchers should pinpoint the major risk factors for stroke disease and use advanced classifiers to forecast the 

likelihood of stroke. This article presents an enhanced approach for identifying the potential risk factors and 

predicting the incidence of stroke on a publicly available clinical dataset. The method considers and resolves 

significant gaps in previous studies. It incorporates ten classification models, including advanced boosting 

classifiers, to detect the presence of stroke. The performance of the classifiers is analyzed on all possible subsets 

of attribute/feature selections concerning five metrics to find the best-performing algorithms. The experimental 

results demonstrate that the proposed approach achieved the best accuracy on all feature classifications. Overall, 

this study’s main achievement is obtaining a higher percentage (97% accuracy using boosting classifiers) of stroke 

prognosis than state-of-the-art approaches to stroke dataset. Hence, physicians can use gradient and ensemble 

boosting-tree-based models that are most suitable for predicting patients’ strokes in the real world. Moreover, 

this investigation reveals that age, heart disease, glucose level, hypertension and marital status are the most 

significant risk factors. At the same time, the remaining attributes are also essential to obtaining the best 

performance. 

KEYWORDS 

Stroke prediction, Machine learning, Classification, Feature selection, Stroke risk factors, Healthcare. 

1. INTRODUCTION

Stroke is the second biggest life-threatening disease in the world. It has caused about 11% of deaths 

worldwide from 2000-2019 [1]-[2]. According to WHO’s classifications1, it is the fourth leading cause 

of death in low-income countries, the second in lower-middle-income and upper-middle-income 

countries and the third in high-income countries. In the United States, a stroke happens every 40 seconds, 

killing one person every (i.e., 1 of every 20 deaths) 3 minutes and 33 seconds [3]. In addition, more than 

795,000 people have a stroke, approximately 610,000 of these are the first cases and even a stroke is 

expected to have a severe long-term  disability. 

When blood that flows to the brain reduces, there is a lack of nutrients in the cells, quickly leading to 

cell dysfunction. The symptoms of stroke appear when any part of the brain fails. For example, a core 

area in a stroke is where blood is almost completely blocked and the cells die within five minutes [4]. 

There are many reasons for a stroke occurring in a person. These include age, hypertension, diabetes, 

heart failure, ethnicity, heredity, physical inactivity and peripheral artery disease [5]-[6]. A stroke 

generally increases with age, but can occur at any period. In 2014, 38% of people hospitalized for a 

stroke were under 65 and 30% of patients aged 85 and above died from stroke [7]. 

Stroke is a curable condition that can be considerably reduced in severity if diagnosed or anticipated 

early. In various investigations and clinical trials, several risk factors for stroke have been found [8]. 

Proper management and controlled trials, such as preventing high blood pressure, avoiding smoking and 

1 https://www.who.int/news-room/fact-sheets/detail/the-top-10-causes-of-death 

http://orcid.org/0000-0002-0218-1365
http://www.who.int/news-room/fact-sheets/detail/the-top-10-causes-of-death
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alcohol, controlling diabetes, lowering cholesterol, surgery for carotid stenosis and maintaining height 

and weight adjustment, can reduce the risk of stroke [6], [9]-[11]. Moreover, other diets and mobile 

technology effectively prevent initial stroke in combination with salt restriction. On the other hand, 

health agencies can build secondary preventive measures for stroke [12]. Therefore, providing insightful 

information about stroke prognosis through research from patients’ medical history as a tertiary action 

with personal, medical and secondary management is essential in today’s world context. 

The inclusion of Artificial Intelligence (AI), especially Machine Learning Algorithm (MLA), has 

changed the traditional healthcare paradigm into an intelligent health service system. MLAs find hidden 

patterns from a health data repository and establish models to predict disease for making data-driven 

healthcare decisions [13]. Predicting the sign of stroke using an MLA is a promising task. Two potential 

procedures, such as CT scan/MRI and risk factor analysis, can easily monitor the incidence of stroke. 

Brain imaging can detect real-time stroke on bio-signal data more accurately than risk analysis, as shown 

in [14]. However, the main drawback of this CT/MRI approach is not anticipating the probability of 

other diseases (e.g. cardiovascular disease or diabetes). In addition, this approach cannot identify the 

correlations between the risk factors or the most influential feature importance. Therefore, predictive 

analysis of risk factors is a prominent approach to observing the likelihood of stroke symptoms. 

In recent years, numerous studies have identified predictive analysis of stroke disease using the MLA 

approach based on the publicly available stroke datasets. In 2019, H. Ahmed et al. [15] examined the 

presence of stroke with 90% accuracy. Then, P. Govindarajan et al. [16] demonstrated the stroke 

prognosis for only 507 patients with an accuracy of 96% in 2020. Afterward, in 2021, A. Kumar [17] 

and T. Tazin et al. [18] showed how to detect stroke using different MLAs with 82% and 95% accuracy, 

respectively. Finally, in 2022, S. Dev et al. [19] proposed an approach for predictive analysis of stroke 

risk factors and found four attributes that showed the best accuracy rate, around 80% only. However, 

the research gap in these studies includes choosing the combination of various pre-processing tasks to 

improve the quality of classifiers significantly. Moreover, these studies should identify the key risk 

factors responsible for stroke disease and predict the likelihood of stroke with high-performance MLA 

models. 

This article presents an enhanced approach for identifying possible risk parameters of stroke and 

predicting its presence in publicly available stroke datasets. First, this approach collects and loads the 

clinical data containing patients’ diagnoses with stroke disease. Next, the dataset is pre-processed and 

transformed into a standard format to improve the performance of the approach. Then, the best-fit 

features are identified to find the key risk factors of a stroke. Afterward, ten classification models are 

used to predict the presence of stroke. Finally, the performance of the classifiers is recorded and 

compared in terms of accuracy, F1-score, precision, recall and auc_roc to find the best-performing 

algorithms. The experimental results revealed that Extreme Gradient Boosting (XGB), Gradient 

Boosting Machine (LGBM), Category Boosting Classifier (CBC) and Adaptive Boosting Classifier 

(ABC) showed the highest accuracy (97%) of stroke prediction with all feature classifications. In 

addition, patients’ age, cardiovascular disease, diabetes, hypertension and marital status are the most 

significant risk factors. Overall, the proposed approach demonstrated a higher accuracy of 97% 

compared to the Machine Learning (ML) models used in existing research [15]-[19] on the same publicly 

available stroke dataset. 

The main contribution of this research is to present an enhanced method that identifies the critical risk 

factors of stroke and then predicts the possibility of receiving a stroke. In sum, the contributions of this 

article are as follows: 

• Choosing a combination of various pre-processing tasks to improve the quality of classifiers

significantly;

• Identifying the best-fit features (risk factors) of the stroke dataset to feed into ML models;

• Ranking key risk factors that are responsible for stroke;

• Achieving the highest percentage of accuracy using advanced gradient boosting-based classifiers

that can be the most appropriate ones for physicians to prognose stroke based on the patients’

medical history in the real world.

The rest of the paper is structured as follows. First, Section 2 discusses the background of the research. 

Then, Section 3 represents the description of the dataset, materials and proposed methodology used in 

this study. Next, Section 4, entitled results and discussion shows the discussion and analysis of the 
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experimental results. Finally, the paper concludes by suggesting future directions in Section 5, entitled 

conclusions. 

2. RELATED WORKS

Stroke is one of the highest reasons for death globally and causes mental and functioning concerns. So, 

extensive research is required to find ways to monitor, prevent and treat stroke. The benefits of artificial 

neural networks (ANNs) and other MLAs have been noticed in the literature to diagnose or predict the 

occurrence of stroke in a patient [20]. For example, D. Shanthi et al. [21] used an ANN to predict 

Thromboembolic strokes caused by a thrombus (blood clot) that forms in the arteries delivering blood 

to the brain. They used stroke data from healthcare datasets with eight attributes of patients. Their 

investigation improved accuracy to 89%. Although their approach emphasizes prediction accuracy, it 

is challenging to identify risk factors with a higher performance. 

A significant number of research studies have been conducted in the literature to anticipate the 

possibility of stroke in the human brain using machine-learning (ML) models. First, H. Ahmed et al. 

[15] used MLAs to identify the presence (90% accuracy) of stroke on the Apache Spark, an open-

source distributed processing system used for Big Data workload. Then, G. Sailasya and G. L A. 

Kumari [17] examined a similar type of study. They compared traditional ML methods and obtained 

82% accuracy using the Naive Bayes classifier. Finally, T. Tazin et al. [18] examined how to detect 

the probability of stroke with a higher accuracy (95%) than in previous studies. However, their 

methodologies require normalization before feature selection and rank physiological factors to detect 

strokes more accurately. 

Medical imaging and bio-signal analysis are promising research methods to monitor stroke as early as 

possible. For example, J. Yu et al. [14] developed an AI-based real-time stroke-prediction system on 

patients’ EMG (electromyography, measuring muscle response or activity) bio-signals. They collected 

and measured real-time left and right biceps femoris (thigh muscle located in the posterior portion or 

back) and gastrocnemius muscles (large back muscles or back part of the lower leg of humans) from 

health monitoring devices at 1500 Hz. Their experimental results revealed that the proposed approach 

could be an alternative to stroke detection with a low-cost diagnosis. However, though their system 

effectively detects early stroke, it overlooks the risk factors in predicting pre-stroke conditions, because 

risk-factor analysis shows which parameters are responsible for stroke in advance. 

Anticipating the likelihood of a similar type of stroke is a robust approach. This investigation was 

conducted by L. Amini et al. [22]. They collected 50 different attributes of healthy and sick patients in 

two hospitals from 2010 to 2011. They used data-mining techniques to classify high-risk groups of 

patients’ history of cardiovascular disease, hyperlipidemia, diabetes, smoking and alcohol 

consumption. In continuation of predictive stroke analysis, C. Colaka, E. Karaman and M. G. Turtay 

[23] proposed knowledge discovery from data (KDD) methods on nine attributes. They used 297 data 

samples (130 sick and 167 healthy persons) and showed the highest accuracy, approximately 93%, by 

using an ANN. Similarly, L. I. Santos et al. [24] used a decision tree-based ML model to predict the 

stroke outcomes for the imbalance dataset. They obtained 70% and 78% accuracy to show the 

significance of their study with the state-of-the-art approach. However, these investigations 

incorporated small and limited data samples, resulting in poor approximation. In addition, the most 

significant risk issues of stroke were unrevealed in these studies. 

Predictive analysis of risk factors is a promising research approach for stroke disease. S. Dev et al. [19] 

introduced a method that analyzes and identifies potential physiological attributes related to stroke 

disease. Using a perceptron neural network, they found four critical risk factors that exhibited the best 

performance, about 80% accuracy rate. Although they examined the significant risk factors, the 

accuracy of their approach could improve by choosing a combination of different pre-processing tasks. 

Besides, they reduced many critical attributes that could give a better predictable rate. D. Paikaray and 

A. K. Mehta [25] examined a similar approach to predicting stroke before its occurrence. They used 

nine different ML models in their experiment. They achieved a promising result with an accuracy of 

95.10%. Although their experimental result was better than that of S. Dev et al. [19], they could not 

discover the possible risk factors that may cause a patient’s stroke. 

Analyzing the effects of risk factors on stroke monitoring is an emerging research trend. For example, 
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P. Songram and C. Jareanpon [26] showed that people could prevent stroke by predicting its risk 

factors. They identified seven health issues for a stroke. Using the decision-tree approach, they 

achieved 74.29% of accuracy in the F1-score. Likewise, R S Jeena and A Sukeshkumar [27] developed 

a stroke risk-assessment model by detecting relevant predictors. They categorized the risk factors into 

low-risk, medium-risk and high-risk factors. In addition, Fang et al. [28] used an integrated ML 

methodology to select the essential features for stroke prognosis. They chose twenty-three parts to 

predict the acute stroke with an accuracy of 69% only. While these researches have shown the potential 

of feature selection related to stroke, they have demonstrated a lower accuracy than that obtained in 

our proposed approach. Moreover, they have identified many attributes that can be difficult to correlate 

with the probable stroke signs in patients. Therefore, an enhanced approach for identifying ranking-

based stroke risk factors and predicting stroke incidence is essential as an alternative to the existing 

methodologies. 

3. MATERIALS AND METHODS

This section represents the description of the stroke dataset, the methodology and the analysis of results 

from the ten classifiers used in this research. 

3.1 Dataset 

The dataset used in this research was related to stroke disease. The dataset indicates whether a patient is 

likely to suffer a stroke based on different parameters, such as gender, age, various diseases and physical 

conditions. The dataset was publically accessible on the Kaggle22 online community platform. It 

contains 12 different attributes and around 5,110 records or rows of data. Each row comprises relevant 

patient medical history information, as shown in Table 1. The dataset has 201 missing values in BMI 

attribute and 1,544 in smoking_status attribute. Moreover, it is a binary classification with a strongly 

imbalanced dataset involving 4,861class label 0 and 249 class label 1. 

Table 1. Summary of stroke dataset. 

Attribute Name Attribute  Description 

id Unique identifier of the patient 

gender "Male", "Female" or "Other" 

age Age of the patient 

hypertension 0: if the patient doesn’t have hypertension; 1: if the patient has hypertension 

heart_disease 0: if the patient doesn’t have any heart disease; 1: if the patient has a heart disease 

ever_married "No" or "Yes" 

work_type "children", "Gov. job", "Never worked", "Private" or "Self-employed" 

Residence_type "Rural" or "Urban" 

avg_glucose_level Average glucose level (mg/dL) in blood after meal 

BMI Body Mass Index 

smoking_status 
"formerly smoked", "never smoked", "smokes" or "Unknown". Unknown status indicates 

that the information is unavailable for this patient 

stroke 1: if the patient had a stroke; 0: if the patient had no stroke. (It is the class label attribute) 

3.2 Machine-learning Classification Models 

This study focuses on identifying risk factors for the binary classification of stroke disease. We 

employed ten different classification models from various fields of machine learning [29], as shown in 

Table 2. The models consist of three-tree based methods, including Random Forest (RF) [30], XGB 

[31] and Decision Tree (DT) [32]; three ensemble boosting approaches, such as LGBM [33], CBC [34] 

and ABC [35]; one Support Vector Machine (SVM) [36] and neural network-based Multilayer 

Perceptron (MLP) [37] ; one K-Nearest Neighbor (KNN) [38] and linear statistical-based approach 

Logistic Regression (LR) [39]. The classifiers are evaluated independently using different performance 

metrics and the outcomes are recorded for further analysis. 

2 https://www.kaggle.com/fedesoriano/stroke-prediction-dataset 

http://www.kaggle.com/fedesoriano/stroke-prediction-dataset
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Table 2. Review of different classification models. 

Classifiers Description Strengths Weaknesses 

RF It performs random selection of 

features to build different decision 

trees and applies voting policy to 

obtain the final result. 

It is efficient for classification 

problems with numerical and 

categorical features. 

Making predictions is quite slow 

once they are trained. 

XGB It is an ensemble method that 

supports various functions, such as 

classification, regression and ranking. 

It is computationally efficient and 

predicts the result with high 

accuracy. 

It is slow for a large number of 

classes. 

DT DT is a popular classification 

approach. It constructs tree data 

structure, where an internal node 

denotes the test on an attribute and 

a leaf node determines the class 

label.

It is simple and fast and has good 

accuracy depending on dataset. 

It takes a long time when training 

the dataset and deals with 

memory unavailability with 

respect to large data. 

LightGBM It is a gradient boosting algorithm for 

classification problems. 

It has a faster training speed, 

higher efficiency and a lower 

memory utilization. It can also 

handle large-scale data. 

It is prone to overfitting; it can 

easily overfit small data. 

CatBoost It is a gradient boosting algorithm 

that predicts with a less amount of 

time for unseen data. 

It is very useful in categorical data 

without explicit pre- processing. 

It needs to construct deep decision 

trees in order to get better 

accuracy. 

AdaBoost It is an ensemble boosting classifier 

by the combination of multiple 

classifier models to increase 

accuracy. 

It provides high-accuracy 

outcomes. 

It does not perform well with 

noisy data and outliers. 

SVM It performs classification by setting 

the hyper-plane that distinguishes 

between two class labels. 

It works very well with a strong 

margin of segregation for high-

dimensional spaces. 

It is slow with large datasets. 

MLP It  is  a  feedforward  neural network-

based classifier, which learns on the 

non-linear functions for complex 

data. 

It is very powerful and works with 

high accuracy for both small and 

large datasets. 

The training process is time-

consuming to determine the exact 

parameters for obtaining expected 

performance. 

KNN It solves classification and regression 

problems by setting the K-neighbors. 

It is a non-parametric algorithm, 

which implies that certain 

assumptions must be met in order 

for it to work. 

KNN requires to find tune K-value 

that may be challenging for large 

dataset. 

LR It is a statistical model that solves 

classification and regression 

problems. 

It is easier to extend additional 

classes and a probabilistic view 

of class predictions. 

The assumption of linearity 

between the dependent and 

independent variables is a key 

constraint of LR. 

Figure 1. Methodology for the identification of risk factors and prediction of stroke disease. 



287 

"Risk Factor Identification for Stroke Prognosis Using Machine-learning Algorithms", T. Ahammad 

3.3 Methodology 

The proposed approach of this article is a refinement of several methodologies, such as [15]-[18], [ 40] 

in the context of stroke-disease analysis. It incorporates six-stage processing phases for identifying and 

predicting the main risk factors of stroke disease, as illustrated in Figure 1. The stages are stated as 

follows: 

1) Collecting and loading dataset. Select and load the target dataset from the health data archive

containing patients’ medical records related to stroke disease. Since this paper focuses on a 

publicly accessible stroke dataset, the dataset is first loaded into the program for analysis. 

2) Data pre-processing. Before feeding target data into the classifiers, this step involves

analyzing the datasets to find any inconsistency (e.g. missing values, noise or extreme values).

Moreover, this stage transforms the data into a well-formed format to enhance the performance

of classifiers. As stated earlier, the stroke dataset has twelve attributes, where bmi and

smoking_status contain missing values. So, these missing values are predicted and replaced by

certain values analogous to non-missing data, called missing-data imputation. In continuation of

the pre-processing data phases, the columns or attributes containing the categorical or text data

are encoded to numeric values so that the ML models can process them properly.

Furthermore, the stroke dataset is rigorously checked to determine the class-label imbalances. As there 

are a total of 5,110 data records where 249 of them indicate the incidence of a stroke and 4,861 rows 

indicate the absence of a stroke (Figure 2a), these disparities (imbalance ratio 20:1) may lead many 

ML models to low predictive accuracy (e.g. metrics like precision and recall) with infrequent class. 

Consequently, the unbalanced data must be dealt with first to obtain an efficient model. Improved 

Synthetic Minority Over-sampling Technique (ISMOTE) [41] is possibly a novel approach that selects 

new samples nearest to the minority-class neighbors; it then balances the minority-class with the 

majority-class instances. Figure 2 shows the ratio of data samples in the class distribution used in this 

study. In the final pre-processing stage, the dataset is changed to a standard scale using z-score 

normalization33, as shown in Equation 1. 

𝑧𝑖𝑗 =
𝑓𝑖𝑗−𝑚𝑖

𝑠𝑑𝑖
      (1) 

where, 𝑧𝑖𝑗: normalized score jth value of ith feature, 𝑓𝑖𝑗: jth value of ith feature, 𝑚𝑖: mean value of ith

feature and  𝑠𝑑𝑖: standard deviation of ith feature.

     (a) Imbalanced distribution                                               (b) Balanced distribution 

Figure 2. Proportion of samples in the number of stroke absence to the number of stroke incidence. 

3) Archiving pre-processed data. Different preprocessing methods convert the raw data into

various understandable formats. For example, various encoding schemes or data-normalization 

techniques generate distinct data values that may affect the performance of ML models. So, 

storing all of these formats in a data archive or data files is necessary. In other words, archived 

data allows ML algorithms to get comprehensible dataset features during the training or 

learning. 

4) Feature selection. This stage is essential for deciding the best-fit features for the classifiers’ best

performance. Firstly, use all the attributes in the target stroke dataset to build and measure the 

3 https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.zscore.html 
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accuracy of the classification models. Next, calculate feature-importance scores using either 

tree- based classifiers or correlation coefficient; select the top-most n − 1, n − 2, n − 3, ..., 1 

features and find classifiers’ accuracy, respectively. Finally, a voting procedure is applied to get 

the best accuracy among all the choices of feature selection. In other words, all combinations of 

attributes in the dataset are used in the ML models and then recorded as the best-fit feature 

selection classification models. 

5) Model building. As stated earlier, ten classification algorithms are used in this study to show

the performance of the proposed approach. Therefore, the ratio of data samples used for training 

and testing purposes is 80:20. Since many ML models have different parameters/variables that 

control the model’s performance, the parameters can not directly predict (e.g. KNN, MLP) from 

data to obtain the desired accuracy. So, we need to tune the parameters. However, we train all 

ML models by setting different parameters, grid searching or random searching of model 

hyperparameters to be learned from data for the best accuracy. 

6) Applying evaluation metrics and performance comparison. It is the final stage of the

proposed methodology. After building the classification models, analyze them using five

metrics: accuracy, F1-score, precision, recall and roc_auc (compute area under the receiver

operating characteristic curve from prediction scores). Then, the performances of the classifiers

are compared based on these criteria. The metrics are defined as follows:

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (3) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (4) 

𝐹1 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
=

2∗𝑇𝑃

2∗𝑇𝑃+𝐹𝑃+𝐹𝑁
 (5) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝐹𝑃+𝑇𝑁
  (6) 

𝑅𝑂𝐶𝐴𝑈𝐶
 = 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 − (1 −𝑆𝑝𝑒𝑐ificity)  (7) 

where: TP= T rueP ositive: ML model correctly predicts that a patient has stroke disease. 

 TN = T rueNegative: ML model correctly predicts that a patient has no stroke disease. 

         FP = FalsePositive: ML model incorrectly predicts that a patient has stroke disease. 

         FN = FalseNegative: ML model incorrectly predicts that a patient has no stroke disease. 

4. RESULTS AND DISCUSSION

4.1 Exploratory Analysis of Dataset 

Exploratory data analysis is necessary to analyze the presence of stroke disease. It is the process of 

discovering patterns and irregularities and checking premises with the help of summary statistics and 

visual representations before applying ML models. The stroke dataset used in this study comprises 

11 feature attributes and one attribute containing two class labels, shown in Table 1. We did not 

consider the attribute, id, in our analysis, because it does not influence the performance of the 

classifiers. Since most features are categorical, it is easy to find patterns in the medical history 

responsible for a patient’s stroke. 

Figure 3 depicts various distributions of categorical features concerning stroke. For example, Figure 

3a illustrates three attributes the value of which is in binary type. Looking closer at this figure, we can 

see that 13.25% of patients who suffer from hypertension have stroke disease, while the number is 

below 4% for stroke patients with no hypertension. On the other hand, the number of stroke patients 

who got married is three times more than those not married. Besides, the ratio of people having a 

stroke with heart disease is 17% which is more than four times higher than the patients with no heart 

disease (4.18%). Therefore, heart-disease patients are likely to have a higher risk of stroke than stroke 

patients with hypertension and those ever married, as shown in Figure 3a. Turning to the attribute 

work type (Figure 3b), we observe that self-employees (8%) suffer a slightly higher percentage of 
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strokes than government (5%) and private (5.09%) workers. Moreover, the stroke patient rate trend 

seems to be almost similar in residence type and gender groups. 

In the stroke dataset, numerical data with missing values can be detected in some entities, as 

demonstrated in Figure 4. However, to visualize the stroke disease trend, first, numerical features are 

converted into categorical ones based on predefined rule-based approaches. For instance, the attribute, 

age, is grouped into four clusters based on reference [42], as stated below: 

• Child: 0-12 years;

• Adolescent: 13-18 years;

• Adult: 19-59 years;

• Senior Adult: 60 years and above.

Then, the feature bmi containing null/missing values is organized into several categories following 

the Centers for Disease Control and Prevention (CDC) interpretation44, defined as follows: 

• below 18.5: underweight;

• between 18.5 and 24.9: healthy weight;

• between 25 and 29.9: overweight;

• between 30 and 39.9: obese;

• missing values: null values.

(a) Binary features  (b) Work type status 

(c) Residence type   (d) Gender 

Figure 3. Representation of categorical attributes. 

Next, the average glucose level measured after the meal is grouped into three types using CDC 

report55, as indicated below: 

• Diabetes: 200 mg/dL or above;

• Pre-diabetes: 140 to 199 mg/dL;

• Normal: 140 mg/dL or less.

4 https://www.cdc.gov/healthyweight/assessing/bmi/adult_bmi/ 
5 https://www.cdc.gov/diabetes/basics/getting-tested.html 

http://www.cdc.gov/healthyweight/assessing/bmi/adult_bmi/
http://www.cdc.gov/healthyweight/assessing/bmi/adult_bmi/
http://www.cdc.gov/diabetes/basics/getting-tested.html
http://www.cdc.gov/diabetes/basics/getting-tested.html
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a.Age b. BMI

c. Average glucose level d. Smoking status

Figure 4. Representation of numerical features as categorical. 

Finally, three categorical values were specified in the original dataset in the smoking status attribute, 

except for missing values that were later grouped into "Unknown" status, as indicated in Figure 4d. 

However, if we look at Figure 4, we can notice that senior adults are more likely to suffer from stroke 

(13%) than other age groups (Figure 4a). Likewise, stroke patients who are overweight and obese have 

higher numbers than others. In addition, nearly 20% of patients were found to be more likely to suffer from 

stroke in the missing BMI values, as shown in Figure 4b. Most importantly, the average glucose level 

in blood is another feature that reveals a noticeable portion, nine and a half percent, of diabetic 

patients who suffer from stroke (Figure 4c). 

Identifying what kind of risk factor can predict a stroke is an important step. In other words, before 

applying ML models, feature correlation is a practical approach to determine the closeness between 

features and the target class. This method groups the related health information (e.g. age, bmi or smoking 

status) to reduce personal data processing, eliminate less essential data and improve the performance of 

ML models. Figure 5 illustrates the relationship of features with the stroke attribute. It shows that most 

features are positively correlated with the target variable other than gender and smoking status. 

Figure 5. Feature correlation with the stroke attribute. 
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4.2 Performance Evaluation of Classifiers 

The performance of the ML classification models is measured using all features and top-most main 

attributes in the dataset, as mentioned in the section containing the research methodology. The top-most 

important attributes are selected and ranked according to feature-importance scores by RF and XGB 

classifiers (Figure 6). A higher score implies that the specific feature will significantly impact the 

classification model. However, if we observe closely Figure 6a and Figure 6b, we can see that the two 

approaches, RF and XGB, generated different feature rankings despite a similar tree-based paradigm. In 

addition, three are the most common features in the top five scores. So, we applied these top-most features 

in classification. We also considered listing key attributes from correlated feature scores. 

As said previously, first, we tested and evaluated the performance of ten classifiers on all features from the 

stroke dataset. Table 3 shows the results from the analysis in the experiment. We can see that gradient 

boosting-based classifiers, including XGB, LGBM, CBC and ABC, showed the best accuracy (97%). On 

the other hand, the LR model gave the lowest result in terms of accuracy (80%), F1-score (86%), precision 

(81%), recall (86%) and roc_auc (86%), respectively. Besides, RF and MLP showed the second-highest 

accuracy, whereas SVM and K-NN performed similarly. However, Figure 7 depicts the performance 

analysis of all classifiers used in this study on the stroke dataset. It reveals that the performance rate of 

most classifiers slightly fluctuates between 94% and 97% except for the LR model. Overall, in all feature 

selections, gradient and ensemble boosting-tree-based ML models exhibit higher performance (97%) for 

stroke-disease detection compared to the ML models used in the existing research studies [15]-[19]. 

a. RF for feature importance b. XGB for feature importance

Figure 6. Ranking of features for stroke-disease prediction. 

Table 3. Train-test performance evaluation of classifiers on all feature sets. 

Performance-evaluation metrics 

Classifier Accuracy (%) F1-score (%) Precision (%) Recall (%) ROC_AUC (%) 
RF 96.4 96 96 96 96 
XGB 97 97 97 97 97 
SVM 95 95 95 95 95 
DT 94 94 94 94 94 

LGBM 97 97 97 97 97 
CBC 97 97 97 97 97 
ABC 97 97 97 97 97 
MLP 96 96 96 96 96 
K-NN 95 95 95 95 95 

LR 80 81 81 86 86 

Top-most attribute selection is another benchmark for predicting stroke disease. So, we selected 

different subsets (except null and all feature sets) of attributes on the target dataset. Based on the order 

indicated in Figure 5, we found the seven most essential feature classification presented the best accuracy. 

Table 4 summarizes the obtained results on the performance of ten classifiers. It shows that XGB, LGBM 

and CBC have achieved the highest performance, similar to the results in [18] but better than the 

results in works [15]-[17]. Figure 8 illustrates the visual representation of stroke prediction 

accomplishment on the top-most seven-feature dataset. We can see that the performance rate starts with 

a rising trend from RF to XGB. 
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Figure 7. Train-test performance analysis on stroke dataset for all features. 

Table 4. Train-test performance evaluation of classifiers on top-most feature sets. 

Performance evaluation metrics 

Classifier Accuracy (%) F1-score (%) Precision (%) Recall (%) ROC_AUC (%) 
RF 94 94 94 94 94 

XGB 96 96 96 96 96 
SVM 91 91 91 91 91 

DT 92 92 92 92 92 
LGBM 96 96 96 96 96 
CBC 96 96 96 96 96 
ABC 94 94 94 94 94 

MLP 92 92 93 92 92 

K-NN 92 92 92 92 92 
LR 78 79 81 83 85 

Then, it falls and remains constant for SVM and DT; it increases again sharply and reaches the highest 

peak at 96% for LGBM and CBC; afterward, it presents a downward trend and reaches the lowest 

point (78%). Therefore, LR was the lowest-performing model, whereas XGB, LGBM and CBC were 

the best-performing models on the top-most seven features. 

Figure 8. Performance from the top-most seven features. 

Figure 9. Comparison of classifiers’ performance on different feature selections. 
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The implication of this research lies in finding the best performance from the ten ML classifiers to 

determine the subset of attributes for stroke-disease detection and prevention. We identified two test cases, 

including all features and the top-most seven attributes. We also separately compared the results obtained 

from ML classifiers on these two types of attribute selection. As a result, the attribute/feature selections 

show different patterns, as depicted in Figure 9. Looking at the graph, we can observe that the results 

obtained from the ten ML models demonstrate an average of 2.1% better accuracy for all features than 

the top-most seven features. In addition, SVM, ABC, MLP and K-NN models revealed the most 

asymmetry differences ( 3%-4% accuracy deviations) in these classifications. Therefore, considering 

our analysis, we conclude that the ML classification models performed sufficiently on all attributes of 

the stroke dataset. In other words, the classifiers do not perform considerably well by selecting different 

subsets of attributes rather than all (ten features in the stroke dataset). 

As stated above, this article presents an enhanced method that performs well for all feature 

classifications. So, we compare the best-performing results of this article with those of other 

approaches. Table 5 represents a summary of the classification accuracy of different methods in several 

studies, including this article. The table shows that RF and DT classifiers were common in all papers 

for stroke prediction. We can also see from the table that every classification model used in this article 

exhibits a better accuracy rate than others, despite the similarity in [18] for the DT classifier. One 

significant point is that none of the existing research studies used gradient and ensemble boosting-tree-

based (except [16]) classifiers. In other words, gradient and ensemble boosting-tree-based ML models 

showed the highest percentage (97%) of stroke prognosis on the same stroke dataset used in previous 

studies. In conclusion, this article outperformed previous works [15]-[19] using the methodology of 

six-stage processing phases. 

Table 5. Performance comparison of classifiers in different studies. 

ML models Ref. [15] Ref. [16] Ref. [17] Ref. [18] Ref. [19] This article 

RF 90% 90.9% 72% 96% 75% 96.4% 

XGB 97% 

SVM 77% 91.5% 78.6% 68% 95% 

DT 79% 90.7% 77.5% 94% 74% 94% 

LGBM 97% 

CBC 97% 

ABC 91.5% 97% 

MLP 95% 80% 96% 

K-NN 77.4% 95% 

LR 77% 90.6% 77.5% 79% 80% 

We found in our analysis that all the medical records presented in the stroke dataset are essential for 

the stroke disease of the patients. We also ranked the patients’ health history in terms of feature 

importance. Age, heart disease, diabetes, high blood pressure and marital status are considered the most 

critical factors for a patient’s stroke. Besides, the type of workplace and the ratio of height and people’s 

weight are also significant factors. Although patients’ residential environment, gender type or smoking 

habits demonstrated less importance in the analysis, we can not ignore them to detect and prevent stroke. 

5. CONCLUSIONS

Stroke is one of the deadly diseases at the global level. Healthcare providers should identify its causes 

and take preventive measures as early as possible to avoid complications. However, it is a critically 

challenging problem for healthcare professionals and researchers. This research focuses on an enhanced 

approach for identifying the risk factors and detecting the presence of stroke for clinical stroke datasets 

using ML models to solve the issues. First, we analyzed the dataset to find any inconsistencies and discover 

hidden patterns. Next, we selected different subsets of features to identify and rank stroke risk factors 

for classification. Then, we relied on ten ML classification models to predict the presence of stroke using 

the train-test splitting technique. Finally, we evaluated the performance of classifiers using five metrics, 

including accuracy, precision, F1-score, recall and roc_auc. 

We compared the results of the ten ML models in all features and the top-most seven feature 
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classifications. We observed that the classifiers performed differently (2.1% divergence) on these two 

feature selections. XGB, LGBM, CBC and ABC models showed the highest accuracy rates in all feature 

(ten attributes) classification, whereas XGB, LGBM and CBC were the most accurate ones for the top-

most seven attributes. We also showed that every classification model used in this article exhibits a 

higher accuracy rate than other studies in most of the cases. Overall, we obtained a higher accuracy of 

97% than the existing approaches on the stroke dataset using gradient and ensemble boosting-tree-based 

classifiers. Therefore, healthcare providers can use these classifiers that are the most suited for predicting 

stroke based on the medical history of a patient in the real world. 

Furthermore, our experimental results revealed that age, heart disease, glucose level, hypertension and 

marital status are significant risk factors. Other attributes, such as employment variety, bmi, residential 

status, gender and smoking status, are essential in predicting stroke to achieve the best accuracy. 

However, in the future, an intelligent stroke -diagnosis and- monitoring system will be proposed to 

capture real-time health status (e.g. blood pressure, pulse rate/ECG and glucose level) and then predict 

the probability of stroke. Moreover, the system will apply to analyzing other diseases (e.g. heart disease 

and kidney disease). 
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 ملخص البحث:

النوّبةةةةةلبال حالةةةةةلب الةةةةةلبتعةةةةةنّ بالالةةةةةاة باتمةةةةةنبّ ةةةةةاتنبويةةةةةاا بالو ةةةةةاةب ال لةةةةةا  با ةةةةةنب  ةةةةة حلبتن ةةةةةو ب

ب ةةةةةنب لةةةةةنالبالّ ةةةةةالبالما ةةةةةلب ةةةةةنبال ةةةةة لب ال  ايةةةةةلببلحمةةةةةا حلبباالاةةةةةا  لبب ةةةةةنب  ةةةةة ب21 حةةةةة بتاةةةةةنّ 

وابتخفلةةةةةة بب نمعةةةةةةاالةةةةةة بال ةةةةةةالل بلةةةةةةصاب ةةةةةةللّبالّ اةةةةةةنبال  أةةةةةة بلحنوّبةةةةةةلبال حالةةةةةةلبي  ةةةةةةببولبي ةةةةةةو ب

لمنيةةةةةنب ةةةةةببال ةةةةةّ  بالّةةةةةنبباةةةةةلبب حةةةةة بتوىةّةةةة بالنوّبةةةةةاببال حالةةةةةلبلةةةةةنابال   ةةةةة  بشةةةةةنتّعا ب نةةةةةا با

ب اللةةةةةا  بااةةةة بالةةةةة ب ةةةةةابي ةةةة  ب ةةةةةبب %ب حةةةةة ب90اال  لةةةة ب ةةةةةببتحةةةةتبالّ ةةةةة  ب  ّ ةةةةةصب مةةةةنيّب ىةّةةةةل 

ةةةةة ب عةةةةةاّ بتةةةةةنبي  بىاوحةةةةةنب ّنو ةةةةةلبولبياّ ةةةةةبب  ج و ةةةةةاببالالاتةةةةةاببال ّا ةةةةةلبلحم ةةةةةو  باي  ةةةةةببلج و

ب ح ةةةةةواب ةةةةةو ةبال  ةةةةةنّ فاببالّةةةةةنب ت ةةةةة  ب جةةةةةال بياّةةةةةا بالةةةةة بالااةةةةة  ب ةةةةة بتانيةةةةةنب حةةةةة بتاةةةةةو 

الاةةةةةةا  لبب وا ةةةةةة بالخ ةةةةةةوبةبال أل ةةةةةةللبلحنوّبةةةةةةلبال حالةةةةةةلباايةةةةةةّخنا ب  ةةةةةةنّ فابب ّ نّ ةةةةةةلبلّوىةّةةةةة ب

با ّ ايبالإاابلببالنوّبلبال حالل 

ةةةةةةنلبلّانيةةةةةةنب وا ةةةةةة بالخ ةةةةةةوبةبال اّ حةةةةةةلباتوىةّةةةةة بالإاةةةةةةابلب ت ةةةةةةن ب ةةةةةةصقبالوبىةةةةةةلبد ي ةةةةةةلب ا  

ال ّا ةةةةةةةلبلحم ةةةةةةةو  بات ةةةةةةةم ببا بإ ةةةةةةةناب ج و ةةةةةةةاببالالاتةةةةةةةاببالنوّبةةةةةةةلبال حالةةةةةةةل با لةةةةةةةتببايةةةةةةةّخن

ب ةةةةةةنباا بلةّةةةةةاببالّ ةةةةةاب لبال ّمحّ ةةةةةةلببال و ةةةةةةو  بات ةةةةةةّخن ب الّ  ي ةةةةةلبال  ّ  ةةةةةةلبالةةةةةة بب  ب جةةةةةواب 

ت ةةةةةةنل بت ةةةةةة  ب  ةةةةةةنّ فابب مةةةةةةلّ  ةب ّ نّ ةةةةةةلبلح  ةةةةةة ب ةةةةةةببالنبايةةةةةةلبالااللةةةةةةلب  ةةةةةة ةبت ةةةةةةا  ب

بب حةةةةة ب  لةةةةة ب ج و ةةةةةاببالالاتةةةةةاببالإاةةةةةابلببالنوّبةةةةةلبال حالةةةةةل باىةةةةةنبتةةةةةّ بتاحلةةةةة بو ا بال  ةةةةةنّ فا

ةةةةةةة اب بب مةةةةةةةصبم  ةةةةةةةلب  ةةةةةةةايل ببمةةةةةةةلبب الف  لةةةةةةةلبال   نةةةةةةةلبال ّمحّ ةةةةةةةلببامّلةةةةةةةاباببالخ اأ بالّ  

ال ّاةةةةةةةةاب بلّانيةةةةةةةةنبالخواب  لةةةةةةةةابباا  ةةةةةةةة بو ا   بابلنةةةةةةةةصبالنّّةةةةةةةةاأ بالّج يالةةةةةةةةلبولّبال  ي ةةةةةةةةلب

ةةةةةة ابباا ةّةةةةةل  بااةةةةةةالبالإتجةةةةةةا با لا ل ةةةةةةنبال  ّ  ةةةةةةلب  ّ ةةةةةةصبالنىّةةةةةةلباا حةةةةةة ب حةةةةةة بت ةةةةةةنلفاببالّ  

%ببايةةةةةةةّخنا ب  ةةةةةةةنّ فابب مةةةةةةةلّ  ة ب  ابتةةةةةةةلب97لعةةةةةةةصقبالنبايةةةةةةةلبتا لةةةةةةة بت ةةةةةةةالب ىةّةةةةةةلبو حةةةةةةة ب 

بةةةةةةالّ   باامةةةةةة ا با حلةةةةةةفبي  ةةةةةةببلةداةةةةةةا باليةةةةةةّفا ةب ةةةةةةببال  ي ةةةةةةلبال  ّ  ةةةةةةلب ةةةةةةنبتوىةّةةةةة ب

الإاةةةةةابلبالنوّبةةةةةلبال حالةةةةةلب ةةةةةنبالمةةةةةال بالا ل ةةةةةن باوا ةةةةةاصبالنّةةةةةاأ بولّبوبةةةةة  ب وا ةةةةة بالخ ةةةةةوبةب

حالةةةةةةلب ةةةةةةنربالم ةةةةةة  باو ةةةةةة ا،بال حةةةةةة  با  ةةةةةةّوابال حواةةةةةةو  باإبتفةةةةةةا بال  تا ةةةةةةلببالنوّبةةةةةةلبال 

ةةةةةة ابباامةةةةةة ابويايةةةةةةللب‘ب ةةةةةة مبالةةةةةةنّ  باالاالةةةةةةلبال ّ ا لةةةةةةل با ةةةةةةنبالوىةةةةةةصب اتةةةةةةف  ةةةةةةللّبالّ  
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ABSTRACT 

Rat Swarm Optimizer (RSO) is one of the newest swarm intelligence optimization algorithms that is inspired from 

the behaviors of chasing and fighting of rats in nature. In this paper, we will apply the RSO to one of the most 

challenging problems, which is data clustering. The search capability of RSO is used here to find the best cluster 

centers. The proposed RSO algorithm for clustering (RSOC) is tested on several benchmarks and compared to 

some other optimization algorithms for data clustering, including some well- known and powerful algorithms such 

as Particle Swarm Optimization (PSO) and Genetic Algorithm (GA), as well as other recent algorithms, such as 

the Hybridization of Krill Herd Algorithm and harmony search (H-KHA), hybrid Harris Hawks Optimization with 

differential evolution (H-HHO) and Multi-Verse Optimizer (MVO). Results are validated through a bunch of 

measures: homogeneity, completeness, v-measure, purity and error rate. The computational results are 

encouraging, where they demonstrate the effectiveness of RSOC over other clustering techniques. 

KEYWORDS 

Rat swarm optimization (RSO), Swarm intelligence, Cluster analysis, Clustering. 

1. INTRODUCTION

Data clustering is an important procedure in data mining [1]-[3]. It consists of dividing a given set of 

unlabeled data (objects) into finite groups of similar objects. Data clustering has been widely used in 

several fields such as: image processing, pattern recognition, intrusion detection, biology, medical fields, 

among others [1]-[6]. There are many categorizations of data-clustering techniques depending on some 

criteria [2], [7]-[8], such as categorizing data clustering into hard (crisp) and fuzzy clustering. In hard 

clustering, an object cannot be a part of more than one cluster. However, in fuzzy clustering, an object 

can be a part of multiple clusters with certain values that indicate the degree of membership to each 

cluster [2], [9]. Another well-known categorization is partitional and hierarchical clustering [2], [7]-[8]. 

Hierarchical clustering clusters data progressively making a clusters hierarchy, generally with each 

object as a cluster at the bottom stage and the whole dataset as a cluster at the top stage; between these 

two stages, there is a bunch of other stages, where in each stage there is a different number of clusters. 

Each stage can be used as the final clustering, where the choice of the final clustering (stage) may depend 

on the number of clusters or any other criterion, such as the distance between clusters. Partitional 

clustering, however, divides the dataset directly into a certain number of clusters [1]-[3], [8]. In this 

work, we are interested in partitional clustering. The most known technique of this type is k-means [1]-

[2], 10]. 

Data clustering is considered as an optimization problem [2], as it is impossible in most cases to find the 

global optimal solution with exact methods. For a machine that can verify a million solutions per second, 

to test all possibilities of clustering a dataset of 50 objects in three clusters, it would take more than 3 

billion years. Thus, the need of powerful (efficient and effective) methods that can find a good solution 

near to the best one in acceptable time is indispensable. Nature-inspired metaheuristics are optimal tools 

for such problems [2]. Mainly, they can be categorized into four general types: evolutionary-based 

algorithms, swarm intelligence-based algorithms, human-based algorithms and physical and chemical-

based algorithms [11]. Swarm intelligence-based algorithms are methods inspired from the intelligence 

shown by swarms in nature. They mimic their collective intelligent behavior of finding food, fighting, 

defending, hunting, …etc. to explore and find solutions to optimization problems. Ant Colony 

Optimization (ACO) [12] and Particle Swarm Optimization (PSO) [13] are examples of swarm-

intelligence techniques. 

Metaheuristics has been widely applied to the clustering problem. Selim and Al-Sultan [14] applied 

simulated annealing (SA) to clustering. Al-Sultan [15] proposed a tabu-search (TS) [16]-[17] approach 

for data clustering. It was compared to SA and k-means and it outperformed them on almost all datasets. 
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Genetic algorithm (GA) [18]-[19] is widely applied to this problem [2], [20]-[22]. Shelokar et al. [23] 

developed an ant-colony approach, where it was compared to SA, TS and GA and the results showed 

the power of the mechanisms of this approach. In [24], Jinchao et al. proposed a novel artificial bee 

colony (ABC) [25] based on k-modes (ABC-K-modes) for clustering of categorical data. The proposed 

algorithm was tested on several datasets and compared to some other popular algorithms for categorical 

data, where ABC-K-modes outperformed the algorithms compared with in all but few datasets. In [26]-

[28], some applications of PSO to data clustering are demonstrated. In [29], authors proposed a hybrid 

PSO and grey wolf optimizer (GWO) [30] to take advantage of both mechanisms of PSO and GWO and 

applied it to data clustering. Kumar et al. [31] developed a grey wolf algorithm-based clustering 

(GWAC) technique, where GWO was applied to find the optimal center for each cluster and k-means to 

cluster data. The proposed algorithm was tested on both artificial and real datasets and compared with 

other algorithms. In [32], a magnetic optimization algorithm for data clustering (MOAC) was proposed. 

The algorithm was tested on eleven datasets and compared to five algorithms, where MOAC showed 

better results than other algorithms in general. The authors in [33] proposed an enhanced version of 

black hole algorithm (LBH) and applied it to data clustering. The proposed algorithm was tested on six 

real datasets and com-pared with nine other algorithms, where it outperformed them in all datasets. In 

[34], authors hybridized GWO with TS (GWOTS). TS was used to search for optimal solutions near the 

best ones. GWOTS was tested on several datasets and compared to other algorithms including, GWO 

and TS, where the results showed the effectiveness of the hybrid method. Aljarah et al. [35] applied 

multi-verse optimizer (MVO) [36] to data clustering and tested it on several datasets with four measures. 

MVO outperformed the other algorithms compared with in almost all datasets. 

Rat Swarm Optimizer (RSO) [37] is a novel swarm intelligence-based algorithm, which mimics the 

behavior of rats in chasing and fighting prey in nature. It was applied to several optimization problems 

[38]-[42]. In this paper, we will apply this method to the clustering problem. The performance of Rat 

Swarm Optimizer for Clustering (RSOC) has been tested on several various real benchmarks to show 

its performance. 

The remainder of this work is structured as follows: Section 2 introduces the data-clustering problem 

briefly. Section 3 describes the RSO. The adaptation of the proposed RSO to the clustering problem is 

presented in Section 4. Finally, experimental results and their discussion are provided in Section 5. 

Section 6 concludes the paper and opens some horizons for future research. 

2. DATA CLUSTERING

Data Clustering is the task of grouping a set of unlabeled data D in k groups called clusters C = (C1, 

C2,..., Ck ), based on some distance or similarity measurements, such as Euclidean and Manhattan 

distances. Each object should be a member of one and only one cluster and a cluster should at least have 

a member [2], [4], [10], [43]: 

∀𝑖, 𝑗 ∈ {1, … , 𝑘} 𝑎𝑛𝑑 𝑖 ≠ 𝑗, 𝐶𝑖 ∩ 𝐶𝑗 = 0 

𝑈𝑖=1
𝑘 𝐶𝑖 = 𝐷

∀𝑖 ∈ {1, … , 𝑘}, 𝐶𝑖 ≠ 0 

Objects of the same cluster should be closer to each other or similar, while objects from different clusters 

should be dissimilar or distant. Thus, the problem of clustering can be reformulated as: minimizing the 

intracluster distances and maximizing the intercluster distances. The Euclidean distance between two 

objects x and y is defined as follows: 

𝑑𝐸𝑢𝑐(𝑥, 𝑦) = √∑ (𝑥𝑖 − 𝑦𝑖)
2𝑑

𝑖=1 (1) 

where, xi and yi are respectively the ith attributes of x and y. 

Clustering techniques need to be evaluated to reveal their efficacy. Algorithm efficacy is generally 

measured by two main measures: performance and effectiveness [2]. Performance measures are 

generally used to compare the efficiency (computational time) of algorithms, without caring about the 

quality of results. Algorithms to be compared should be applied on the same programming language, 

tested on the same benchmark and executed on the same machine. On the other hand, effectiveness 

measures are used to assess the quality of results. Generally, there are three main types of effectiveness 

measures: internal, external and relative measures [2], [44]-[46]. Internal indices (intrinsic indices) 
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measure the validity using the information intrinsic to data. Sum of intracluster distances is an example 

of this type. However, external indices (extrinsic indices) measure the validity of the clustering results 

using some external information (ground truth), such as the class distribution of the clustered dataset 

[1]-[2], [47]-[48]. Homogeneity, completeness, v-measure, purity and error rate are external indices, 

which are, respectively, defined as follows:  

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = 1 −
𝐻(𝐶|𝐿)

𝐻(𝐶)
(2) 

𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑛𝑒𝑠𝑠 = 1 −
𝐻(𝐿|𝐶)

𝐻(𝐿)
(3) 

where, 

𝐻(𝐶|𝐿) = −∑∑
𝑛𝑖𝑗

𝑛
. log (

𝑛𝑖𝑗

𝑛𝑗
)

𝑞

𝑗=1

𝑘

𝑖=1

 

𝐻(𝐶) =  −∑
𝑛𝑖

𝑛
. log (

𝑛𝑖

𝑛
)

𝑘

𝑖=1

 

𝑉 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2.
𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦.𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑛𝑒𝑠𝑠

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦+𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑛𝑒𝑠𝑠
    (4) 

𝑃𝑢𝑟𝑖𝑡𝑦 =
1

𝑛
∑ 𝑚𝑎𝑥𝑗(𝑛𝑖𝑗)

𝑘
𝑖=1 (5) 

𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑑 𝑜𝑏𝑗𝑒𝑐𝑡𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑏𝑗𝑒𝑐𝑡𝑠
. 100   (6) 

k and q are, respectively, the number of clusters and true classes. n is the total number of objects (size 

of the dataset), nij is the number of objects that are from class j and clustered in cluster i. ni and nj are, 

respectively, the size of cluster i and class j. 

Relative indices are different from the two aforementioned indices. They compare the results of different 

clustering algorithms or the same algorithm, yet with different parameters [10], [45]. 

3. RAT SWARM OPTIMIZER (RSO)

3.1 Inspiration 

RSO [37] is a novel swarm intelligence technique inspired from two behaviors of rats in nature; chasing 

and fighting a prey. Black and brown rats are the two main species of rats. In general, rats show a social 

intelligence by nature. They contribute and help each other in different tasks. Rats live in groups and 

they are known by their aggressiveness in chasing and fighting prey, which is the fundamental 

motivation of the RSO algorithm. 

In RSO, each rat represents a different solution. The RSO starts by initializing the set of solutions (rats) 

randomly and then evaluates them by an objective function, where the optimal solution is considered as 

the best rat 𝑃𝑟⃗⃗  ⃗ and so, the following processes are repeatedly executed a certain number of times (T),

starting by firstly updating the position of each rat by the two behaviors chasing and fighting prey; 

secondly, the parameters are updated and any solution beyond the search space is adjusted and finally, 

the fitness of each rat is recalculated and the position of the best rat is updated if there is a better solution 

than 𝑃𝑟⃗⃗  ⃗. After completing that, the RSO returns the best solution 𝑃𝑟⃗⃗  ⃗. Algorithm 1 represents the pseudo-

code of RSO. 

3.2 Mathematical Model and Optimization Algorithm 

The two behaviors of chasing and fighting the prey are modeled as follows. 

3.2.1 Chasing the Prey 

Rats’ chasing is generally a social task. The best search agent is considered as the rat which has 

knowledge about the prey’s location. The rest of the group will update their positions according to the 

best-rat position as follows [37]: 

𝑃𝑟⃗⃗  ⃗ = 𝐴. 𝑃𝑖⃗⃗ (𝑡) + 𝐶. (𝑃𝑟⃗⃗  ⃗(𝑡) − 𝑃𝑖⃗⃗ (𝑡)) (7) 
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where 𝑃𝑖⃗⃗ (𝑡) represents the position of the ith rat (solution) and t represents the number of the current

iteration. 𝑃𝑖⃗⃗ (𝑡) is the position of the best soon. A is calculated as follows:

𝐴 = 𝑅 − 𝑡. (
𝑅

𝑚𝑎𝑥 𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛
) (8) 

R and C are random numbers, respectively, in [1, 5] and [0, 2]. A and C are two parameters for exploration 

and exploitation mechanisms. 

𝑅 = 𝑟𝑎𝑛𝑑(1,5)        (9) 

𝐶 = 𝑟𝑎𝑛𝑑(0,2)      (10) 

3.2.2 Fighting the Prey 

The fighting behavior is mathematically modeled as follows: 

𝑃𝑖⃗⃗ (𝑡 + 1) = |𝑃𝑖⃗⃗ (𝑡) − �⃗� | (11) 

where 𝑃𝑖⃗⃗ (𝑡 + 1) is the next position of rat number i.

A and C parameters are used to make balance between exploration and exploitation mechanisms. A 

small value of A (such as 1) and a moderate value of C will lead to emphasise exploitation. Other distant 

values may lead to emphasise exploration. The objective function used to evaluate results quality is the 

sum of intra-cluster distances which is defined as: 

∑ ∑ 𝑑2(𝑥, 𝜇𝑖)𝑥∈𝐶𝑖𝐶𝑖∈𝐶 (12) 

µi is the center of the cluster i and d2(...) is the squared Euclidean distance. 

Algorithm 1: RSO [37] 

Parameter Initialization: 

Initialize �⃗⃗� , �⃗⃗�  and �⃗⃗�  and set t = 0

Population Initialization: 

Initialize the group of rats Pi(i = 1,...,n) 

Calculate the fitness value of each rat  

The best solution is assigned to 𝑷𝒓
⃗⃗ ⃗⃗  

while (t < T ) do 
for each rat do 

     Update the position of the current rat by Equation (11) 

Update �⃗⃗� , �⃗⃗�  and �⃗⃗�  by Equations (9, 8 and 10)
Adjust the rat if it goes beyond the search space 

Calculate the fitness value of each rat 

If the best solution of the current iteration is better than 𝑃𝑟
⃗⃗  ⃗ then

The position of 𝑃𝑟
⃗⃗  ⃗ is updated to the position of the best solution

t ← t + 1 

Return: 𝑃𝑟
⃗⃗  ⃗

4. PROPOSED RSO-BASED CLUSTERING METHOD (RSOC)

In RSOC, the idea is to find the best cluster centers. Thus, each rat is represented by a vector of k 

cluster centers, where each cluster center is an object in a d − dimentional space (feature space). Hence, 

a solution can be represented in a (k∗d)− dimensional space as follows: 

𝑃𝑖 = ((𝜇𝑖,1,1, 𝜇𝑖,1,2, … , 𝜇𝑖,1,𝑑), (𝜇𝑖,2,1, 𝜇𝑖,2,2, … , 𝜇𝑖,2,𝑑), … , (𝜇𝑖,𝑘,1, 𝜇𝑖,𝑘,2, … , 𝜇𝑖,𝑘,𝑑)) 

where, 𝜇𝑖,𝑗,𝑙 is the attribute number l of the center number j of the ith rat.

The RSO process starts firstly by initializing each rat of the population by k random points from the 

dataset. The data is so clustered by each rat according to centers and each object is added to the cluster 

with the nearest center. After initializing parameters A, C and R, results are assessed by an objective 

function, where the best solution is saved in 𝑃𝑟⃗⃗  ⃗, then rats’ positions are updated by Equation 11

and parameters R, A and C are so updated respectively by Equations (9, 8 and 10). If there is a rat 

beyond the search space, its position will be adjusted by reassigning the previous centers. The data 

is so clustered by each rat and the results are assessed by the objective function. If there is a better 
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solution  than 𝑃𝑟⃗⃗  ⃗, 𝑃𝑟⃗⃗  ⃗ is then updated to the position of the best solution. This process of rats’ position

updating continues until the end, where a max. number of iterations T are repeated . Finally, the data is 

clustered using the best cluster centers found (𝑃𝑟⃗⃗  ⃗).

The pseudo-code (Algorithm 2) depicts the proposed RSOC. 

Algorithm 2: RSOC 

Parameter Initialization: 

Number of clusters k, rats’ group size, max. number of iterations T and the dataset 
Population Initialization: 

Data clustered with the best solution obtained 𝑃𝑟
⃗⃗  ⃗

Initialize the group of rats Pi(i = 1, ..., n) 

Initialize �⃗�  , 𝐴  and 𝐶  by Equations (9, 8 and 10) and set t = 0 

Cluster data by each rat 

Assess results and the best solution is assigned to 𝑃𝑟
⃗⃗  ⃗

while  (t < T ) do for 

each rat do 

Update the position of the current rat by Equation (11) 

Cluster data by the current rat 

if a solution is beyond the search space then 

The current rat centers are not updated to the new centers. 

Update �⃗�  , 𝐴  and 𝐶  by Equations (9, 8 and 10) 
Calculate the fitness of the current solution by Equation (12) 

if the best solution of the current iteration is better than 𝑃𝑟
⃗⃗  ⃗ then

The position of 𝑃𝑟⃗⃗  ⃗ is updated to the position of the best solution

t ← t + 1 

Cluster the dataset by 𝑃𝑟
⃗⃗  ⃗ and return the result

Return: 𝑃𝑟
⃗⃗  ⃗ and data clustered with it

5. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, the proposed RSOC approach is applied to several real datasets and compared to other 

optimization algorithms. The results were measured for the first comparison by four measures: 

homogeneity: Equation (2), completeness: Equation (3), v-measure: Equation (4) and purity: Equation 

(5). Results are measured by error rate: Equation (6) for the second comparison. Table 1 details the 

utilized benchmark datasets, which are obtained from UCI Machine Learning Repository [49]. 

Table 1. Used datasets. 

Dataset Number of instances Number of features Number of classes 

Iris 150 4 3 

Ecoli 336 7 8 

Glass 214 9 6 

Heart 270 13 2 

Cancer 683 10 2 

Seeds 210 7 3 

Wine 178 13 3 

CMC 1473 9 3 

5.1 Comparison with MVO 

The RSOC here was compared with: Deferential Evolution (DE), Particle Swarm Optimization (PSO), 

Genetic Algorithm (GA) and Multi-verse Optimizer (MVO). The results were validated through four 

measures: homogeneity: Equation (2), completeness: Equation (3), v-measure: Equation (4) and 

purity: Equation (5). Parameters of algorithms compared with are the same mentioned in [35], since 
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the results are taken directly from [35]. For RSOC, maximum number of iterations and population size 

are the same as for MVO; 200 as max. number of iterations and 50 as population size. The results 

are gathered through 10 independent runs. The results are presented in Tables (2-6). 

Table 2. Clustering results of Iris dataset. 

Homogeneity Completeness V-measure Purity 

DE 0.72778 0.75507 0.74096 0.86733 

(0.04379) (0.04469) (0.04293) (0.03777) 

PSO 0.65750 0.82877 0.72629 0.77133 

(0.07052) (0.09641) (0.02481) (0.09270) 

GA 0.60002 0.69056 0.64046 0.75333 

(0.09578) (0.09905) (0.09045) (0.08433) 

MVO 0.73642 0.74749 0.74191 0.88667 

(0.00000) (0.00000) (0.00000) (0.00000) 

RSOC 0.74847 0.76149 0.75492 0.89200 

(0.00635) (0.00738) (0.00686) (0.00281) 

Table 3. Clustering results of Ecoli dataset. 

Homogeneity Completeness V-measure Purity 

DE 0.43868 0.56485 0.49188 0.69235 

(0.10838) (0.12341) (0.11438) (0.07287) 

PSO 0.22629 0.74693 0.31740 0.57187 

(0.14762) (0.17063) (0.20040) (0.09071) 

GA 0.44054 0.52583 0.47512 0.67890 

(0.08253) (0.08403) (0.06779) (0.06717) 

MVO 0.50214 0.71637 0.58060 0.72508 

(0.13705) (0.04119) (0.10298) (0.07459) 

RSOC 0.69627 0.54324 0.61021 0.81815 

(0.01868) (0.02423) (0.02162) (0.01559) 

Table 4. Clustering results of Glass dataset. 

Homogeneity Completeness V-measure Purity 

DE 0.18996 0.46231 0.26717 0.45047 

(0.05362) (0.08873) (0.06913) (0.03201) 

PSO 0.17044 0.46871 0.24495 0.44206 

(0.07987) (0.11835) (0.10986) (0.04295) 

GA 0.24416 0.40213 0.30203 0.48972 

(0.04901) (0.08900) (0.05786) (0.03763) 

MVO 0.24341 0.50376 0.32666 0.47804 

(0.03544) (0.07557) (0.04368) (0.02136) 

RSOC 0.36172 0.43519 0.39355 0.56028 

(0.02865) (0.07616) (0.04263) (0.02611) 

Table 5. Clustering results of Heart dataset. 

Homogeneity Completeness V-measure Purity 

DE 0.13902 0.13881 0.13890 0.68815 

(0.11303) (0.11186) (0.11245) (0.10174) 

PSO 0.17086 0.20987 0.18129 0.70148 

(0.11114) (0.08492) (0.11056) (0.10612) 

GA 0.14584 0.15514 0.15021 0.70519 

(0.09743) (0.10498) (0.10090) (0.08145) 

MVO 0.25875 0.25761 0.25816 0.78222 

(0.06571) (0.06283) (0.06432) (0.05627) 

RSOC 0.01881 0.01944 0.01912 0.59074 

(0.00086) (0.00092) (0.00089) (0.00195) 

Table 6. Clustering results of Seeds dataset. 

Homogeneity Completeness V-measure Purity 

DE 0.55015 0.64305 0.58691 0.77048 

(0.10567) (0.03752) (0.06628) (0.09162) 

PSO 0.54263 0.68222 0.59593 0.76095 

(0.11405) (0.05097) (0.06504) (0.11586) 
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GA 0.54015 0.61663 0.57184 0.76762 

(0.06536) (0.05254) (0.03513) (0.08056) 

MVO 0.61098 0.67855 0.63709 0.82810 

(0.09793) (0.03824) (0.05412) (0.10025) 

RSOC 0.69394 0.69689 0.69541 0.89524 

(0.00793) (0.00877) (0.00835) (0.00224) 

Tables (2-6) show the superiority of RSOC in most datasets. RSOC showed the best values outperforming 

all other techniques compared with in terms of homogeneity, v-measure and purity for all datasets, expect 

for Heart dataset, where it gave the worst values. MVO gave the best values on Heart dataset and 

on Glass dataset for completeness measure. PSO outperformed all other algorithms in terms of 

completeness for Iris and Ecoli datasets. However, for Seeds dataset, RSOC showed the best results in 

all measures. As presented in Tables (2-6), RSOC seems to find more homogeneous and pure clusters. 

To recapitulate, RSOC occupied the first place by outperforming other algorithms in 13 cases, 4 of 

which for homogeneity, 4 for purity, 4 for v-measure and one for completeness. MVO occupied the 

second place by outpassing other algorithms in 5 cases, 2 for completeness, one for homogeneity, one 

for v-measure and one for purity. At the third place, PSO outperformed other techniques in two cases 

for completeness. 

5.2 Comparison with H-HHO 

At the second comparison, RSOC was compared to a number of algorithms, namely: K-means++ 

(KM++) [52], Spectral, Agglomerative [53], DBSCAN [50], Genetic Algorithm (GA) [54], Particle 

Swarm Optimization (PSO) [55], Harmony Search (HS) [56], Krill Herd Algorithm (KHA) [57], Hybrid 

GA (H-GA) [50], Hybrid PSO (H-PSO) [51], H-KHA [50] and H-HHO [51]. Since the results were taken 

directly from [50]-[51], they are validated by error rate through five datasets: I ris, Wine, Cancer, 

CMC and Glass. Parameters of algorithms compared with are mentioned in [50]-[51]. Parameters of 

RSOC are set to be the same as for H-HHO, max number of iteration is set to (1000). Results are collected 

over 15 independent runs. 

Table 7. Error-rate results. 

Criterion Iris Wine Cancer CMC Glass Rank 

K-means MEAN 21.467 32.388 42.388 55.470 46.154 

BEST 10.660 29.775 39.865 54.660 42.262 12 
WORST 56.667 43.820 45.970 56.667 46.215 

KM++ MEAN 20.983 31.841 40.145 56.258 44.566 

BEST 10.101 30.546 39.500 52.003 45.123 07 

WORST 54.274 43.534 44.965 57.001 45.250 

Spectral MEAN 17.458 33.585 40.154 55.120 46.614 

BEST 10.547 29.189 38.111 53.541 38.541 09 
WORST 55.541 43.137 44.685 54.044 51.991 

Agglomerative MEAN 18.544 34.154 41.645 54.944 43.222 

BEST 9.874 30.665 39.148 52.391 32.001 06 

WORST 48.397 42.688 46.699 57.487 52.140 

DBSCAN MEAN 16.311 33.487 42.199 56.544 44.984 

BEST 9.987 30.140 39.654 54.280 33.717 11 
WORST 43.111 42.009 44.021 56.654 51.123 

GA MEAN 21.652 34.270 44.270 56.697 51.028 

BEST 10.666 29.310 39.510 54.656 42.991 14 

WORST 43.333 47.753 47.753 57.296 56.075 

PSO MEAN 15.867 32.051 43.051 55.899 46.262 

BEST 10.667 29.775 40.775 54.101 43.925 10 
WORST 43.447 44.449 45.455 56.486 52.804 

HS MEAN 21.054 32.568 42.054 56.001 43.054 

BEST 10.509 29.865 40.111 55.430 41.162 08 

WORST 44.286 44.467 45.640 57.906 46.255 

KHA MEAN 22.658 32.303 42.543 56.056 43.925 

BEST 9.430 29.213 39.256 53.936 38.318 12 
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WORST 42.548 47.191 47.191 56.999 50.476 

H-GA MEAN 21.100 30.989 41.214 55.142 44.219 

BEST 9.765 29.654 40.254 53.124 35.249 05 
WORST 44.667 44.001 46.214 56.214 51.985 

H-PSO MEAN 15.800 30.871 42.125 54.204 51.617 

BEST 9.666 29.775 39.775 53.201 41.589 04 

WORST 44.333 43.888 46.758 55.333 56.075 

H-KHA MEAN 19.866 33.000 39.012 53.656 42.219 

BEST 9.000 29.650 38.670 52.213 32.242 02 
WORST 43.333 42.134 44.154 54.333 51.420 

H-HHO MEAN 20.866 33.564 39.470 54.109 44.002 

BEST 9.332 29.653 39.119 53.165 34.242 03 

WORST 43.333 43.584 45.365 55.693 51.445 

RSOC MEAN 12.027 28.134 45.737 46.292 33.070 
BEST 12.027 28.134 45.737 46.208 31.587 01 
WORST 12.027 28.134 45.737 46.392 33.970 

60% 

55% 

50% 

45% 
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35% 

30% 
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      10% 

IRIS      WINE  CANCER       CMC  GLASS 

Figure 1. Visual comparison of error-rate results. 

Table 8. Ranks of algorithms. 

Iris Wine Cancer CMC Glass Sum 

K-means 12 7 10 8 10 47 

KM++ 9 4 3 12 8 36 

Spectral 5 12 4 6 12 39 

Agglomerative 6 13 6 5 4 34 

DBSCAN 4 10 9 13 9 45 

GA 13 14 13 14 13 67 

PSO 3 5 12 9 11 40 

HS 10 8 7 10 2 37 

KHA 14 6 11 11 5 47 

H-GA 11 3 5 7 6 32 

H-PSO 2 2 8 4 14 30 

H-KHA 7 9 1 2 3 22 

H-HHO 8 11 2 3 5 29 

RSOC 1 1 14 1 1 18 

Tables (7-8) and Figure 1 show impressive results, where RSOC ranked the first among other algorithms. 

It outperformed all other algorithms showing the least error rate on all datasets, expect for Cancer dataset, 

where it unexpectedly occupied the last place, which calls for no free lunch theorem (no algorithm is suitable 
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for all problems). Next to RSOC, comes H-KHA occupying the second place; first place on Cancer dataset 

and second place on CMC and Glass datasets. The third place went to H-HHO, which got the second place 

on Cancer dataset and the third place on CMC. The rest of algorithms are ordered as follows: H-PSO, H-

GA, agglomerative clustering, k-means++, HS, spectral clustering, PSO, DBSCAN, k-means and KHA 

sharing the same rank and finally GA. RSOC showed a small deviation compared to other algorithms with 

CMC and Glass datasets and no deviation for the rest of datasets. 

6. CONCLUSION AND FUTURE WORKS

In this work, we applied RSO technique for the problem of data clustering, where the number of clusters is 

known a priori. The proposed technique was compared to other algorithms and the quality of results was 

measured in terms of five measures in two comparisons: homogeneity, completeness, v-measure and purity 

for the first comparison and error rate for the second. Results and analysis showed the superiority of RSOC. 

However, this technique is still showing a weakness, such as on Heart and Cancer datasets, where it gave 

the worst values. As a future work, we will try to improve this technique and apply it to solve other problems, 

such as feature selection. We will also try to compare this metaheuristic to grey wolf optimizer, since they 

are very similar. 
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 ملخص البحث:

خدلأددددددةةب  ادددددل ب ة لأددددد ة ددددداتةبلأمدددددا بع"ةسدددددلة  دددددل ةت  م دددددل ةباست خدلأددددددةةالجددددد ملبأة"ج  تعدددددلية الأمدددددةةباست

دددددد مةة خوبرزسمددددددل ةسدددددد  يةبجدددددد لأبلسبلةسددددددلةجددددددلأواة جددددددابتةبلأمددددددا بعةبلأا اخيدددددد ة دددددد ةس ددددددلر  ةبلأ ي

ةوبلان  لضة لأمبل.ة

ددددداتةبلأمدددددا ب خدلأددددددةةسع ادددددلةجدددددلأواة"ج  ع"ة لأددددد ة ددددد ةلدددددنبةبلأ  ددددديقةنعاددددد ة لأددددد ةت  مدددددرةنادددددلأة ست

بلأ ملنددددل .ةوتعادددد ة ددددلر ةلددددنبةبلأ ياددددلأة لأدددد ةسشددددهلأةةلدددد ةسددددلة اددددازةبلأ ي ددددليسل ةت اخيدددد ة دددد ة د ت دددددل ة

ةبلأ  ية لأ ةإسمل ة    ةسابكزة  ل ملةبلأ ملنل .

ة لأددددد ة دددددلي ة  سدددددل ةساحعمدددددةةوس لرن ددددد ةسددددد ة دددددل ة و دددددلةحددددداظة  دددددرةبلأ يادددددلأةبلأا  ددددداجةا دددددلن 

بلأاع اددددددل ة لأدددددد ةخوبرزسمددددددل ة وسددددددةةةسددددددلةبانااددددددةةباخدددددداظةبلأا دددددد ملسةة دددددد ة د ت دددددددل ةبلأ ملنددددددل 

سعاو دددددددةةحمدددددددلب .ةوتددددددد يةت مدددددددم ةبلأ  دددددددلتّةاوبجددددددد ةة زسدددددددةةسدددددددلةبلأا دددددددلسم قةسخددددددد  ةبلأ يمدددددددلن قة

وسعددددددلييةبلأم دددددد .ةو ددددددلة جدددددد ا ةن ددددددلتّةبلأ  ددددددلال ة لأدددددد ة(قةوبلأ ي ددددددلنقةvوبلاك اددددددليقةوس مددددددل ة 

ةلا دددددددتة لأددددددد ة دددددددلة ل دددددددتة عللأمدددددددةةبلأ ي  مدددددددةةبلأا  ا دددددددةةوت وي بدددددددلةاشددددددده ة عةقةساي ةسشدددددددمي بجددددددد   لحل ة

ةبلأ ي  مل ةباخاظةبلأا  ملسةة  ة د ت دل ةبلأ ملنل .ة

http://creativecommons.org/licenses/by/4.0/
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       نولوجيا المعلوماتالمجلة الأردنية للحاسوب وتك 

( مجلة علمية عالمية متخصصة محكمة تنشر الأوراق البحثية الأصيلة عالية المس توى JJCITالمجلة الأردنية للحاسوب وتكنولوجيا المعلومات )

 وهندسة الحاسوب والاتصالات وتكنولوجيا المعلومات.في جميع الجوانب والتقنيات المتعلقة بمجالات تكنولوجيا 

( المجلة الأردنية للحاسوب وتكنولوجيا المعلومات، وهي تصدر بدعم من صندوق PSUTجامعة الأميرة سمية للتكنولوجيا )وتنشر تحتضن 

المجلة وطباعتها وتوزيعها والبحث عنها  دعم البحث العلمي في الأردن. وللباحثين الحق في قراءة كامل نصوص الأوراق البحثية المنشورة في

لى المصدر. ليها. وتسمح المجلة بالنسخ من الأوراق المنشورة، لكن مع الاإشارة اإ  وتنزيلها وتصويرها والوصول اإ

 الأهداف والمجال

لى نشر آ خر التطورات في شكل آأوراق بحثية آأصيلة  (JJCIT) تهدف المجلة الأردنية للحاسوب وتكنولوجيا المعلومات اإ

وبحوث مراجعة في جميع المجالات المتعلقة بالاتصالات وهندسة الحاسوب وتكنولوجيا المعلومات وجعلها متاحة للباحثين في 

تصالات ش تى آأرجاء العالم. وتركز المجلة على موضوعات تشمل على سبيل المثال لا الحصر: هندسة الحاسوب وش بكات الا

 وعلوم الحاسوب ونظم المعلومات وتكنولوجيا المعلومات وتطبيقاتها.

 الفهرسة

 المجلة الأردنية للحاسوب وتكنولوجيا المعلومات مفهرسة في كل من:
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المجلة الأردنية للحاسوب وتكنولوجيا المعلومات
العدد ٣المجلد ٨أيلول ٢٠٢٢

عنوان البحث الصفحات 
تعلُّم الإعادة المكتَسَب خلال التّطوُّر النوّعي في الشّبكات العصبية العميقة ٢١٨- ٢٣١

جين-باتريس جلافكيدس، جين إ. شرِ، و هيرمان أكداغ

نة لإعادة التّشفير بالوكالة في سياسة النصّّ المشفّر المرتكزة على التّشفير القائم على  طريقة محسَّ ٢٣٢ - ٢٤١
مات في نماذج إنترنت الأشياء السِّ

نيشانت دوشي

تقنية لإخفاء البيانات المتعلقّة بالصّور الملوّنة باستخدام التّفريق بين قيم النُّقط والخريطة الفوضويةّ  ٢٥٥ - ٢٤٢
نسرين ياسين

إطارٌ مبتكر حقيقي لمعالجة سُيول البيانات المؤقّتة حيزّياًّ في الزمن الحقيقي ٢٥٦ - ٢٧٠
أتوري أنغبيرا، و هوا يونغ تشان

تحليل المشاعر بناءً على تقنيات التّصنيف الاحتمالية في مراجعاتٍ متنوعة لبيانات إندونيسية ٢٨١ - ٢٧١
ياّ ألياس، لاي يو هونغ، و محمد شمري ساينين نور هياتين، سرَُ

تحديد عوامل الخطورة في تشخيص النوّبة القلبيّة باستخدام خوارزميّات تعلمّ الآلة ٢٩٦ - ٢٨٢
تنوير أحمد

نظام أمْثَلةَ يعتمد سلوك سرِب الجرذان من أجل عَنقدة البيانات ٣٠٧ - ٢٩٧
إبراهيم زبيري، جميل زغيدا، و محمد ردِجيمي

صندوق دعم البحث العلمي والابتکار
Scienti�c Research and Innovation Support Fund

مجلة علمية عالمية متخصصة تصدر
بدعم من صندوق دعم البحث العلمي والابتكار
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