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ABSTRACT  

Transformers have shown their effectiveness in various machine-learning tasks. However, their “black box” 
nature often obscures their decision-making processes, particularly in Arabic, posing a barrier to their broader 

adoption and trust. This study delves into the interpretability of three Arabic transformer models that have been 

fine-tuned for semantic-search tasks. Through a focused case study, we employ these models for retrieving 

information from the Holy Qur’an, leveraging Explainable AI (XAI) techniques—namely, LIME and SHAP—to 

shed light on the decision-making processes of these models. The paper underscores the unique challenges posed 

by the Qur’anic text and demonstrates how XAI can significantly boost the transparency and interpretability of 

semantic-search systems for such complex text. Our findings reveal that applying XAI techniques to Arabic 

transformer models for Qur’anic content not only demystifies the models’ internal mechanics, but also makes the 

insights derived from them more accessible to a broader audience. This contribution is twofold: It enriches the 

field of XAI within the context of Arabic semantic search and illustrates the utility of these techniques in 

deepening our understanding of intricate religious documents. By providing this nuanced approach to the 

interpretability of Arabic transformer models in the domain of semantic search, our study underscores the 

potential of XAI to bridge the gap between advanced machine-learning technologies and the nuanced needs of 

users seeking to explore complex texts like the Holy Qur’an. Our code is available at1. 

KEYWORDS 

Explainable machine learning, Semantic search, Arabic NLP, Transformers, SHAP, LIME.  

1. INTRODUCTION 

Interpretive and Explainable Artificial Intelligence (XAI), in the field of machine learning, deep 

learning and transformer models, has seen remarkable developments. However, XAI for Arabic 

transformer models remains a notable challenge. The idea of Explainable AI (XAI) emerged, 

introducing techniques that offer a reasonable trade-off between explainability and predictive power 

for a variety of machine-learning (ML), deep-learning and transformer techniques [1]. 

Transformer models, well known for their effectiveness in natural-language processing (NLP) tasks, 

often operate as black-box, making it difficult to understand the decision-making process they 

employ. This ambiguity sheds light on significant challenges, especially in the context of Arabic 

models, where small linguistic differences can increase the complexity of the interpretation task. The 

absence of robust XAI tools hinders the examination of model outputs, leading to a potential lack of 

trust and liability. Bridging this gap in interpretability for Arabic transformer models makes it 

possible for people to comprehend, trust and manage the newest generations of AI models in the 

Arabic-speaking world. 

Arabic transformer models, used as black-box AI systems, have gained widespread usage in domains 

such as social networks, medicine and scientific fields. However, the necessity to explain and interpret 

these models arises from their operation as opaque decision making. These reasons include the 

Regulatory Perspective, exemplified by the European Union’s General Data Protection Regulation 
(GDPR), which accords users the right to explanation. Another reason is the Model Developmental 

Perspective, which dives into issues such as limited training data, biased data, outliers, adversarial data 

and overfitting leading to inappropriate results in black-box AI systems. Lastly, the end-user and 

                                                      
1 https://gist.github.com/a-mustafa/51fcacf30ecdf0c13ac91ad16fecfa89 
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social perspectives address concerns about trust in black-box AI models, shedding light on the 

potential for unfair decisions and biases in the data used for model development. XAI is recognized as 

a solution to enhance trust by providing explanations, improving interpretability, addressing fairness 

concerns and ensuring that the models fulfill their intended purpose [2]. 

This study is motivated by the absence of XAI models for Arabic transformer models. As a case study, 

we perform a Qur’anic semantic search using different Arabic transformer models and then interpret 
them using different XAI models. The Holy Qur’an is the most significant source for Arabic and 
Islamic sciences. The Qur’an is considered a sacred text in Arabic and contains approximately 80,000 

words divided into 114 chapters; each chapter consists of a varying number of verses. It also includes 

knowledge of a variety of other subjects, including science and the history of humanity [3]. Classical 

Arabic (CA), Modern Standard Arabic (MSA) and Colloquial Arabic are the three main styles or 

forms of the Arabic language [4]. Qur’an is the most important source of Classical Arabic. Many tools 
and applications have been developed to help in Qur’anic information retrieval. 

There are three main methods for information retrieval within the Qur’an: semantic-based, 

keyword-based and Cross-Language Information Retrieval (CLIR) [5], as shown in Figure 1. A 

semantic-based method searches for concepts or meanings, whereas a keyword-based method looks 

for exact letter matches. CLIR searches for information in a language other than the one used in the 

query. Most Qur’an search tools use keyword search, but some use ontology-based or synonym-set 

methods [6]. The ontology-based or semantic-search approach looks for concepts or subjects that fit a 

user request. Semantic search emphasizes the meaning of words and the intent of the user query rather 

than relying only on keyword matching. It analyzes the context and considers the relationships 

between words and their meanings to retrieve similar information. Semantic search utilizes a 

transformer-based model such as BERT, neural models like RNN, ML models including n-gram and 

Word2Vec models [7]. 

 

     

 

 

 

 

 

 

 
Figure 1. Classification of information-retrieval methods in the Holy Qur’an. 

In this paper, we use three transformer BERT-based models for Qur’anic semantic search. 
Transformers are one of the most advanced techniques for many NLP problems since they were 

proposed by Vaswani et al. (2017) [8] for machine translation. The semantic-search models utilized in 

this study include: CL-AraBERT [7], an Arabic BERT transformer for CA. Additionally, 

“asafaya/bert-base-arabic" (ArabicBERT) developed by Safaya et al. [9] is employed. ArabicBERT is 

a pretrained language model based on BERT, designed for Arabic semantic-search task. Lastly, 

“multi-qa-MiniLM-L6-cos-v1” (S-BERT) model2  [10] is used. S-BERT is a sentence-transformer 

model. It maps sentences and paragraphs to a 384-dimensional dense vector space and was designed 

for semantic search. 

Although transformer-based neural networks excel at classification in various domains, they lack the 

capability to offer explanations for their predictions [11]. Our study shows different XAI techniques 

that interpret the transformers mentioned above using two SHAP [12] and LIME [13]. SHAP 

(SHapley Additive exPlanations) is an explainability technique that calculates the Shapley values from 

cooperative game theory to attribute the contributions of each feature to the model output, providing a 

comprehensive explanation for a given prediction. LIME (Local Interpretable Model-agnostic 

                                                      
2 https://huggingface.co/sentence-transformers/multi-qa-MiniLM-L6-cos-v1 
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Explanations) is a model-agnostic technique that generates locally faithful approximations of a 

complex model decision boundaries by perturbing and observing input instances, facilitating 

interpretability for individual predictions. The main purpose of XAI is to introduce an explanation for 

a variety of ML, DL and transformer models that offer a reasonable trade-off between explainability 

and predictive power. This concept allows people to understand, trust and manage the newest 

generations of AI models.  

1.1 Challenges of Qur’anic-text Processing 

Challenges arise in the search and retrieval of relevant verses from the Holy Qur’an, due to both the 

search techniques and the structure of the text. The following are some of these challenges:   

1. Orthography: The Qur’anic text employs a distinct orthography that incorporates the 
essential diacritics (tashkeel) and vowel marks (harakat) necessary to understand the text. 

Nevertheless, contemporary Arabic text frequently excludes these diacritics or stems them as 

part of preprocessing, posing challenges for machines to accurately recognize and handle the 

proper pronunciation. For example,الجَنّة (al-jannah) means heaven and الجِنّة (al-jinah) means 

ghosts [6]. The Qur’anic text utilizes a distinctive orthography (conventional spelling), 
distinct even from CA, referred to as al-rasm al-’Uthmani. This is the method of writing the 
Qur’anic text compiled during the reign of Caliph Uthman b. Affan, for example: أنزلناه 
(anzlnah \We revealed it), is written as ه    .[14] (anzlnah\We revealed it) أنزلنَ َٰ

2. Textual Variants: The Qur’anic text exists in various versions that can vary in spelling, 
pronunciation and significance. Consequently, developing reliable and uniform 

computational models for processing the Qur’anic text presents a significant challenge. For 
example, محمد (Muhammad), أحمد (Ahmad) and المُزّمّل (Mozzammil) all refer to Prophet 

Muhammad [15], as following:  ُحْمَد
َ
ي مِن بَعْدِي اسْمُهُ أ ِ

ت 
ْ
ا بِرَسُولٍ يَأ ً  wamubashshiran birasul) وَمُبَشِّر

yati min baedi asmuh ’ahmad \And bringing good tidings of a Messenger who will come 

after me, whose name will be Ahmad),  ِಕَسُولُ ال دٌ رَّ حَمَّ  Muhammad rasul alllah \Muhammad) مُّ

is the Messenger of Allah ),  ُل مر مُزَّ
ْ
هَا ال يُّ

َ
 ya ’ayuha almuzzmmil \O you who wraps himself) يَا أ

in clothing!) 

On the other hand, there exists a disparity between user inquiry, inscribed in MSA and 

retrieved Qur’anic verses, written in CA [16]. For example, searching for أنزلناه (anzlnah\We 

revealed it), in MSA should retrieve the word ه  in CA. Since (anzlnah\We revealed it) أنزلنَ َٰ

the vocabulary and spelling in CA differ from MSA, this makes models’ selection 
challenging. To solve this issue, we select a multilingual S-BERT model, in addition to the 

CL-AraBERT model trained on CA and MSA texts, as mentioned before.   

3. Semantic Interpretation: The Qur’anic scripture comprises numerous allegories, metaphors 

and parables that require deep semantic analysis and comprehension for accurate 

interpretation. For instance, the term الحيوان (Al-Hayawan\animal) in Arabic typically 

translates to ‘the animal’, but in this specific verse, it denotes ‘the life’.  و ما هذه الحياة الدنيا الا
 Wa ma hadhihi al-hayatu ad-dunya illa lahwan) لهو و لعب و ان الدار الاخرة لهي الحيوان لو كانوا يعلمون

wa la’ab. Wa innad-dara al-akhirata lahiya al-hayawan law kanu ya’lamoon \And the 

worldly life is nothing but amusement and diversion. But the home of the Hereafter - that is 

the eternal life, if only they knew) [17]. To achieve a precise interpretation and translation of 

the Qur’anic text, it is imperative to understand its historical context. The text was revealed 
in the 7th century and the language and vocabulary used in it are indicative of the historical 

and cultural background of that period.  

4. Expressiveness, which refers to rhetoric in linguistics, involves expressing meanings using 

fewer words. For example, the concise phrase فأسقيناړموه (Fa asqaynākumūhu), which 
translates to “and We have given it to you to drink" in Arabic morphology is remarkably 
intricate, yet follows a systematic approach [14].  

Contribution: To the best of our knowledge, this study is the first to address the interpretation of 

Arabic semantic-search transformer models, utilizing post-hoc interpretation models. We propose a 

methodology that interprets the results obtained from three intricate transformer models; namely, 
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S-BERT, ArabicBERT and CL-AraBERT, which have recently been introduced for Qur’anic semantic 
search. Our results will help understand the inner workings of these Arabic semantic-search 

transformer models, facilitated by the utilization of post-hoc interpretation models, including LIME 

and two versions of SHAP, thus enhancing comprehension and insight.    

2. RELATED WORK 

This section provides an overview of previous studies that have explored semantic similarity in Arabic 

and Qur’anic text. It also delves into techniques for interpreting transformer models, such as BERT, 
utilizing post-hoc interpretation models such as SHAP and LIME. Post-hoc approaches refer to 

methods applied after a model has been trained to explain its predictions and provide insight into the 

decision-making process of complex models. These methods approximate the rationale of the 

underlying machine-learning models, proving especially valuable for the interpretation of ‘black-box’ 
models, wherein the internal mechanisms are not inherently transparent [18]-[19]. It is also worth 

mentioning that ante-hoc approaches, though not as widely recognized or discussed as post-hoc 

methods, ante-hoc approaches refer to techniques that are integrated during the model-development 

phase to ensure interpretability from the outset. These approaches are designed to build inherently 

explainable models, allowing for real-time interpretation of model decisions while processing data 

[20]. However, this approach is beyond the scope of our paper. Moreover, we evaluate and compare 

the post-hoc interpretation techniques with those used in our paper, highlighting their simplicity and 

informativeness. 

Both topics discussed in this section are crucial to the research, as they provide the foundational 

knowledge and tools necessary for interpreting Arabic semantic-search transformer models, which are 

the main focus of this paper. Due to the lack of studies that combine Arabic semantic similarity with 

interpretation techniques, we have organized the related works into different sub-sections. 

2.1 Semantic Similarity in Arabic and Qur’anic Texts 

Several studies have employed different techniques to extract semantic similarity or relatedness from 

Arabic and Qur’anic texts. Alsaleh et al. (2021) [21] conducted experiments using the QurSim dataset 

and a fine-tuned AraBERT model, which is an Arabic-language model trained on a wide range of 

Arabic texts. The dataset includes pairs of verses classified into three classes: ’2’ for strong similarity, 
’1’ for weak similarity and ’0’ for no similarity. They also filtered the dataset to eliminate repetition 
and create random pairs of verses. AraBERTv0.2 outperformed AraBERTv2 with an accuracy score of 

92%. However, AraBERT struggled with classical-Arabic lexical synonyms and religious context, 

potentially due to corpus limitations. Our study utilizes AraBERT to classify pairs of Qur’anic verses 
as semantically related or not. 

Mohamed and Shokry (2022) [6] discussed modern semantic-search techniques for the Holy Qur’an. 
They manually created a dataset and annotations based on Tajweed Mushaf and created an embedding 

matrix trained with classical Qur’anic and Arabic texts. This generated word-based feature vectors for 

the verses. During queries, cosine similarity was used to find the most semantically similar result. 

However, this approach only retrieved verses for the first query and ignored the rest of the topics, 

although they are also relevant to the query. 

Saeed et al. (2020) [22] explored using word embeddings to identify semantically similar verses from 

the Holy Qur’an. Using Word2Vec and Sent2Vec models, they highlighted the importance of semantic 
text similarity in NLP and various fields, including religious-text analysis. They trained custom word 

embeddings from multiple English translations of the Holy Qur’an and compared them to pre-trained 

embeddings from the Spacy library. The custom-trained models showed promising performance, with 

Model #5 achieving the highest accuracy. The study emphasized the framework’s potential to be 
applied to any text, contributing to a deeper understanding of sacred and literary works. Notably, their 

research focused on English translations of the Holy Qur’an, potentially missing nuances in the 

original Arabic. 

Malhas and Elsayed (2022) [7] proposed the first Qur’anic Reading Comprehension Dataset (QRCD), 
consisting of 1,337 question-passage-answer triplets for 1,093 question-passage pairs. They introduced 

CLassical-AraBERT (CL-AraBERT), pre-trained on a 1.0B-word classical Arabic dataset to 
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complement modern standard Arabic (MSA) resources, enhancing its utility for reading 

comprehension tasks. Leveraging cross-lingual transfer learning from MSA to classical Arabic, they 

fine-tuned CL-AraBERT using MSA-based machine-reading comprehension datasets followed by 

QRCD. For evaluation, they used the F1-score and Partial Average Precision (pAP), integrating partial 

matching for multi-answer and single-answer MSA questions, thus constituting the first MRC system 

on the Holy Qur’an. 

2.2 Interpretation Techniques 

Although there are many studies related to Qur’anic semantic search, there is no previous work that 

interprets Arabic semantic-search models using XAI techniques. Several post-hoc XAI interpretation 

techniques are discussed here to interpret and explain different transformer models. 

The first technique is LIME [13], which generates local explanations for each instance in a dataset. 

LIME introduces disturbances to an instance and uses the newly generated dataset to predict the class 

of each instance using a trained classifier. A simpler model is then used to explain the classifier’s 
prediction. While LIME is likely to be locally faithful, it does not perfectly represent complex models. 

SHAP [23], another post-hoc XAI technique, interprets the complex behavior of machine-learning, 

deep-learning and transformer models. SHAP values, based on game theory, allocate importance 

scores to each feature within a model to provide consistent explanations. Positive SHAP values 

indicate a positive contribution to the prediction, whereas negative values indicate a negative impact. 

The Semantic Textual Similarity (STS) explainer [24] is a SHAP-based technique designed to explain 

sentence-level scores by highlighting erroneous words in both source and target sentences. This 

method helps understand the contribution of each word using SHAP for tasks like machine translation 

and semantic search involving different text languages. TransSHAP, proposed by Kokalj et al. (2016) 

[11], adapts SHAP to provide sequential explanations for transformer models such as BERT-based 

text classifiers. Unfortunately, it is notable that TransSHAP is currently not compatible with 

semantic-search transformer models. Despite not being compatible with semantic-search transformer 

models, TransSHAP was found effective for tasks like sentiment analysis. It was rated better than 

SHAP and slightly better than LIME in overall user preferences. 

Layer-wise Relevance Propagation (LRP) [1] assigns relevance scores to input features to explain 

machine-learning model predictions. When applied to Transformer models, LRP computes relevance 

scores for each input token to understand its contribution to the final prediction. Although useful, LRP, 

like TransSHAP, faces limitations in providing explanations for tasks involving multiple-sentence 

analysis, such as semantic search. 

El Zini et al. (2022) [25] proposed new metrics and techniques to evaluate the explainability of Arabic 

Sentiment Analysis (SA) models. They assessed the accuracy of ’rationales’ extracted by the model 
and compared the agreement between XAI techniques and human judgment on a dataset. Their results 

showed that transformer models have better explainability than convolutional and recurrent 

neural-network architectures. This research lays the foundation for designing interpretable NLP 

models and creating a common evaluation framework. 

3. METHODOLOGY  

3.1 Dataset 

The Holy Qur’an, revered by 1.5 billion Muslims worldwide, is structured into 30 sections and 114 

chapters, encompassing 6,236 verses, totaling approximately 78,000 words. These words are 

organized into verses, with sets forming parts, chapters and groups (Hizb) or Hizb quarters. Each of 

the 114 chapters belongs to one of the 30 sections and the text is further segmented into 60 groups 

(Hizb), with each section comprising two groups (Hizb) [7]. 

We have used a verified Qur’an dataset called Tanzil Quran text3. The Tanzil Quran text provides a 

verified digital version of the Holy Qur’an in many scripting styles, including the Uthmani style. We 
have utilized the normalized simple-clean text style (in Tanzil 1.0.2) to enable the use of the dataset 

with transformer-based language models that have already been pre-trained using normalized Arabic 

                                                      
3 https://tanzil.net/download/ 
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text. Tanzil Qur’an dataset consists of three columns, as shown in Table 1: 1. Surah ID: is an id for 
each Surah from 1 to 114. 2. Verse ID: is an id for each verse (ayah) from 1 to 6236 without verse 

Basmallah, except in Chapter 1 (Surah Al-Fatiha). 3. Verse Text: the content of verse text with 

diacritics. For the model evaluation using the Qur’an exegesis step, we used an official Qur’an 
exegesis (Tafsir) called QuranEnc4. Qur’anEnc is a dataset that provides an interpretation for each 

verse of the Qur’an. As shown in Table 2, there are three columns in Qur’an exegesis (QuranEnc) 
dataset: 1. Verse ID: is an id for each verse (ayah) from 1 to 6236. 2. Exegesis: the content of verse’s 
exegesis (tafsir). 3. Verse Text: the content of verse text with diacritics.   

Table 1.The-holy-Qur’an dataset. 
Surah ID Verse ID Verse Text 

حِيمِ   1 1 نِ الرَّ حْمَ َٰ   بِسْمِ الಕَِ الرَّ
(Bismillāhi al-Raḥmāni al-Raḥīm\In the name of Allah, the Most Gracious, the Most Merciful) 

مِي  َ   2 1
َ
عَال

ْ
ِ رَبر ال َಕِحَمْدُ ل

ْ
  ال

(Al-ḥamdu lillāhi rabbi al-‘ālamīn\Praise be to Allah, the Lord of all the worlds) 

حِيمِ  3 1 نِ الرَّ حْمَ َٰ   الرَّ
(Ar-Raḥmāni ar-Raḥīm\The Entirely Merciful, the Especially Merciful) 

Table 2. Qur’an exegesis (QuranEnc) dataset. 
Verse ID Exegesis  Verse Text 

 و۟ن ربك, أيها الرسول, لهو العزيز الذي ينتقم من أعدائه،   3122
من عباده الرحيم بمن تاب   

(Wa inna rabbaka, ayyuha ar-rasulu, lahu al-’azizu alladhi yantaqimu 
min ’a’ada’ihi, ar-rahīmu biman tāba min ’ibādihi\And indeed, your 

Lord, O Messenger, He is the Exalted in Might, the One who exacts 

retribution upon His enemies, yet He is the Merciful to those among His 

servants who repent and mend their ways)  

حِيمُ   عَزِيزُ الرَّ
ْ
هُوَ ال

َ
كَ ل نَّ رَبَّ ِ۟  وَ

(Wa innna rabbaka lahuwa al-‘azīzu 
ar-raḥīmu.\And indeed, your Lord is the 

Exalted in Might, the Merciful)  

ي بساتي   وعيون جاري   4465
ةف    

(Fī basātīn wa ’uyūn jāriyah \In gardens and flowing springs)  

اتٍ وَعُيُونٍ   ي جَنَّ ِ
  ف 

(Fi jannatin wa ’uyun \In gardens and springs) 

 واستمعت لرب  ها منقادة، وحق لها ذلك   5888
(Wa istam’at li rabbiha munqādah, wa ḥaqqun lahā dhālik \And she 

listened to her Lord obediently. It was rightful for her to do so)  

تْ   هَا وَحُقَّ ذِنَتْ لِرَب  ر
َ
  وَأ

(Wa ’adhīnat li rabbiha wa ḥuqqat \And she 

listened to her Lord and fulfilled [her 

obligation]) 

3.2 Data Preprocessing 

The lack of diacritics in Modern Standard Arabic (MSA) is a common issue in the Arabic language. 

Diacritical marks are significant, because they impact the meaning and subsequently, the 

comprehension of Arabic texts [26]. Although the Holy Qur’an is extensively diacritical, most NLP 
tasks involving digital Qur’anic text resort to normalization by eliminating diacritics during the 
preparation stage. In this phase, we applied several preprocessing techniques to clean the text before 

feeding it into models using the Holy Qur’an dataset. Firstly, we added a new column named "surah 

name" to the dataset, which includes the name of each surah in the Holy Qur’an. Following this 
addition, we removed tashkeel (diacritical marks) and tatweel (character lengthening), as well as 

eliminating stop words and punctuation from the verses. Lastly, we normalized certain characters to 

standardize the dataset. Table 3 illustrates examples of the data preprocessing steps.   

Table 3. Overview of data preprocessing steps with examples. 

Original Verses   ِحِ    يم نِ الرَّ حْمَ َٰ    بسْ    مِ الಕَِ الرَّ

(Bismillāhi al-Raḥmāni al-Raḥīm\In the name of 

Allah, the Most Gracious, the Most Merciful)  

وَا٫ِهُ ۖ وَهُمْ مُٿْرَمُونَ 
َ
       ف

(Fawākihu, wahum mukramūn \Fruits 

and they are honored)  

Tashkeel removing  فوا٫ه وهم مكرمون بس   م ٧ه الرحمن الرح     يم 

Tatweel removing بسم ٧ه الرحمن الرحيم  - 

Punctuation and stop 

words removing  
- 

 فوا٫ه مكرمون

                                                      
4 https://quranenc.com/ar/browse/arabic_mokhtasar/ 
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3.3 Workflow 

As discussed earlier, the aim of this study is to interpret Arabic BERT-based semantic-search models 

using LIME and two SHAP techniques, the most well-known XAI techniques. Observe Figure 2. 

Semantic search is designed to understand the meaning of a user query, as opposed to simply matching 

keywords and to return results that are relevant to the user intent. This can make search results more 

accurate and useful to the user. Semantic-search technology is used in a variety of applications, 

including search engines, e-commerce websites and voice assistants. We will evaluate the 

semantic-search models using two different methods, BERTScore and Cosine similarity and then 

interpret the model results through the XAI techniques. 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Proposed framework: A query is sent to semantic-search models and the retrieved verses are 

interpreted alongside the query using XAI techniques. 

For the Qur’anic semantic search, first, we passed all 6,236 Qur’an exegesis, as queries to the three 
transformer BERT-based models: CL-AraBERT, ArabicBERT and S-BERT. The verses retrieved by 

the three models have been compared with the reference verse recorded in the Qur’anEnc Tafsir 
dataset. In this step, BERTScore precision, recall and F1-score were calculated for all the verses and 

their exegesis. BERTScore metric [27] evaluates the quality of text embeddings, particularly in the 

context of comparing the generated text against reference text. Specifically, it compares token-level 

similarity and leverages contextual embeddings from BERT or other transformer-based models. 

The performance of each model has been evaluated using BERTScore precision, recall and F1-score 

measurements. BERTScore is an automated evaluation metric that is used to assess the quality of 

text-generation systems. The precision (P), expressed in Equation1, measures the mean cosine 

similarities between each retrieved token and its closest reference token, normalized by the number of 

retrieved tokens. Using contextual embeddings, tokens are represented in a reference verse 𝑥 =𝑥1, . . . , 𝑥𝑘  and a retrieved verse 𝑥 = 𝑥1, . . . , 𝑥𝑙 . The cosine similarity (𝑥𝑖𝑇𝑥𝑗) weighs each retrieved 

token. Recall (R) indicates the extent of coverage completeness, as shown in Equation 2, calculated by 

dividing the number of relevant retrieved tokens by the number of all possible related tokens. The 

F1-score is the harmonic mean of precision and recall as shown in Equation 3. 𝑃 = 1|�̂�| ∑�̂�𝑗∈�̂� max𝑥𝑖∈𝑥 (𝑥𝑖𝑇�̂�𝑗)                                  (1) 𝑅 = 1|𝑥| ∑𝑥𝑖∈𝑥 max�̂�𝑗∈�̂� (𝑥𝑖𝑇�̂�𝑗)                                  (2) 𝐹 = 2  ∗  𝑃  ∗  𝑅𝑃+  𝑅                                       (3) 

Cosine similarity [28] measures the similarity between two nonzero vectors in an inner product space. 

In NLP, it is commonly employed to evaluate the similarity between two pieces of text by converting 

each text into a vector of word counts or frequencies and finding the cosine of the angle between the 

vectors. The cosine similarity helps identify the degree of alignment of these vectors, indicating 

semantic similarity. This allows for efficient retrieval of sentences (verses) with similar meanings, 

making it a valuable metric for tasks such as semantic search. 
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In the second evaluation, samples of exact, similar and dissimilar queries were sent to these three 

semantic-search models and the results were evaluated based on the cosine similarity between each 

query result and reference verse. 

Finally, sample queries, along with their respective search results, underwent three interpretation 

techniques: SHAP, STS explainer and LIME. Two criteria were employed in selecting the post-hoc 

interpretation techniques. Firstly, the XAI technique should support the Arabic transformer models. 

Secondly, it should support tasks that involve comparing two sentences, such as machine translation, 

question answering and semantic search. Notably, both TransSHAP and LRP were excluded from 

consideration, since they do not support tasks that involve comparing two sentences. The 

interpretation step will explain the two evaluation methods mentioned previously for semantic-search 

models. This process involves three steps: First, a query is sent to each semantic-search model. Then, 

three results are chosen (exact, similar and dissimilar) based on their scores. Finally, each resulting 

verse is compared with the query using the interpretation techniques. More details will be explained in 

the next sections.   

4. EXPERIMENTS 

In this section, we outline the experimental setup utilized in our study, focusing specifically on the 

methodology adopted for interpreting the semantic-search model outcomes and reporting the ultimate 

findings. To test the three semantic-search models, we have developed our testing procedure, where 

we use the sentences mentioned in an official Qur’an exegesis (Tafsir), Qur’anEnc. We fed all 6,236 
verses of interpretation texts (Tafsir) into the semantic-search models. If the reference verse mentioned 

in Tafsir is retrieved among the closest five resulting verses, we consider it as the prediction; 

otherwise, we consider the top retrieved verse as the prediction. Subsequently, we compare these 

predictions with the references from the Tafsir dataset. This procedure is repeated for all 

semantic-search models.  

4.1 Models Evaluation Using Exact, Similar and Dissimilar Sample Queries 

Since BERT is a transformer-based model, its embeddings are contextual and depend on the entire 

input sequence, so that SHAP can be adapted to work with BERT models by approximating the 

Shapley values for token embeddings. Therefore, calculating Shapley values directly becomes 

computationally expensive. To handle this limitation, we have employed sampling sub-sets of input 

tokens to estimate Shapley values for the three BERT models. To do so, we have passed a set of 3 

queries (samples) to three models: CL-AraBERT, ArabicBERT and S-BERT. Then, we measured the 

cosine similarity between the query and the retrieved verses. After that, we interpret samples of them, 

using SHAP and STS-Explainer interpretation techniques in sub-section 4.2. Here, as a first 

experiment, we have applied 3 test cases to validate each of the 3 BERT models:  

1. We have passed an existing text such as علمه البيان (’Alamahu al-bayan \He taught him 

eloquence), as the expected results are the exact match with a similarity of 1.0. The other 

retrievals should be other similar sentences, but not identical. As expected, their cosine 

scores will be less than the exact match. 

2. We have passed a text that does not exist in the Qur’an, but similar to existing words such as 
 Here, the expected results should be verses with words similar to .(Ibrāhīm\Abraham) ابراهام

the query. 

3. The third query uses words neither exist nor are similar to Qur’anic words such as كمبيوتر 
(Kumbiutir \Computer).  

4.2 Model Interpretation Using SHAP 

For each query, all semantic-search transformer models typically operate by retrieving a set of results, 

prioritizing the exact matches if they exist, followed by similar results and then possibly dissimilar 

ones. In this step, we interpret 3 samples from the retrieved verses for exact match, similar and 

dissimilar results using post-hoc interpretation techniques, SHAP and STS explainer.  

First, we search for an existing sentence, such as: علمه البيان (’Alamahu al-bayan \He taught him 

eloquence), so that we could select 3 results: 
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1. Exact match with cosine similarity scores 1.0, such as: علمه البيان (’Alamahu al-bayan \He 

taught him eloquence). 

2. Similar verse with high cosine similarity score, such as القران علم  (’Allama al-Qur’an \He 

taught the Quran). 

3. A verse with a very low cosine similarity score, such as  إنما جزاء الذين يحاربون ٧ه ورسوله ويسعون
ي الأرض

فساداً أن يقتلوا ف   (Innama jazau alladhina yuharibuna Allah wa rasulahu wa yas’awna fi 

al-ardi fasadan an yuqtalu \Indeed, the penalty for those who wage war against Allah and His 

Messenger and strive upon earth [to cause] corruption is none but that they be killed). 

All these results were picked for the 3 BERT models. So in total, we have 9 results that were passed to 

2 SHAP interpretation techniques. For the first SHAP model, we have tuned a Question Answering 

SHAP technique, to work as a semantic-search model. We assumed that the question was our query 

 and sent it with the context, which was the (Alamahu al-bayan \He taught him eloquence’) علمه البيان

Surah or verse that contained the query. Finally, we have assigned scores to the selected three search 

results to display their relevance. 

SHAP explains the output of the semantic search by attributing the importance of each feature in the 

context to the model prediction (query result). The SHAP summary plots provide many visual details 

that thoroughly explain the machine-learning models in a simple way. First, the summary plots 

provide SHAP scores, f(input), which equals the summation of all the word (feature) scores in the 

context. They provide insights into the contribution of each feature in the context to the model 

prediction for a particular instance of data, in our case, the query result. The words in the context, with 

a positive SHAP score suggest a positive influence on the prediction (query result), while the negative 

score suggests a negative influence on the prediction. The magnitude of SHAP score provides a 

measure of the feature importance relative to other features in the input query. Features with higher 

SHAP values are considered more important in influencing the model prediction. Second, SHAP 

colors in the summary plots are important to investigate the SHAP scores. The red color means a 

positive effect, the blue color means a negative effect and the shade of the color indicates the amount 

of effect. Therefore, dark red means a high positive effect, while light red means a low positive effect. 

In the "STS explanation" step, we interpret the results from another perspective, where another 

technique was utilized from SHAP called STS Explainer. We passed the same three search results 

from the "Search" step to the STS Explainer which was implemented especially for semantic-search 

tasks. The similarity score metric of the STS Explainer is F1 by default and we have fixed it for all the 

upcoming experiments. f(x) shows the similarity between the query and the result, while E(f(X)) 

shows the Expected SHAP score, which is calculated as the mean of all predictions. Just like the 

original SHAP technique, the STS Explainer provides visual interpretation using colors to indicate the 

positive or negative impact of the values, red for positive and blue for negative. STS Explainer also 

provides the SHAP score for each word in both the query and the result sentences, which indicates 

each word contribution to the model prediction that is figured out in the summary plot.  

4.3 Interpretation Using LIME  

In this study, we utilized a surrogate model, specifically LIME, to interpret the outputs generated by 

BERT models when analyzing the Holy Qur’an. We examined two variations of the Qur’anic text: the 
original text, which includes tatweel (elongation marks), tashkeel (diacritical marks), punctuation and 

stop words and a second version where only the tashkeel was removed (the Tanzil Qur’an dataset). 

The Holy Qur’an dataset underwent a detailed normalization process, as described in sub-section 3.2, 

which includes steps such as stop-word removal and character normalization. The text (verses) 

resulting from this process is referred to as "Normalized Verses" in Table 4. In contrast, the Tanzil 

Qur’an version underwent a simpler process, with only the removal of diacritical marks (tashkeel). 

The text resulting from this process is labeled as "Normalized Verses (Tashkeel Removed)" in Table 

4. The primary motivation for these different approaches was to investigate the impact of text 

normalization on model interpretation and similarity assessment. This methodological choice allowed 

us to directly compare how varying levels of text normalization influence the performance and 

interpretability of BERT models.  

To facilitate this comparison, we encoded the verses from these two variations using the Sentence 
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Transformer of our transformer models (CL-AraBERT, ArabicBERT and S-BERT) to get the 

embedding. The Sentence Transformer is a deep-learning model that encodes text into 

high-dimensional vector representations (embeddings) to capture their semantic meaning, facilitating 

efficient comparison and analysis of text data5. These embeddings were then used to calculate cosine 

similarity with the verse علمه البيان (’Alamahu al-bayan \He taught him eloquence), serving as a 

benchmark for assessing verse similarity. 

We adopted a binary classification approach to present these similarities, designating verses as 

"Similar" (label ’1’) or "Not Similar" (label ’0’) based on predefined thresholds of 0.6, 0.8 and 1.06. 

This classification facilitated a structured analysis of the impact of text normalization at varying levels 

of strictness in similarity assessment. The verses were then split into training and testing datasets. The 

outcomes of this approach are detailed in Table 4, which presents the classification results (labels) of 

selected normalized and normalized (tashkeel removed) verses at different similarity thresholds. 

Table 4. Classification outcomes of selected verses at varied similarity thresholds. 

Verses Similarity 

threshold  

Similarity 

value (label) 

Normalized Verses 

علمه البيان -بسم ٧ه الرحمن الرحيم   
Bismillāhi ar-Raḥmāni ar-Raḥīm \In the name of Allah, the Most Gracious, the Most Merciful 

>=0.8 0 

علمه البيان -العالمي   ربّ الحمد له    
Al-ḥamdu lillāhi rabbi al-’ālamīn\Praise be to Allah, the Lord of all the worlds 

>=0.8 0 

علمه البيان -ثعبان مبي   فإذا هي عصاه  ألق  ف  
Fa’alqā ’aṣāhu fa’idhā hiya thu’ban mubīn \So he threw down his staff and behold! it was a manifest serpent 

>=0.8 1 

علمه البيان -جعلوا القران عضي   الذين    
Alladhīna ja’alu al-qur’āna ’idīn\Those who have made the Quran burdensome 

>=0.8 1 

علمه البيان -بسم ٧ه الرحمن الرحيم     
Bismillāhi ar-Raḥmāni ar-Raḥīm \In the name of Allah, the Most Gracious, the Most Merciful 

>=0.6 0 

علمه البيان -العالمي   ربّ الحمد له    
Al-ḥamdu lillāhi rabbi al-’ālamīn\Praise be to Allah, the Lord of all the worlds 

>=0.6 0 

علمه البيان -مالك يوم الدين   
Māliki yawmi ad-dīn \Master of the Day of Judgment 

>=0.6 1 

علمه البيان -للمتقي    ىهدفيه ريب لا الٿتاب ذلك    
Dhālika al-kitābu lā rayba fīhi hudan lil-muttaqīn \This is the Book about which there is no doubt, a 

guidance for those conscious of Allah 

>=0.6 1 

علمه البيان -علمه البيان   
 ’Allamahu al-bayan \He taught him eloquence 

==1 1 

Normalized Verses (Tashkeel Removed) 
علمه البيان -بسم ٧ه الرحمن الرحيم    

Bismillāhi ar-Raḥmāni ar-Raḥīm \In the name of Allah, the Most Gracious, the Most Merciful 

>=0.8  0 

علمه البيان -الحمد له رب العالمي       
Al-ḥamdu lillāhi rabbi al-’ālamīn\Praise be to Allah, the Lord of all the worlds 

>=0.8  0 

علمه البيان -و۟ن عليك اللعنة إلى يوم الدين    
Wa inna ’alayka al-la’natu ilá yawmi ad-dīn \And upon you is the curse until the Day of Recompense 

>=0.8  1 

ي هو العذاب الأليم   علمه البيان -وأن عذات   
Wa anna ’adhābī huwa al-’adhābu al-aleem \And indeed, My punishment is the painful punishment 

>=0.8  1 

علمه البيان -بسم ٧ه الرحمن الرحيم   
Bismillāhi ar-Raḥmāni ar-Raḥīm \In the name of Allah, the Most Gracious, the Most Merciful 

>=0.6  0 

علمه البيان -الذين يؤمنون بالغيب ويقيمون الصلاة ومما رزقناهم ينفقون    
Alladhīna yu’minūna bil-ghaybi wa yuqīmūna aṣ-ṣalāh wa mimma razaqnāhum yunfiqūn \Those who 

believe in the unseen, establish prayer and spend out of what We have provided for them 

>=0.6  0 

علمه البيان -الحمد له رب العالمي      
Al-ḥamdu lillāhi rabbi al-’ālamīn\Praise be to Allah, the Lord of all the worlds 

>=0.6  1 

علمه البيان -مالك يوم الدين     
Māliki yawmi ad-dīn \Master of the Day of Judgment 

>=0.6  1 

علمه البيان -علمه البيان     
’Allamahu al-bayan \He taught him eloquence 

==1 1 

                                                      
5 https://sbert.net/ 
6 If the similarity between verses and the verse (query) (’Alamahu al-bayan \He taught him eloquence) is greater than or equal to the 

similarity threshold, we set the similarity class to “Similar" else “Not Similar". For example, suppose that we set the similarity threshold to 
0.8 and the similarity score is 0.7, the similarity value will be “Not Similar" since 0.7 is less than the threshold.  
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In Arabic, two words that appear different on the surface can become similar when represented using 

word embeddings due to the language’s rich morphological structure. Arabic is characterized by its 
introflexive, fusional and inflectional nature, which means that words can have different surface 

forms, but share underlying roots and patterns that convey similar meanings or functions [29]-[30]. 

For instance, in verses such as  
َ
بِي  ٌ ف عْبَانٌ مُّ

ُ
َ ث إِذَا هِي

َ
َٰ عَصَاهُ ف َ ق 

ْ
ل
َ
أ  (So he threw down his staff and behold, it 

was a manifest serpent) and  َبَيَانَ ع
ْ
لَمَهُ ال  (He taught him eloquence), the words البيان (al-bayan) and    مبي 

(mubīn) look different but share the same root  ن –ي –ب (b-y-n), which conveys the meaning of clarity, 

explanation or distinction. When these words are embedded in a vector space, the embeddings capture 

these morphological and semantic similarities, making their vectors close to each other. This closeness 

can be quantified using cosine similarity. 

Our analysis involved a Logistic Regression (LR) model to predict the similarity class (label) of each 

verse in the test dataset. This model was chosen for its simplicity and effectiveness in 

binary-classification problems. Specifically, we trained the LR model on the training dataset and 

utilized TF-IDF (Term Frequency-Inverse Document Frequency) [31] to convert the textual data into 

numerical vectors. Finally, the predicted probabilities from the LR model were then passed to the 

LIME XAI framework for interpretability and explanation of the model’s decisions. 

5. RESULTS AND DISCUSSION 

We delve into the outcomes of the conducted experiments. To understand the intent and context of a 

user query, we pass two evaluation techniques to evaluate both semantic-search models retrieving the 

meaning and the matching keywords. First, the model evaluation using Qur’an exegesis using 
BERTScore and second, the model evaluation using exact, similar and dissimilar sample queries using 

cosine similarity.  

5.1 Model Evaluation Using Qur’an Exegesis 

As mentioned in the experimental-setup section, we compared the three semantic-search model 

predictions with the references from the Tafsir dataset. This procedure is repeated for all 

semantic-search models. Table 5 shows that CL-AraBERT outperformed the other two models with 

0.92, 0.93 and 0.92 for Precision, Recall and F1 BERTScore measurements, respectively.   

Table 5. Test scores for 3 different semantic-search models. 

    CL-AraBERT ArabicBERT S-BERT 

P-BERTScore Eq. 1  0.92 0.79 0.67 

R-BERTScore Eq. 2  0.93 0.81 0.71 

F1-BERTScore Eq. 3  0.92 0.80 0.69 

5.2 Model Evaluation Using Exact, Similar and Dissimilar Sample Queries 

We have passed a set of three sample queries -exact match, similar and dissimilar- to three models: 

CL-AraBERT, ArabicBERT and S-BERT. Then, the cosine similarity is measured between the query 

and the retrieved verses. The results for these experiments are shown in Table 6. 

The exact-match results show identical similarity for the three models, with a cosine score of 1.0 or 

approximately 1 (0.99) for all of them. Even for the other retrieved results, as will be shown in 

experiment 2, they were close to each other. For the similar word, the expected retrieval from  a 

linguistic perspective , is: إبراهيم (Ibrāhīm \Abraham). However, the retrieved verses contain similar 

sub-words (or tokens), not the same word, that got similar embeddings, such as token: "را" (ra). Their 

cosine scores were not very high, which indicates that they are far from the query embedding. For the 

third query, since we have searched for a non-existent word, the retrieved sentences contained similar 

tokens. Hence, the retrieved result for S-BERT, for example, contained sub-token: "  The . (byo) "        ي     ب

proposed results through this experiment have obviously shown that the BERT transformers got the 

same cosine similarity scores, for the exact-match results. Also, variations have been shown for the 

other queries due to their different embedding, even if all of their implementations were BERT-based.    
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Table 6. The top retrieved verse for each query using the three models along with cosine similarity. 

BERT model  البيان علمه : exact match 
(’Alamahu al-bayan \He 

taught him eloquence) 

 similar :إبراهام 
(Ibrāhīm\Abraham)   

 not exist :كمبيوتر
(Kumbiutir\Computer) 

S-BERT  دابرات أمرامفال علمه البيان  
(Fāl-dabirāt amrā\So the 

consequences are decreed.)  

  كراما كاتبين
(Karaman 

kātibīn\Honored 

recorders) 
 0.99  0.83  0.93  

ArabicBERT  إلا المصلين علمه البيان 
(Illā al-muṣallīn\Except the 

ones who pray) 

 عسق
(’Ayn, Seen, 
Qaf\letters, none but 

Allah (Alone) knows 

their meanings)  
 1  0.87  0.84  

CL-AraBERT  لناسإله ا علمه البيان  
(Ilāh al-Nās\God of the 

people)   

 فيها كتب قيمة
(Fīhā kutubun 
qīmah\In it (are) 

valuable books) 

 1  0.76  0.7  

5.3  Model Interpretation Using SHAP 

In this technique, we explain the functioning of the model output. For the CL-AraBERT model, after 

retrieving the exact match and hovering over it among the three options, the resulting SHAP score was 

0.03. This score represents the summation of all scores attributed to the contextual features (words). 

Referring to Figure 3, the blue words in the context negatively impacted the score of the علمه البيان 

(’Alamahu al-bayan \He taught him eloquence) result, while the red tokens positively influenced 

it.Specifically, red words force the SHAP value towards the positive side (arrow from left to right), 

while blue words push the SHAP values from right to left, towards the negative side. The negative and 

positive values shown correspond to the line, representing the magnitude of the influence exerted by 

each word. To compare the similar result with other results of lower and upper similarities, observe 

Table 7.    

Figure 3. SHAP values for exact-match retrieval for CL-AraBERT model. 

After hovering over the similar result علم القران ( ’Allama al-Qur’an\He taught the Quran), as shown in 

Figure 4, the obtained SHAP score was 0.04. This score was determined by summing the SHAP scores 

for both the red and blue words, which, respectively, influenced the positive and negative SHAP 

scores. To compare the similar result with other results of lower and upper similarities, observe Table 

7. 

Figure 4. SHAP values of the query similar retrieval for CL-AraBERT model. 

    
In cases where dissimilar results were observed, it was noted that the SHAP score is 0. This suggests 

that the SHAP values of the words in the context were very low, less than 0.002, indicating their 

negligible impact on the prediction of the SHAP score for the dissimilar results. Figure 5 illustrates the 
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SHAP score of the dissimilar retrievals. 

ي الأرض فساداً أن يقتلوا
 إنما جزاء الذين يحاربون ٧ه ورسوله ويسعون ف 

(Innama jazau alladhina yuharibuna Allah wa rasulahu wa yas’awna fi al-ardi fasadan an 

yuqtalu \ Indeed, the penalty for those who wage war against Allah and His Messenger and strive upon 

earth [to cause] corruption is none but that they be killed)  

  علمه البيان

(’Alamahu al-bayan \He taught him eloquence) 

Figure 5. SHAP values of the query dissimilar retrieval for CL-AraBERT model. 

These outcomes show obviously that the SHAP explanation has fitted the semantic-search outcomes in 

addition to the visual interpretation for each vector effect. All details for the 3 models are mentioned in 

the Supporting Materials 7 . Despite these results, tuning SHAP QA technique revealed some 

shortcomings. For example, the word علمه ( ’Alamahu\He taught him) gave both positive and negative 

indications simultaneously in calculating the SHAP score for similar results, as shown in Figure 5. 

This can be attributed to the intricate nature of language and the contextual nuances present. As SHAP 

utilizes BERT model to score and interpret results, it is expected to reveal words with varying impacts 

simultaneously. BERT score tokens are based on the surrounding context and the overall tone of the 

text, which can result in certain words having mixed effects. Additionally, the SHAP score of the 

exact-match obtained values lower than those of similar results, which contrasts with the outcome of 

semantic-search evaluation either using the Qur’anic exegesis or using the cosine similarity. 

(a) Exact match                              (b) Similar retrieval 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(c) Non-convergence 

Figure 6. STS Explainer scores for CL-AraBERT model. 

                                                      
7 https://github.com/SajaNakhleh/Quranic-semantic-search 
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Consequently, in the "STS explanation" step, we passed the same three search results from the 

"Search" step to the STS Explainer. For the exact-match results, all STS Explainer scores matched the 

predicted similarity, even if sometimes with a very minor difference (less than 0.01). Figure 6a shows 

the same scores for similar words with the same effect on the predicted score, which is the value of 

f(x). The expected scores E(f(x)) were close to the predicted similarity scores f(x), as shown in Fig. 

6b. However, the presence of the phrase  علم القران (’Allama al-Qur’an\He taught the Quran) in a 

sentence resulted in a lower score of 0.67 and negatively affected the model prediction.  For the 

nonconvergence results, expected score E(f(x)) was far from the predicted score f(x) and SHAP 

scores, even if the nonconvergence tokens got high negative affect on the predicted scores. Observe 

Figure 6c. 

Table 7 summarizes the results of 3 scores: cosine similarity score from "Search" step, SHAP scores 

from "SHAP Interpretation" step and STS Explainer similarity scores from "STS Explainer 

Interpretation" step. The observed results strongly support the notion that the outcomes of Arabic 

BERT model are consistent with SHAP results. While the positive SHAP scores (i.e., +0.04 and 

+0.03) indicate a direct relationship; while the neutral SHAP score indicates dissimilar results. STS 

Explainer has presented results that align with the cosine-similarity results of the Arabic BERT model. 

The relationship is direct and positive, as observed from the table (i.e., 0.67 for similar results and 0.21 

for dissimilar results).   

Table 7. Scores of SHAP interpretation and STS explanation experiments for CL-AraBERT. 

ID Result Cosine 

Sim. 

QA 

SHAP 

STS 

Sim. 

A علمه البيان ’Alamahu al-bayan \He taught him eloquence 1 

1 

+

+0.03 1 

B علم القرآن ’Allama al-Qur’an\He taught the Qur’an 0

0.71 

+

+0.04 

0

0.67 
C ي الأرض

ساداً أن يقتلواف إنما جزاء الذين يحاربون ٧ه ورسوله و يسعون ف   0

0.12 

N

Neutral 

0

0.21 
Innama jazau alladhina yuharibuna Allah wa rasulahu wa yas’awna fi al-ardi fasadan an yuqtalu.  

The penalty for those who wage war against Allah and His Messenger and strive upon earth to cause 

corruption is none but that they be killed  

5.4 Interpretation Using LIME  

In this sub-section, we utilize the LIME framework to interpret the predictions made by our logistic 

regression model in the S-BERT model. Specifically, LIME helps explain why the model classified 

certain verses as similar (label ’1’) or not similar (label ’0’). The insights gained from this 
interpretative step are summarized in Table 8. This table presents a comparative analysis of the 

S-BERT model’s performance across various similarity thresholds, taking into account the effects of 
normalization. The model’s assessment is conducted on a single verse from the Holy Quran, 

showcasing its normalized form, the applied similarity threshold, the predicted probability, which 

indicates the likelihood assigned by the model to a particular class for the given instance and the 

resulting similarity classification. 

Preliminary findings highlight a nuanced impact of text normalization on similarity assessment. 

Particularly, the verses evaluated at a similarity threshold of >= 0.8 in Table 8 did not exhibit 

discernible differences between normalized and normalized (tashkeel removed) versions with a 

similarity result of 0. This can be attributed to the high similarity threshold and the significant impact 

of each word (feature) in predicting the "Not Similar" class. For instance, in the verse  يدريك يزكي, which 

has been normalized, both words contributed to the "Not Similar" classification. Similarly, in the verse  

لعله  ,يدريك which has been tashkeel removed, the words ,وما يدريك لعله يزك and يزك had the highest 

impact on predicting the “Not Similar” class. 

In contrast, a slight divergence emerged among verses assessed at a similarity threshold of >= 0.6. For 

instance, in the verse  يدريك يزكي, which has been normalized, the word يزك contributed to the "Not 

Similar" class, achieving a prediction probability of 0.89, while the word  يدريك contributed to the 

"Similar" class, achieving a prediction probability of 0.11. Similarly, in the verse وما يدريك لعله يزك, 
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which has been tashkeel-removed, the words ,وما  had the highest impact on prediction يزك and يدريك 

as “Not Similar”, achieving a prediction probability of 0.79, whereas the word لعله contributed to 

“Similar” class, achieving a prediction probability of 0.21. 

Interestingly, the analysis also indicated that text normalization significantly impacts the assessment of 

text similarity in Arabic. The process of normalization, which includes more than one technique such 

as tashkeel removing, tatweel removing and punctuation and stop-word removal, has been shown to 

improve determining similarity of text by ensuring that only the most distinctive lexical features are 

retained. 

These observations underscore the complex nature of text normalization’s influence on semantic 
analysis when employing BERT models. The findings suggest that while normalization can facilitate 

the identification of superficial textual similarities, it might obscure deeper semantic relationships 

present in the unaltered text. This insight opens up new avenues for research, particularly in the 

development of more nuanced-text preprocessing techniques that balance the need for normalization 

with the preservation of semantic richness. Future studies could explore alternative approaches to text 

preprocessing and their effects on model interpretability and performance, further enriching our 

understanding of the intricate dynamics between text normalization and NLP models. 

Table 8. Comparative analysis of S-BERT model performance across various similarity thresholds 

considering normalization effects. Values in bold represent the prediction probability for class ’Not 
Similar (0)’, while values in parentheses indicate the prediction probability for class ’Similar (1).’ 

Models  Verses  Normalized Forms  Similarity 

threshold 

Prediction 

Probability  

Similarity 

Result  

هُ  
َ
عَل

َ
كََ وَمَا يُدْرِيكَ ل   يَزَّ

Wa mā yudrikal-la’allahu yazzakkā \And what can 

make you know? Perhaps he [will] purify himself 

 1.00 0.8=< يدريك يزكي 

(0.00) 

0 

S-BERT  ََك هُ يَزَّ
َ
عَل

َ
 وَمَا يُدْرِيكَ ل

Wa mā yudrikal-la’allahu yazzakkā \And what can 

make you know? Perhaps he [will] purify himself 

 0.89 0.6=< يدريك يزكي 

(0.11) 

0 

كََ   هُ يَزَّ
َ
عَل

َ
 وَمَا يُدْرِيكَ ل

Wa mā yudrikal-la’allahu yazzakkā \And what can 

make you know? Perhaps he [will] purify himself 

 1.00 0.8=< وما يدريك لعله يزك

(0.00) 

0 

هُ  
َ
عَل

َ
كََ وَمَا يُدْرِيكَ ل يَزَّ  

Wa mā yudrikal-la’allahu yazzakkā \And what can 

make you know? Perhaps he [will] purify himself 

 0.79 0.6=< وما يدريك لعله يزك

(0.21) 

0 

In our experiments, we have compared the performance of our proposed explainability technique on a 

semantic-search task with the previously proposed explainability techniques by El Zini et al. [25] on a 

similar task. Our method has used only AraBERT-based models, while the method by El Zini et al. 

used eight different models for English texts, two of which were BERT-based. We have found that our 

method achieved very close outcomes. El Zini et al. used an additional XAI technique called: anchor, 

while we have used STS Explainer as an additional XAI technique. 

The results are different from sentiment analysis, which is a classification task. Our task measures the 

scores for the query versus the retrieved results. Furthermore, the accuracy of the model is not 

measured in the sentiment-analysis tasks proposed by El Zini et al. Our results demonstrate that SHAP 

and LIME align with the BERT transformers for the Arabic language. However, it is important to note 

that our experiment is limited to a specific domain (i.e., Qur’anic text) and further research is needed 

to generalize the findings. 

6. CONCLUSION AND FUTURE WORK 

We study the opacity of Arabic transformer models using SHAP and LIME interpretation techniques, 

applying these to benchmark Qur’anic semantic search within the Qur’anEnc dataset. Our findings 
reveal that SHAP interpretations align closely with BERT model predictions, highlighting their 

effectiveness in predicting correct results. Specifically, our experiments demonstrated that SHAP and 

STS Explainer scores correlate with cosine similarity in exact-match retrievals, with CL-AraBERT 

showing significant positive effects for exact matches. Interestingly, nonconvergence retrievals 

exhibited divergent scores, suggesting areas for further investigation. Additionally, our analysis using 
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LIME of text normalization impact on BERT models’ performance revealed that unnormalized texts 

yield more logical similarity scores in certain instances. These insights not only shed light on the 

interpretability of Arabic transformer models, but also underscore the nuanced influence of text 

normalization on semantic-search tasks. In the future, our objective is to extend our examination to 

include AraT5 and AraGPT models, thereby enhancing our understanding and interpretation of Arabic 

transformers. This endeavor will undoubtedly contribute to the robustness and reliability of future 

Arabic-language processing tools.  
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ملخص البحث:
راسووووووة فوووووو  تاسووووووير الاووووووة بموووووواطو ته  وووووو  بالل غووووووة ال ربيووووووة توووووو   ت   ردووووووا تغوووووو ا دوووووو   الد  

دلالات الألاووووووا خ فموووووون لوووووول  دراسووووووة  الووووووة   وتكيياهووووووا للمهووووووا   المت ل  ووووووة بالبهوووووو  فوووووو  علوووووو 
وووووووم ب ب ووووووو   بت  يووووووور تلوووووووت الن مووووووواطو فووووووو  اسوووووووتر ا  م ل موووووووات  مووووووون ال ووووووور ن الكووووووور  ب  مرك 

وووووووو   علوووووووو  عمليووووووووات ات يوووووووواط ال وووووووورار SHAP( و  LIMEباسووووووووتيدا  ت نيتوووووووو    (ب لإل ووووووووا  ال  
ووووووود الد راسوووووووة الت هووووووود  ات الار ووووووود  التووووووو  تار وووووووها الن صووووووو  ا فووووووو  الن مووووووواطو المدروسوووووووةخ وتيك 

ووووواافية  وووووة  ال ر بيوووووةب كموووووا تمبوووووين أن  الن مووووواطو المدروسوووووة ت مووووو  علووووو    ووووواد  ال   ال ربيوووووةب وبياا 
وووووووة  بالن سوووووووبة للووووووون     وقابليوووووووة الت اسوووووووير لأبلموووووووة البهووووووو  فووووووو  علووووووو  دلالات الألاوووووووا ب وبياا 
ال ر بوووووو خ وقوووووود أابتووووووخ الن توووووواال أن  اسووووووتيدا  الت نيووووووات الموووووو ك ر  موووووون  وووووو به أن   موووووو  علوووووو  

 تا اتنتسوووووووولاا   وووووووو   لووووووووإ ةفا وووووووولإاب ب هووووووووبلا ديووووووووق وطاموووووووون  للالد الليووووووووة  ت  ووووووووي  ا ليووووووووات
   دوووووو ةمداسووووووم ن  إ    وووووولا نكووووووم و خر هوووووومجلا نموووووو عسوووووووأ ة  ه ر وووووول ة   وووووواتم اهوووووونم ةصووووووليتسملا
 قلوووووو ت  اموووووويف  اجووووووملا  نووووووغتم  بةهوووووو  نمووووووف خنيهوووووو و تاط  دوووووو  هووووووبلا  اجووووووم  فوووووو ةسووووووارد  لا
ووووووووايبو بةيووووووووبر لا ةغوووووووول  لاب ا صوووووووون  لا  فوووووووو  ااووووووووللأا تلالاد  لووووووووع  فوووووووو  هووووووووبلاب     ن  لووووووووا ةا 
 انووووومهف م وووووم ت  فووووو ةمديتسوووووملا تايووووون ت  لا نمووووو  داووووواالا ني  بوووووت  هوووووف ىرلوووووأ ةهووووو  نموووووو ب بووووو ر لا
 خةين د  لا قااا لاو ا صن  لل
ووووو     فووووو  هسوووووتم  نأ اهب  ووووو نمووووو ةسووووواردلا   دووووو ن  أ رك   لووووواب ر دجووووولاو ووووولا رس    ل ووووو ت تايووووون ت نيبووووو     هم
ووووووووو  ن  ل وووووووووا نيمديتسوووووووووملا تا وووووووووايت او ةمووووووووود تملا ةلووووووووو ا  ا   صوووووووووب فا وووووووووكتسا  لوووووووووإ ن    س 
 خ ب ر لا    ن  لا  د امك ب" د    م"
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ABSTRACT 

Automatic Facial Expression Recognition (FER) systems provide an important way to express and interpret the 

emotional and mental states of human beings. These FER systems transform the facial image into a set of features 

to train a classifier capable of distinguishing between different classes of emotions. However, the problem often 

posed is that the extracted feature vectors sometimes contain irrelevant or redundant features, which decreases 

the accuracy of the induced classifier and increases the computation time. To overcome this problem, 

dimensionality must be reduced by selecting only the most relevant features. In this paper, we study the impact of 

adding the "Wrapper" selection approach and using the information provided by different local regions of the face 

such as the mouth, eyes and eyebrows, on the performance of a traditional FER system based on a local geometric 

feature-extraction method. The objective here is to test and analyze how this combination can improve the overall 

performance of the original traditional system. The obtained results, based on the Multimedia Understanding 

Group (MUG) database, showed that the FER system combined with the proposed feature-selection strategy gives 

better classification results than the original system for all four classification models; namely, K-Nearest Neighbor 

(KNN) classifier, Tree classifier, NB classifier and Linear Discriminant Analysis (LDA). Indeed, a considerable 

reduction (up to 50%) in the number of features used and an accuracy of 100%, using the LDA classifier, were 

observed, which represents a significant improvement in terms of computation time, efficiency and memory space. 

Furthermore, the majority of relevant features used are part of the "eyebrows’ region", which proves the 

importance of using information from local regions of the face in emotion recognition tasks. 

KEYWORDS 

Facial expression recognition, Local feature extraction, Feature selection, Wrapper approach, Classification. 

1. INTRODUCTION

In the field of FER, which is one of the most important topics in image processing and computer vision, 

feature selection is a crucial step used to extract the most relevant information from images, thus 

improving performance of the model in various modalities, including two-dimensional (2D), three-

dimensional (3D) and temporal data. For 2D FER, feature selection involves identifying and choosing 

relevant facial features that capture the information needed for expression recognition while 

minimizing irrelevant data. Whereas, for complex and diverse data, such as 3D and temporal facial 

expressions, where different angles and movements must be considered, a specific feature-selection 

approach tailored to the unique feature of each data type, allows the development of more precise and 

more robust models having a positive effect on the overall performance of the FER [1]-[2] system. 

In the context of the 2D FER, several techniques for feature selection have been proposed in the 

literature. For example, in [3] the authors used the Relief-F feature-selection method to select the top- 

ranked features for each facial expression. In this method, features are classified in sequential order 

based on their variance values. After that, the selected features are used to train and test six classifiers 

which are Multi-Layer Perceptron (MLP), Random Forest (RF), Decision Tree (DT), Support Vector 

Machine (SVM), K-Nearest Neighbor (KNN) and Radial Basis Function (RBS). The results given in 

[3] showed that the KNN classifier is the most accurate classifier among the others with a total accuracy

rating equal to 94.93% using the Cohn-Kanade (CK+) database. 

Mahmood [4] applied both the Chi-square and Relief-F feature-selection methods to select the top- 
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ranked features. The latter ones were then used to distinguish the most accurate classifier among the 

four classifiers which are the SVM, the KNN, the DT and the RBS. The obtained experimental results, 

based on the CK+ database, showed that KNN is the most accurate classifier for both feature-selection 

methods. Indeed, the average accuracy rate, corresponding to the KNN classifier, is 94.18% for the 

Chi- square method and 94.93% for the Relief-F method. 

Ewees et al. [5] proposed an optimization method, called Sine-Cosine Algorithm (SCA) for feature 

selection. This method, which is a metaheuristic algorithm that utilizes the mathematical forms of sine 

and cosine functions to perform the optimization problems, was used to improve the performance of a 

real-time system intended to recognize student's facial expression. The performance of this method 

was evaluated on a database of Students’ Facial Expression (SFE), using various classifiers including 
KNN, RF and SVM. The experimental results showed that the KNN classifier achieved the best 

performance with a remarkable reduction in the number of features. 

Cossetin et al. [6] proposed a hybrid method to select relevant features and reduce dimensionality as 

well as computational complexity. In this method, the authors combined the “Filter” approach, in 
which features were ranked by relevance using techniques such as Correlation-based Feature Selection 

(CFS), Relief-F and Information Gain (IG), with the “Wrapper” approach. The latter one makes it 
possible to progressively optimize the sub-set of the most discriminating features for each pair of 

expressions. The results obtained in [6] demonstrated that this combination overcomes the limitations 

of existing methods while avoiding reliance on reference points and improving SVM classification 

accuracy. 

Dino and Abdulrazzaq [7] compared different feature-selection methods for FER using multi- 

classification algorithms such as KNN, MLP, DT (J48) and NB. The comparison here, the main 

objective is to determine the best classifier capable of achieving an acceptable accuracy rate, is carried 

out on the basis of three feature-selection techniques; namely, CFS, the Gain Ratio (GR) and IG. The 

experimental results, based on the CK+ database, showed that the KNN classifier was the best, with 

an accuracy of 91% using only 30 features. 

Wang et al. [8] proposed a feature-fusion model of multiple feature selection, realized by the measure 

of the RV correlation coefficient, to increase the performance of the FER system. Four kinds of 

features; namely, Local Binary Patterns (LBP), Pyramid of Histogram of Oriented Gradients (PHOG), 

Histogram of Oriented Gradients (HOG) and Gabor features are selected for fusion. In addition, 

Canonical Correlation Analysis (CCA) and Principal Component Analysis (PCA) sub-spaces are used 

to fuse selected features. The experimental results, based on the Japanese Female Facial Expression 

(JAFFE) and CK databases (using an SVM classifier) demonstrated that the proposed model improves 

performance and eliminates feature redundancy. 

Li et al. [9] proposed an Iterative Universum Twin SVM (IUTWSVM) using Newton method for the 

classification of multiclass emotions by means of facial-expression analysis. This innovative approach, 

which integrates an iterative method, aims to improve feature selection and classification performance 

while reducing computational costs. To improve Universum's data selection and ensure that it 

effectively contributes to the classification task, the authors introduced a new system based on 

information entropy. Experimental results based on benchmark databases demonstrated that the 

IUTWSVM approach outperforms existing algorithms, in terms of classification accuracy and learning 

efficiency. This is true for both binary and multiclass facial emotion-recognition tasks. 

Talaat et al. [10] developed a real-time emotion-identification system to detect autism spectrum 

disorders (ASDs) in autistic children. The proposed system integrates an autoencoder-based feature-

selection method implemented in a Deep Convolutional Neural Network (DCNN) architecture. The 

results obtained demonstrated that this autoencoder achieved a remarkable accuracy of 95.23% with 

the Xception model. Additionally, it improves real-time emotion detection, thus providing an advanced 

technological solution adaptable on various smart devices. 

Always in the context of improving the performance of FER systems, the authors in [11] used Active 

Shape Models (ASM) proposed by Cootes et al. in [12] to study the positioning of 24 facial landmarks 

(four marks for the mouth, four marks for each eye and six marks for each eyebrow). At this stage, 

several classifiers were also used to determine which of them gave the best results in identifying seven 

emotions; namely, happiness, anger, sadness, surprise, disgust, fear and neutral. The results presented 
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in [11] demonstrated that this approach has advantages in terms of robustness and interpretability. 

Additionally, it is stable to illumination changes and is invariant to global transformations such as face 

rotation and scaling. 

To sum up, each of the various methods has its own set of limitations. For instance, Relief-F is a 

supervised method that calculates feature weights based on their relevance to other features, but it may 

struggle with noisy data. Chi-square measures the relationship between features and the target variable 

through statistical analysis. Nevertheless, it is less effective for non-linear relationships. The SCA 

employs mathematical functions for feature selection and global optimization, but can converge to 

local optima. Splitting a multi-class problem into binary ones simplifies the classification process, but 

may overlook the relationships between classes. Correlation evaluates the linear relationship between 

features and the target, but may not capture non-linear associations. GR and IG, which rely on entropy, 

can detect non-linear relationships, but might favor features with more values. RV correlation is a non- 

parametric method that captures both linear and non-linear relationships, although it can be 

computationally intensive. The autoencoder approach, based on neural networks, excels at learning 

non- linear feature relationships, but requires substantial data and computational resources [13]-[16]. 

Finally, for ASM-based approach, using the set of all extracted features, without selecting the relevant 

ones, increases the complexity in terms of computation time and memory space and likely reduces the 

accuracy caused by the curse of dimensionality. 

The aim of this work is to demonstrate the efficiency and impact of adding a feature-selection step to 

the FER process, on the one hand and to conduct, on the other hand, a study on the effect of local facial 

regions such as the mouth, eyes and eyebrows on the performance of the FER system. This study will 

make it possible to determine the local facial regions containing the most important local features to 

ensure good recognition of facial emotional expressions. To achieve this, in this paper, we propose a 

modified enhanced FER system based on that given in [11]. In other words, we will integrate a 

“Wrapper” approach to remove redundant or irrelevant features that can degrade the classification 

model's performance and processing time. The reminder of this paper is organized as follows. Section 

2 presents the related work. Section 3 describes the proposed modified enhanced FER system. In 

section 4, the experimental results, based on the MUG database, together with a performance 

comparison are given. We end with a conclusion. 

2. RELATED WORK

A schematic overview of the proposed Silva et al. FER [11] system is shown in Figure (1). As 

illustrated in this figure, the latter system includes three functional blocks. The first one characterizes 

the face-detection function and the second is facial feature extraction and normalization. Finally, the 

last functional block represents facial-expression classification. 

Figure 1. A schematic overview of the traditional FER system proposed in [11]. 

The principle of each of these blocks is given below. 

2.1 Face-detection Block 

In [11], faces are located using the algorithm proposed by Viola and Jones [17], which consists of two 

main steps: Haar-like feature extraction and AdaBoost classification. 
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2.2 Feature-extraction Block 

After the face-detection step, features are extracted using the ASM method proposed by Cootes et al. 

[12]. ASM is a feature-matching method based on a statistical model [18] comprising two stages. In 

the first one, each structured object is represented by a set of landmarks manually placed in each image. 

In the second stage, the landmarks are automatically aligned to minimize the distance between their 

corresponding points. Then, the ASM creates a statistical model of the facial shape that iteratively 

deforms to fit the model in a new image [11]. The optimal number of facial landmarks ensuring better 

facial expression-recognition performance is chosen 24 [11]. This number, which ensures the 

maximum precision ratio, was chosen after an evaluation test based on 9 sets of facial landmarks 

containing 4, 12, 20, 24, 27, 35, 39, 55 and 76 landmarks. Table 1 describes the number of landmark 

points extracted for each facial region utilized. 

Table 1. Number of landmark points extracted for each facial region. 

Facial region Number of landmark points 

Mouth 4 

Left eye 4 

Right eye 4 

Left eyebrow 6 

Right eyebrow 6 

Total 24 

The choice of facial regions is based on the fact that facial expressions are deformations of the main 

permanent areas of the face (mouth, eyes, …etc.). These local areas contain most of the emotional 

information [19]-[20], which makes it possible to clearly recognize different emotions according to 

different deformations. 

2.3 Feature-normalization Block 

In this step, the Generalized Procrustes Analysis (GPA) is used to accomplish the following: 

 Normalizing the extracted landmarks;

 Eliminating the effects of scale, rotation and translation in the landmarks’ set;

 Decreasing the variations between the corresponding landmarks and search for the best fit.

GPA is a standard multivariate statistical method widely applied in shape analysis. To find the optimal 

superposition of two or more configurations, GPA involves three transformations; namely, translation, 

rotation and scaling [21]. Figure (2) shows the features extracted from the surprise expression using 

the MUG database. Figure 2(a) shows the raw data and Figure 2(b) shows the data normalized with 

GPA. 

(a) (b) 

Figure 2. Landmark normalization: (a) Raw data (b) Normalization with GPA [11]. 
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2.4 Facial-expression Classification Block 

The final step of this FER system is the classification of facial expressions, which is achieved in [11] 

using several classifiers; namely, KNN [22], NB [23], LDA [24] and DT [15] classifiers. First, the 

KNN algorithm, one of the most popular algorithms for pattern recognition, predicts the test sample’s 
category according to the 𝐾 training samples that are its nearest neighbors, then determines the 

category by selecting the one with the highest category probability [25]. Second, NB is a statistical 

classifier based on Bayes’ theorem, assigning the most likely class to a given example described by its 

feature vector. Third, LDA involves finding the projection hyperplane that minimizes the interclass 

variance and maximizes the distance between the projected means of the classes [26]. Finally, the DT 

classification algorithm establishes the relationship between the input attributes and the output 

attributes to build a model that predicts the desired class with the highest accuracy [27]. 

3. PRINCIPLE OF THE PROPOSED ENHANCED FER SYSTEM

Figure (3) shows the proposed modified schematic diagram of the FER system. As illustrated in this 

figure, our main contribution is the adoption of a feature-selection phase for the original FER system 

to determine how much its overall performance can be improved. 

Figure 3. Schematic overview of our proposed modified FER system. 

According to this FER system, using both ASM and GPA methods, 48 features (48 = 24 × 2: 

representing the Cartesian coordinates of 24 landmark points) are extracted from the face image and 

are also normalized. The feature vector is then constructed according to the following equation: 𝐹𝑖,𝑗⃗⃗⃗⃗ = (𝑓1, 𝑓2, … . . , 𝑓𝑛) (1) 

Where: 𝑖 and 𝑗 denote the i-th landmark set for the j-th facial expression; 𝑛 = 24, is the number of extracted 

landmarks; 𝑓 = (𝑥, 𝑦), is the Cartesian coordinates for landmark 𝑓. 

The 48 local features, resulting from the feature extraction, are given as follows: 

mx1, my1, mx2, my2, mx3, my3, mx4, my4 

lex1, ley1, lex2, ley2, lex3, ley3, lex4, ley4 

rex1, rey1, rex2, rey2, rex3, rey3, rex4, rey4 

lwx1, lwy1, lwx2, lwy2, lwx3, lwy3, lwx4, lwy4, lwx5, lwy5, lwx6, lwy6 

rwx1, rwy1, rwx2, rwy2, rwx3, rwy3, rwx4, rwy4, rwx5, rwy5, rwx6, rwy6 

with: 

(𝑚𝑥𝑖, 𝑚𝑦𝑖) are the Cartesian coordinates of the 4 landmarks positioned on “the mouth”; (𝑙𝑒𝑥𝑖, 𝑙𝑒𝑦𝑖) are 

the Cartesian coordinates of the 4 landmarks positioned on “the left eye”; (𝑟𝑒𝑥𝑖, 𝑟𝑒𝑦𝑖) are the Cartesian 

coordinates of the 4 landmarks positioned on “the right eye”; (𝑙𝑤𝑥𝑖, 𝑙𝑤𝑦𝑖) are the Cartesian coordinates 

of the 6 landmarks positioned on “the left eyebrow”; (𝑟𝑤𝑥𝑖, 𝑟𝑤𝑦𝑖) are Cartesian coordinates of the 6 

landmarks positioned on “the right eyebrow”. 

After feature extraction and normalization, in our proposed FER system, we integrated a selection 

approach to select the best relevant features. There are three main approaches to feature selection 

commonly discussed in the literature: "Filter" approaches, "Wrapper" approaches and "Embedded" 

approaches [28]-[30]. Filter-based approaches, which select features independently of any classifier, 

evaluate features based on their statistical properties or correlation with the output variables without 
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considering the interaction with the classifier. These approaches provide a quick and easy way to 

eliminate irrelevant or redundant features before applying more complex modeling techniques. 

Wrapper-based approaches involve selecting an optimal sub-set of features by directly minimizing the 

classification error. Unlike filter approaches, Wrappers approaches evaluate feature sub-sets by using 

a specific classifier, thus accounting for the interaction between feature sub-sets and the classifier’s 
performance. This iterative process allows for more accurate selection of features that directly 

contribute to the classifier’s performance. Embedded approaches integrate feature selection directly 

into the model training process, simultaneously optimizing both model parameters and feature 

selection [5]-[31]. In this work, we propose the use of "Wrapper" approach that can select the most 

relevant features that are more robust to variations such as changes in angle, illumination and occlusion 

present in real data [32], as well as inter-individual differences in emotional expression [33]-[34]. In 

fact, feature relevance can help resolve issues like insufficient feature extraction and inaccurate class 

representation. It can also mitigate the problem of relying on a single similarity measure by allowing 

a more exhaustive exploration of the feature space and selecting the feature sets best suited to the 

specific classification task [35].  

"Wrapper" approach can be used dynamically to select the best features at each stage of model training, 

allowing the model to continually adapt to new data and inter-domain variations that may arise, thus 

increasing its robustness [36]. In the context of a search strategy, this approach involves selecting an 

algorithm that searches for the optimal sub-set of features based on a given objective function. This 

transforms the feature-selection problem into an optimization problem, where the goal is generally to 

maximize classification accuracy while reducing the size of the corresponding feature sub-set. There 

are many search strategies that can be used in the “Wrapper” selection approach. These can be grouped 
into three categories: (i) exponential-complexity strategies, (ii) population-based approach strategies 

and (iii) sequential-selection strategies [37]. In our study, we introduced a selection approach which 

combines the principle of exponential-complexity strategies with that of sequential selection strategies. 

Specifically, we evaluate every probable sub-set of features to pinpoint the optimal sub-set. At the 

same time, we utilize Sequential Forward Selection (SFS), an iterative method that systematically 

incorporates features from a candidate set. This dual strategy harnesses the robustness of exponential 

methods to achieve optimal solutions and leverages the efficiency of sequential strategies to enhance 

the feature-selection process. In what follows, we will give the principle of our proposed selection 

algorithm. The flowchart depicted in Figure 4 shows the first three iterations of the feature-selection 

process integrated in the proposed FER system. 

As depicted in this figure, the process begins with an empty set devoid of any features. In each iteration, 

every feature from the initial set is tested to assess its impact on the system's overall performance. 

Subsequently, the best-performing feature is added to the empty set and the process continues by 

testing combinations of this resultant set with the remaining features. The general procedure of this 

process can be given as follows: 

Step 1: Initialization 

Parameter Set: Start with an empty set of features, '𝑆', to be selected from the initial set of features, 𝐹';  

Set 𝐹 ← “Initial set of n features”; 𝑆 ← “Empty subset”; 
Basic Models: KNN, DT, NB, LDA; 
Performance Criterion: Accuracy maximization; 

Step 2: First feature to be selected 

1. Test each feature individually:

 Train the model with each feature individually;

 Evaluate the model’s performance for each case:∀ 𝑓𝑖 ∈ 𝐹, calculate the accuracy using 𝑓𝑖 ; 
 Select the feature, '𝑓𝑠1', that gives the best performance;

 Add the best feature ‘𝑓𝑠1’ to the sub-set 'S' and remove it from the set '𝐹';𝐹 ← 𝐹 − {𝑓𝑠1}; 𝑆 ← {𝑓𝑠1}. 
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Step 3: Progressive feature Addition 

1. Combination with the best feature:

 For each feature 𝑓𝑖 in set 𝐹, combine it with the sub-set 𝑆;

 Train the model on the new 𝑆 ∪ {𝑓𝑖} set;

 Evaluate performance and add the feature that yields the greatest improvement;
2. Repetition of the feature-selection process until all features are tested:

 Continue adding features one at a time, testing each combination, until all

features have been tested. 

Figure 4. The first three iterations of the feature-selection process integrated in our proposed FER 

system. 

Note here that our proposed Wrapper-based approach carefully selects features during the training 

phase and applies these same feature columns to the test set without reselecting features for the latter. 

This approach ensures that the performance metrics obtained during testing reflect the true 

generalizability of the selected features and the trained model. Consistency in the selection and 

application of feature columns aims to provide reliable and accurate predictions for unseen data, 

thereby reinforcing the validity of our method for real-time applications and diverse databases. 

For the classification task, we have used KNN, NB, LDA and DT classifiers to find the optimal 

recognition performance. Although the study in [11] reports that LDA performs better, we decided to 

test various classifiers, because the effectiveness of our feature-selection approach is directly related 

to the classifier's performance. Indeed, by systematically eliminating irrelevant or redundant features, 

our approach could achieve better performance in terms of system response time while maintaining 

relatively acceptable recognition accuracy when using classifiers other than LDA. Therefore, 

evaluating the proposed approach using all the classifiers has two advantages: 



374

"Local Feature Selection Using the Wrapper Approach for Facial-expression Recognition", F. Z. Boukhobza et al. 

1. It validates the results reported in [11];
2. It ensures a thorough evaluation of the classifiers to determine the best combination, potentially

leading to a more efficient and responsive FER system. 

Although most recent work in the field of facial-expression recognition focuses on deep learning-based 

approaches, our work centers on traditional classification models. The main objective is to assess to 

what extent our "Wrapper" feature-selection approach can enhance the performance of the recognition 

system while exploring different model types. Once we have demonstrated the effectiveness of this 

approach across various classifiers, we can consider generalizing its use to deep learning-based 

approaches. 

In the following section, we will show the contribution of this method to the proposed FER system, by 

comparing the results obtained before and after its addition. 

4. EXPERIMENTAL RESULTS AND DISCUSSION

To test the performance of the proposed modified FER system, it is evaluated on the MUG database. 

The latter one, proposed by [38], consists of image sequences of 86 subjects (35 women and 51 men), 

aged from 20 to 35 years and of Caucasian origin, performing facial expressions. Our experimental 

paradigm is carried out in person-independent mode where no subjects used for testing appear in the 

training set. Experiments were performed based on 1260 images (180 images for each facial 

expression), 840 for the training phase (560 images of men and 280 images of women) and 420 for the 

tests (280 images of men and 140 images of women). 

Regarding the work environment, Table 2 outlines the key specifications and software setup of the 

system used for our work. 

Table 2. Technical specifications and environment. 

Software/Hardware Specification details 

System Windows 10 Professional, 64-bit 

Processor Intel (R) Core (TM) i5-4300U at 2.49 𝐺𝐻𝑧 

RAM 4 𝐺𝐵 

Environment MATLAB R2023a 

Toolbox used MATLAB's Statistics and Machine Learning Toolbox 

The analysis and discussion of the obtained results are divided into three sub-sections, presented below. 

4.1 The Impact of Adding a Feature-selection Approach on FER System Performance 

As explained earlier in the principle of the proposed FER system, after applying the “Wrapper” feature-

selection approach to each feature vector (resulting from the extraction of local features for each image 

of the database using the ASM method), four classification models are used to classify test images into 

one of seven universal facial-expression classes. The results, obtained using the most relevant features 

selected by the KNN, DT, NB and LDA classifiers are presented in Tables 3, 4, 5 and 6, respectively. 

Here, the performance metric used to evaluate the classification performance is the accuracy, which 

represents the number of correctly predicted data items among all the data. It is given by: 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = ∑i=1…n,j=1…n[prediction(i,j)]|i  = j∑i=1…n,j=1…n[prediction(i,j)] ×  100 (2) 

with: 𝑖: the predicted class; 𝑗: the correct class; 𝑛: the number of classes. 

The classification, using the KNN classifier, was carried out by measuring the Euclidean distance with 

different values of the nearest neighbor 𝐾. 

As shown in Table 3, for the KNN classifier, the best accuracy, with a percentage equal to 85.48%, is 

obtained for 𝐾 = 1. The classification results, obtained using the DT classifier (according to different 

minimum numbers of leaf-node observations), reached a maximum accuracy of 70.48% for a minimum 

leaf size equal to 3 (see Table 4). Similarly, an accuracy of 69.29% is obtained using the NB classifier 

with Normal (Gaussian) distribution (see Table 5). Finally, the classification results using LDA (for 

three discriminant types; namely, linear, diagLinear and diagQuadratic) are shown in Table 6. As 
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shown in this table, the best result, with an accuracy of 100%, is obtained using a linear discriminative 

function. 

Table 3. Classification results using the KNN classifier. 𝑲 value Maximal Accuracy (%) 

Silva et al. FER system [11] Our proposed FER system 

1 75.23% 𝟖𝟓. 𝟒𝟖% 

3 76.42% 𝟖𝟑. 𝟓𝟕% 

5 75.71% 𝟖𝟑. 𝟓𝟕% 

7 75.23% 𝟖𝟒. 𝟐𝟗% 

9 75.95% 𝟖𝟑. 𝟑𝟑% 

Table 4. Classification results using the DT classifier. 

Minimum number of 

branch node observations 

Maximal Accuracy (%) 

Silva et al. FER system [11] Our proposed FER system 

3 58.09% 𝟕𝟎. 𝟒𝟖% 

5 58.80% 𝟔𝟖. 𝟎𝟗% 

8 58.33% 𝟔𝟔. 𝟒𝟑% 

10 58.57% 𝟔𝟗. 𝟓𝟐% 

15 58.10% 𝟕𝟎% 

Table 5. Classification results using the NB classifier. 

Distribution Maximal Accuracy (%) 

Silva et al. FER system [11] Our proposed FER system 

Normal 58.33% 𝟔𝟗. 𝟐𝟗% (with 16 features) 

Kernel 58.57% 𝟔𝟗. 𝟐𝟖% (with 18 features) 

Table 6. Classification results using the LDA classifier. 

Discriminant 

Type 

Maximal Accuracy (%) 

Silva et al. FER system [11] Our proposed FER system 

Linear 99.71% 𝟏𝟎𝟎% 

diagLinear 62.34% 𝟕𝟎. 𝟒𝟖% 

diagQuadratic 60.07% 𝟔𝟗. 𝟐𝟗% 

A summary of the comparison of the best results between the FER system of Silva et al. [11] and the 

FER system proposed in this work for the four abovementioned classifiers is shown in Table 7. As 

shown in this table, the proposed modified FER system provides better performances in all cases. In 

fact, as illustrated in the same table, by integrating the “Wrapper” feature-selection approach into the 

traditional system, the proposed modified system achieves an improvement in accuracy between 0.3% 

and 12%. Moreover, it reduces in the length of the selected feature sub-set which results in a reduction 

in the number of features between 50% and 77.08%, compared to the original system, for almost 

identical accuracy or even better. 

Simulations utilizing MATLAB tool are performed to evaluate the response time corresponding to the 

four FER classifiers-based systems before and after incorporating our proposed feature-selection 

approach. As shown in Table 8, knowing that the NB classifier has the greatest response time (which 

represents 100%), the results demonstrate the considerable improvement in response time for all 

evaluated classifiers. Specifically, the KNN classifier's response time decreased from 58.82% to 

4.31%, followed by the DT with response time of 4.73% after integrating our feature-selection 

approach. Similar response times are approximately observed for NB (5.66%) and LDA (4.63%), 

respectively, illustrating that reducing data complexity through feature selection can significantly 

speed up classification processes while maintaining comparable performance levels. 
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Table 7. Performance comparison between the FER system of Silva et al. [11] and the proposed one. 

Classifier 
Silva et al. FER 

system [11] 

Our proposed FER 

system Improvement 

in accuracy 

Rate of 

reduction in 

the number of 

features 
Accuracy 

(%) 

Feature 

Dimension 

Accuracy 

(%) 

Feature 

Dimension 

KNN 76.42% 

48 

𝟖𝟓. 𝟒𝟖% 𝟏𝟔 𝟗% 𝟔𝟔. 𝟔𝟕% 

DT 58.57% 𝟕𝟎. 𝟒𝟖% 𝟏𝟏 𝟏𝟏. 𝟗𝟏% 𝟕𝟕. 𝟎𝟖% 

NB 58.33% 𝟔𝟗. 𝟐𝟗% 𝟏𝟔 𝟏𝟎. 𝟗𝟔 % 𝟔𝟔. 𝟔𝟕% 

LDA 99.71% 𝟏𝟎𝟎% 𝟐𝟒 𝟎. 𝟐𝟗% 𝟓𝟎% 

Table 8. Time-response comparison between the FER system of Silva et al. [11] and the proposed one. 

Classifier Response Time in % (NB: 𝟏𝟎𝟎%) 

Silva et al. FER system [11] Our proposed FER system 

KNN 58.82% 𝟒. 𝟑𝟏% 

DT 67.49% 𝟒. 𝟕𝟑% 

NB 100% 𝟓. 𝟔𝟔% 

LDA 74.15% 𝟒. 𝟔𝟑% 

Figure (5) reveals how our proposed FER system outperforms, in terms of accuracy and number of 

processed features, the original system [11]. In fact, the increase in accuracy can be clearly observed 

with a reduction in the number of features used in the recognition process. Therefore, we can conclude 

that feature selection helps improve the recognition accuracy through the removal of redundant and 

irrelevant features, while also reducing the classifier training time. 

      Figure 5. (a) Comparison of the accuracy            Figure 5. (b) Comparison of feature dimensions 

     between the FER system of Silva et al. [11]            between the FER system of Silva et al. [11] 

 and the proposed system.                                        and the proposed system. 

4.2 Analysis of the Curse of Dimensionality Phenomenon 

The term "curse of dimensionality" was introduced, for the first time, by Richard E. Bellman [39] to 

describe the phenomenon of exponentially increasing the amount of data with dimensionality. From a 

theoretical point of view, increasing the data dimension adds more information and therefore improves 

performance. However, in practice, this principle is not always valid. Indeed, in most cases, increasing 

the dimension leads to increased noise and redundancy during the analysis operation. 

In what follows, we will study the impact of this phenomenon on the results of the original FER system. 

In addition, we will see how the “Wrapper” selection approach can eliminate this phenomenon and 

thus improve its overall performance. The resulting variations in accuracy, as a function of the number 

of features, for the four classifiers are shown in Figure (6). In this figure, we represent the response of 

the FER system, based on each selected feature sub-set 𝑆𝑗 (𝑗 is the iteration number varying from 1 to 

48), using each of the four classifiers. 
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Figure 6. Variation in the accuracy as a function of the number of features: 

Top left: KNN classifier (𝐾 = 1), Top right: DT classifier (Number of branch node 

observations equal to 3), Bottom left: NB classifier (Distribution: Normal), Bottom 

right: LDA classifier (Discriminant type: Linear). 

As shown in this figure, for the KNN, DT and NB classifiers, each of the corresponding accuracy 

curves reaches its maximum value, for a specific number of features and then decreases again. This 

behavior is known as the curse of dimensionality phenomenon or peaking phenomenon. The approach 

of selecting relevant features makes it possible to overcome this problem and, consequently, improve 

the performance of the FER system. In fact, as shown in this figure, the FER system, based on the 

KNN classifier, achieves its maximum accuracy (equal to 85.48%) by exploiting only 16 features. For 

the DT classifier, this same system achieved a maximum accuracy of 70.48% using only 11 features. 

Finally, for the NB and LDA classifiers, the FER system achieved values of 69.29% and 100%, 

respectively, using 16 and 24 features, respectively. For the LDA classifier, as illustrated in this figure, 

the curve reaches its plateau at 24 selected features with an accuracy of 100%. Therefore, this result 

demonstrates how the FER system exhibits better performance following the use of the “Wrapper” 
selection approach and the LDA classifier. 

Table 9 provides more details on the feature-selection operation. In particular, it presents the first ten 

relevant features as well as the recognition accuracy values, corresponding to the different sub-sets 𝑆𝑗, 
obtained using the LDA classifier. As shown in this table, the selection approach achieved an accuracy 

of approximately 93% with a dimensional reduction in the feature vector of 83% (8/48), which proves 

its effectiveness for facial expression-recognition process. 

Table 9. The first ten selected features “𝑓𝑠𝑖” and their accuracy values obtained using the LDA 

classifier for the optimal case. 𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 𝒎𝒂𝒙 = 𝟏𝟎𝟎% obtained using an optimal number of selected features equal to 𝟐𝟒. 𝒊 1 2 3 4 5 6 7 8 9 10 𝒇𝒔𝒊   rwy5 my3 rex4 rwy6 rwx2 rwx5 my1 my2 my4 lex4

Sub-set (Si)   rwy5 S1+my3 S2+rex4 S3+rwy6 S4+rwx2 S5+rwx5 S6+my1 S7+my2 S8+my4 S9+lex4 
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4.3 Relevance of Local Facial Regions on FER-system Performance 

To determine the most important local region of a face, the most relevant local features, allowing the 

system to achieve maximum accuracy, must be studied. 
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Figure 7. Most relevant features according to their position on the face using LDA classifier. 

As shown in Figure (7), after an analysis of the most relevant features (according to their positions on 

the face), we find that most of them belong to the local “eyebrow” region (with 11 features/24), 

followed by the “eyes” region (with 7 features/24) and finally the “mouth” region (with 6 features/24). 
This result shows the importance of the “eyebrows” region in the field of facial-expression recognition. 

In fact, eyebrows are highly mobile and their movement significantly contributes to expressing various 

emotions. The position and movement of eyebrows provide subtle cues about a person's intentions and 

internal state, often preceding changes in other aspects of the face. This nuanced expressiveness 

underscores the crucial role of eyebrows in non-verbal communication, making them an essential 

element for understanding and accurately recognizing facial expressions. Despite their importance, 

this concept has been overlooked by researchers in the field. Typically, studies focus primarily on the 

three main facial regions: the mouth, nose and eyes. However, future research could enhance 

algorithms by incorporating eyebrow dynamics, potentially leading to more accurate facial-expression 

recognition. 

4.4 Comparison with State-of-the-Art Methods 

When we compare our approach to those proposed in [15], [40]-[44], we observe that each feature-

selection approach has its strengths and weaknesses. The choice of a specific approach often depends 

on the specific application context and practical constraints, such as the trade-off between precision 

and acceptable computational complexity. 

 Our approach demonstrates optimal performance in terms of accuracy by capturing complex

interactions between features. This is particularly effective when the number of features is not 

too high as the computational cost remains moderate. Consequently, our method is particularly 

suitable when computational resources are available and achieving the highest precision is 

crucial; 

 Relief-F and Minimum Redundancy Maximum Relevance (mRMR) are well suited for

managing feature redundancy and noise while being less computationally expensive. They 

strike a balance between relevance and redundancy, making them efficient for large databases 

with many features; 

 Chi-square, GR and IG are fast and straightforward to implement. However, they may lack the

sophistication needed to capture complex interactions between features, which could lead to 

sub-optimal performance in scenarios where such interactions are critical; 

 The SCA and Autoencoder methods offer global exploration capabilities and the ability to

capture nonlinear relationships, respectively. Despite their advanced capabilities, these 

methods require fine-tuning and are computationally intensive, which might limit their 

practicality for large- scale problems without sufficient computational resources. 

Table 10 compares the performance of our proposed FER system to those of the most relevant systems 

reported in the literature. 

Subset  o f f ea t ures:  { rwy5 , my3 , r e x4 , rwy6 , rwx2 , 

rwx5 , my1 , my2 , my4  ,  lex4   ,  lwx6  ,  mx1  ,  lwx1  ,  rex 2  ,  

rwy4  , lwx5 , ley2 , lex3 , ley 1  , rex 1 , lwy6 , lwy2 , rwx3 , 

mx4}
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Table 10. Comparison between the performance of the proposed FER system and those of the most 

relevant reported in the literature. 

Ref. Database Region of interest 
No. of 

emotions 
FS Method 

Type of 

approach 
Classifier 

Accuracy 

in % 

Our 

work 
MUG 

Mouth, Eyes and 

Eyebrows 
7 

Our proposed 

FS 

approach 

Wrapper LDA 100% 

[3] CK+ Whole face 8 Relief-F Filter KNN 94.93% 

[4] CK+ Whole face 8 Relief-F Filter KNN 94.93% 

[5] SFE Whole face 8 SCA Wrapper KNN 97.80% 

[6] TFEID 
Whole face divided into 

regular regions 8 Pairwise FS Hybrid SVM 99.63% 

[7] CK+ 

Left eye regions and half 

mouth region 8 GR Filter KNN 91.01% 

[8] JAFFE Whole face 7 
RV 

Correlation 
Filter SVM 96.53% 

[9] JAFFE Whole face 7 IUTWSVM Embedded SVM 91.43% 

[10] Xceptio Whole face 6 Autoencoder Embedded DCNN 95.23% 

The analysis realized herein reveals that the proposed system, which selects regions of interest (ROIs) 

such as the mouth, eyes and eyebrows, achieves a remarkable accuracy of 100% using the MUG 

database. Unlike whole-face analysis, focusing on these key regions makes it possible to better capture 

emotional nuances, thus improving the robustness and efficiency of the models. Finally, this 

comparison emphasizes the promising effectiveness of the proposed method, even amidst the variety 

of existing approaches in this field. 

5. CONCLUSION

In this paper, an improved FER system, based on the integration of “Wrapper” selection approach and 
the use of relevant information provided by local regions of the face, is proposed. This FER system, 

which is realized in several steps, can be used to achieve more efficient recognition of several facial 

expressions, namely, happiness, anger, sadness, surprise, disgust, fear and neutral. In its first step, 

which consists of feature extraction and normalization, ASM was used to extract facial features and 

GPA was used to normalize the extracted features. Concerning its second step, intended for the 

selection of features, a “Wrapper” approach was integrated to choose, among the features already 
extracted, only those that were the most relevant. Here, to determine the recognition accuracy, several 

classifiers, specifically KNN, DT, NB and LDA, were used. Simulation results, based on the MUG 

database demonstrated that the proposed FER system outperforms the traditional system in terms of 

accuracy and response time. Indeed, our approach effectively addresses the curse of dimensionality 

phenomenon for all four classifiers. Furthermore, the results highlighted that the majority of relevant 

extracted local features belong to the local “eyebrow” region, underscoring its importance in decoding 
emotions through facial expressions. Eyebrows play a crucial role in expressive movements, 

intentional cues and the accentuating facial features, which may explain their significance in FER 

systems. Recognizing their increasing importance in future research could lead to advancements in 

recognition algorithms, human- machine interactions and applications in various fields, such as mental 

health, security and marketing. Integrating this dynamic in FER systems and emotional analysis could 

provide a richer and more precise understanding of human-machine interactions. 

Our approach effectively mitigates challenges in recent FER systems, such as overfitting and handling 

expression-unrelated variations like lighting and head pose, thereby enhancing accuracy and 

robustness. However, relying on features extracted by the Cootes and Taylor algorithm may limit the 

system's ability to capture the full spectrum of facial expressions and nuances. Additionally, the MUG 

database's constraints, including small sample size, controlled capture environment and lack in 

ethnicity and age, may limit the generalizability of our findings. 
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In future work, we aim to integrate deep-learning techniques for feature extraction to enhance captured 

expressions. We also plan to expand and diversify our database to improve the system's generalization 

to more varied and naturalistic settings. 
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 ملخص البحث:
ةيةه اوووووورّ ووووو ّّة ًةووووووزّّة    وووووازّ ّةهًع اووووووزّتووووو   ّ وووووزلّ ّفم  ووووورّعر اووووووزلّ رّأنظمووووووزّتمااووووووّتهووووووً ارّّة  ل

ّّووووو  ّ ةوووووةّّ م  وووووز  ّة  ووووور  ةي  وووووًسّ ت  وووووارهًهّ تهموووووىّهوووووصوِّّنظموووووزّ يوووووةّت   وووووىّ ووووو   ّ 
ّّوووووو  ّلةي ووووووز  ّ يووووووةّّةة مااوووووووّ ووووووا ّأ وووووو ً   ّصووووووًت   وووووو   ن  تل  ّ وووووومًلّأ ّّةلتووووووًصَّةةوووووور  عّ ّة  

ّّة رهّ ّوووووّّاةووووو  ّ ووووو    ة  فوووووًلّّةمشوووووً    ّ ةووووورمّتيووووو ِّّنظموووووزّتلمووووو ّ ووووولّأ   مشوووووليزّّة ةووووولّتهل
ّّلووووور   ّأ ّةا ووووو ّاّلّ لّ يوووووةّ ووووومًل  ّة تووووو اّ يافوووووًّصووووورّت ةووووو ذّأ اًنوووووً ووووومًلّّة ةووووولّ وووووةاّّ  ّة   
ّة  وووووً هّ  لاصوووووز ِّّّووووورّّةوووووصذّ ووووولتذّ ةوووووةّتاياوووووىّتص وووووزّّةمتووووو   نّ ً  وووووً زّ ةوووووةّ  وووووًت  ّووووو 

وووووو وووووومًلّاّلّ ةية غيُّووووووعّ يووووووةّهووووووصوّّةمشووووووليز ّ  ووووووعّتاياووووووىّ وووووورتّّة    ّة    مًلّّوووووو ّتوووووولااّّنةاووووووً 
ّّةهلاصزِّّص ىّت  ّغارهًه

ووووووومًلّ  ر اوووووووزّ ّةي ووووووون   ّأ ووووووورّ  وووووووً زّّنةاوووووووً ّّة     ووووووولّهوووووووصوّّة  صوووووووز ّنهموووووووىّ يوووووووةّت ّ وووووووز 
وووووور  ّّثووووووى،ّّة ووووووا ّ ّةها ووووووا  ّ ّ ووووووةلرّلّّةمهي ّووووووًلّّةةوووووولّت  رهووووووًّّ ووووووًع ّّ ياووووووزّّوووووو ّّة  ل

ّوووووو ا ّ ت ّ ووووووزّأ رهووووووًّ يووووووةّأتّ ِّّنظمووووووزّّةة ايار وووووو زّةةمااوووووووّتهووووووً ارّّة  وووووورهّ ّةفوووووور ّ ّةر 
ّّة  ظووووووًلِّّ وووووويلّ وووووو ّّوووووو ّأتّ   ه ووووووًّهوووووو ّ  ووووووَ ت ياووووووىّأاوووووونّ ملوووووو ّةفووووووصوّّةة  ةا ووووووزّأ ّت   

ّّةة ايارذه
وووووووومًلّ ّنظووووووووًلّتمااوووووووووّتهووووووووً ارّّة  وووووووورّّةمهووووووووو  ّ ً ووووووووةرّتا ازّّنةاووووووووً ّّة     ت ووووووووا  ّّة  ةووووووووًص ّأ  

    ًلّّةم ووووووةلرّزهّّةماةر ووووووزّأ  ووووووةّنةووووووًص ّأ مووووووىّّاً نووووووزلّ ًة  ظووووووًلِّّ وووووويلّة ماووووووّّّةمتوووووو
ووووومًلّ  ةوووووةّ ّّهة لووووورّةهووووورتّّة    %(ّ تص وووووزّ يغووووو 50ّ  ووووولّّة ّصوووووّ ّةووووو  لّّة تووووو اّ يوووووةّتاياوووووى 

ووووووولّ 100  ( ِّّّووووووورّّة وووووووصذّ  هووووووورّ LDA%(ّ  ووووووورّّ وووووووةلرّلّّتووووووو   نّّةة  ياوووووووىّّةة موووووووً  وذّّةل  
أر ه ّ  اثّ ّ ّّة  ً ًلّ ّة ً يازّ ّ  اّّةصّ  ل ّي  ظً لّ ت  ا ً

ّوووووو ا  ّ ً  ووووووً زّ ةووووووةّاةوووووو  ّأًنوووووو ّوووووو ّ ّ  اووووووزّّةرُّ وووووومًلّّةم ووووووةلرّزّ ووووووو ّلّ  ّغًة اووووووزّّة   
ّّووووو ّّ وووووًع ّّ ياوووووزّّها وووووزّّووووو ّّة  ووووورّ ووووولّ ِّّووووورّّة وووووصذّ ث ووووو ّأهماوووووزّّ وووووةلرّلّّهي ّوووووًل 

ره ّّةمفًل ّّةمةهي ازّ ةمااوّّةمشً  
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ABSTRACT 

This article presents a compact dual-band patch antenna designed for wireless communication systems. The 

proposed antenna design operates efficiently at both 2.45 GHz and 5.76 GHz achieving high performance 

despite its compact size. The Defected Microstrip Structure (DMS) is used to create the desired frequency bands 

and improve the impedance matching at the respective required frequencies, respectively. The antenna is 

manufactured on a low-cost FR-4 substrate, with dimensions of 27 mm × 27 mm × 1.6 mm. The simulated 

radiation efficiencies at 2.45 GHz and5.76 GHz are 95% and 73%, respectively. In addition, the gain of the 
suggested antenna is more than 2.65 dB and around 2.84 dB at the desired frequency bands. The suggested 

antenna is simulated, manufactured, tested and verified practically. The return losses measured in the lower and 
upper resonance bands are 29.94% (covering the frequency range from 2.13 to 2.88 GHz) and 6.2% (covering 

the frequency range from 5.65 to 6.01 GHz), respectively. The radiation pattern is measured and compared with 

the simulation one. The design is simple, easy to carry on and is very compact, while enabling seamless 

operation across two different frequency bands, which makes it suitable for diverse wireless applications. 

KEYWORDS 

Compact, Dual-band, DMS, WLAN. 

1. INTRODUCTION 

Wireless communication has undergone rapid advances in contemporary society, encompassing a 

variety of technical fields. Following the FCC's announcement allowing individuals to use medical, 

industrial and scientific frequencies without the need for a licence, the scientific community has been 

provided with an important opportunity to create wireless devices suitable for short-range 

communication. The most notable examples are Bluetooth, which operates in the globally allocated 

2.4 GHz ISM band [1] and wireless local area networks (WLANs), which operate at frequencies of 5.2 

GHz and 5.8 GHz. WLANs were conceived as adaptable data-communication systems, serving as 

substitutes for or extensions to wired local networks.  Using radio-frequency technology, these 

networks send and receive data wirelessly in the atmosphere, significantly reducing reliance on wired 

connections and seamlessly integrating uninterrupted connectivity with user mobility. In today's 

landscape, wireless LANs are rapidly gaining popularity in diverse sectors, such as healthcare, 

manufacturing and academia. These industries have reaped substantial benefits from portable devices 

that enable real-time transfer of data to central processing centres. In addition, wireless local area 

networks are increasingly recognized as a reliable and cost-effective means of achieving fast wireless 

internet access. They are being adopted as versatile connectivity solutions in a wide range of 

applications [2].  

The IEEE 802.11 WLAN standards encompass three operational frequency bands: 2.4 GHz (2.400 

GHz - 2.484 GHz), 5.2 GHz (5.150 GHz - 5.350 GHz) and 5.8 GHz (5.725 GHz - 5.825 GHz). In the 

IEEE 802.11a standard, WLANs operate within the higher-frequency range, covering the range of 

5.15 GHz to 5.35 GHz and 5.725 GHz to 5.825 GHz. On the other hand, WLANs that adhere to the 

IEEE 802.11b/g standards use the 2.4 GHz band, which extends from 2.4 GHz to 2.484 GHz [2][3][4]. 

In the contemporary landscape, dual-band WLAN systems, which include IEEE 802.11a /b /g 

standards are becoming increasingly popular [5]. Consequently, to meet the demands of wireless 

communication, it is necessary to develop compact, high-performance antennas capable of operating 

in the dual bands of 2.4 and 5.8 GHz, while at the same time offering exceptional radiation properties 
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[2], [6]. Nonetheless, the design of compact dual-band antennas is a major challenge, given the need to 

meet wide-bandwidth requirements, as well as to achieve a balanced radiation pattern, constant gain, 

compact size and simple manufacturing processes [7][8][9]. On the other hand, the narrow-band 

antenna can be transformed into a multiband antenna by introducing a slit or slot at strategically 

chosen positions on its patch or ground plane. The dimensions, geometry and position of this slot are 

crucial to the creation of resonances and band characteristics [10]. A number of dual-band microstrip 

antennas have been reported in the literature, but they typically exhibit rather large sizes and relatively 

complex designs. For instance, a dual-band printed slot antenna using the Cantor fractal has achieved 

two operating frequency bands of 2.35–3.61 GHz and 5.15–6.25 GHz; achieving this performance 

necessitated large physical dimensions of 50 x 50 mm² [11]. Similarly, an annular Koch snowflake 

fractal antenna designed for dual-band performance covered 2.24–2.93 GHz and 4.48–5.54 GHz, with 

dimensions of 40 × 40 mm² [12]. A dual Wide Band Monopole Antenna for WiFi and WiMAX 

systems, has been designed to cover 2.3–2.98 GHz and 5.13–7.75 GHz, with dimensions of 40 × 44 

mm² [13]. A dual Wideband Monopole antenna for GSM/UMTS/LTE/WiFi/and Lower UWB 

applications consists of two sickle-shaped radiators and a slotted ground plane, achieving operating 

bands of 1.5–2.8 GHz and 3.2–6 GHz, but it possesses a large size of 57 × 37.5 mm² and a relatively 

complex design [14]. A DGS antenna designed for medical applications has been published. It 

operates at two frequency bands with dimensions of 58 x 40 mm² [15]. A dual-band microstrip 

antenna using a polarization conversion metasurface structure is proposed in [16], with dimensions of  

40 × 49 mm². A dual-band semi-circular patch antenna for WiMAX and WiFi-5/6 applications witch 

covers 2.39–3.75 GHz and 5.39–7.18 GHz, with dimensions of 30 × 40 mm² was proposed in [17]. In 

[18], a dual-band antenna for WiMax and Wi-Fi applications is introduced with dimensions of 40 × 40 

mm². Reference [19] incorporates a Dual-Band Microstrip Patch Antenna Design Using C-shaped slot 

to cover the 2.4 and 5 GHz frequency bands, with dimensions of 53 × 49 mm². 

This paper proposes a compact dual-band patch antenna that operates efficiently at 2.45 GHz and 5.76 

GHz, achieving high efficiencies of over 95% and 73% in both operating bands. The antenna attains 

gains of 2.65 dB and 2.84 dB, respectively. The Defected Microstrip Structure (DMS) technique is 

used to achieve the desired frequency bands and enhance impedance matching at both frequencies. 

The proposed antenna has been simulated, manufactured, tested and practically verified, with results 

showing good agreement with simulations. These results demonstrate the antenna's suitability for 

WLAN, ISM and WiMAX applications. Additionally, it is characterized by its small size, ease of 

manufacture and smooth operation across two different frequency bands. 

The design structure, simulated and measured results, analysis and concluding remarks are presented 

in Sections 2, 3, 4, 5 and 6. 

2. ANTENNA DESIGN EVOLUTION 

2.1 Design Process  

The antenna design process is structured into four stages. Figure 1 depicts the evolution of the 

proposed antenna, while Figure 2 presents the simulated reflection-coefficient curves corresponding to 

each stage. 

In Step 1, the design of the initial rectangular patch antenna is calculated using the well-known 

transmission line theory [20]:         
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where, Lp is the length of the patcn, Wp is the width of the patcn, C is the speed of light (3 × 108 m/s), 

fr is the resonant frequency, ϵr is the substrate relative permittivity and h is the substrate thickness. 

In the second stage, enhancing impedance matching with a reduced ground plane leads to a resonant 

frequency of 5.59 GHz. The third stage introduces a rectangular slot (L2 x W1) on the top of the patch, 

resulting in a resonant frequency of 2.78 GHz. Finally, in the fourth stage, adding another rectangular 

open-ended slot (L2 x W1) below the patch produces two resonant frequencies at 2.9 GHz and 6.27 

GHz. 

 
Figure 1.  Design procedure of the proposed antenna. 

 
Figure 2.  Simulated reflection coefficients for all design steps. 

2.2 Final Structure and Dimensions 

The design of the proposed antenna and its corresponding prototype are illustrated in Figure 3. The 

antenna is manufactured on an FR-4 substrate, which has a relative permittivity of 4.3, a height (h) of 

1.6 mm and a loss tangent of 0.025. A 50-ohm microstrip line is used to connect the antenna to an 

external source via an SMA connector. Dual-band radiation at the specified frequencies is achieved by 

drilling two parallel rectangular slots in the patch and utilizing defected ground structure (DMS) 

technology to improve impedance matching. Both the patch and ground plane are made of copper. The 

optimal dimensions of the antenna, determined through a parametric study using CST Microwave 

Studio, are outlined in Table 1. Computer Simulation Technology (CST) is used to design and 

simulate the proposed antenna. 

 

Figure 3.  (a) Top and bottom views of the designed antenna geometry, (b) The manufactured 

prototype. 
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Table 1.  Optimized dimensions of the proposed antenna. 

Parameters L W LP WP Lf Wf Lg L1 L2 W1 h 

Value(mm) 27 27 12 16.7 11.7 3.137 9 2 1 14.7 1.6 

3. PARAMETRIC STUDIES 

The main purpose of this section is to study the effect of antenna parameters on resonant frequencies 

and matching. This analysis aims to determine the optimal values for the two rectangular slots etched 

inside the patch using the DMS technique. This is achieved by adjusting a single parameter while 

maintaining others constant. 

3.1 Effect of L1 and L2 

As shown in Figure 4(a), modifications in the position of the two rectangular slots from L1 = 1 mm to 

L1 = 3 mm leads to a decrease in return loss at the lower frequency of 2.45 GHz, while at both L1 = 1 

mm and L1 = 3 mm, the upper frequency of 5.76 GHz is entirely absent. Moreover, as depicted in 

Figure 4(b), altering the width of the rectangular slot from L2= 0.5 mm to L2= 1.5 mm results in a 

decrease in return loss at the higher frequency. Additionally, this modification causes a shift in the 

upper frequency from 5.82 GHz to 5.66 GHz up to 5.76 GHz, while the lower frequency of 2.45 GHz 

remains unaffected. It is observed that the optimal outcome is achieved for L1= 2 mm and L2= 1 mm 

in both frequency bands. 

 
                                          (a)                                                                               (b) 

Figure 4.  Simulated S11 parameter for various values of (a) L1 and (b) L2. 

3.2 Effect of W1 and Lg 

Figure 5(a) shows the simulated reflection coefficient of W1; when W1 is increased from 13.7 mm to 

15.7 mm, the upper resonant frequency decreases progressively from 6.15 GHz to 5.76 GHz and 

finally to 5.4 GHz. Our objective is to achieve a resonant frequency of 5.76 GHz, the optimal value is 

observed at W1 = 14.7 mm. Also, as observed in Figure 5(b), the simulated reflection coefficient 

decreases when the Lg value increases or decreases from 9 mm, indicating that 9 mm is the optimal 

value. 

 
                                             (a)                                                                                   (b) 

Figure 5.  Simulated S11 parameter for different values of (a) W1 and (b) Lg. 
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4. SIMULATION RESULTS AND DISCUSSION 

The designed antenna is manufactured using the LPKF ProtoMat E33 milling machine. The Rohde 

and Schwarz ZVB 20 Vector Network Analyzer is utilized to measure the S-parameters, as depicted in 

Figure 6(b). It is evident that there is acceptable agreement between the measurements and the 

simulation results as can be seen in Figure 6(a). The impedance bandwidths (S11 < -10 dB) of the 

suggested antenna are (2.13–2.88 GHz), corresponding to a range of 29.94% (lower-frequency band) 

and (5.65–6.01 GHz), corresponding to a range of 6.2% (higher-frequency band), respectively.    

Figure 7(a) shows the VSWR graph at the center frequencies for the proposed antenna, with values 

less than 2. Specifically, the designed antenna has a VSWR of 1.06 at 2.45 GHz and 1.11 at 5.76 GHz, 

indicating favorable impedance matching. Figure 7(b) presents the Z-parameter of the antenna, 

demonstrating that the impedance is approximately 50 Ohms at both 2.45 GHz and 5.76 GHz, 

confirming that the antenna provides perfect impedance matching. 

 
Figure 6.  (a) Measured and simulated magnitude of S11, (b) Measurement setup. 

  
                                     (a)                                                                                  (b) 

Figure 7.  (a) VSWR of proposed antenna and (b) Z- parameters. 

4.1 Surface-current Distribution Analysis 

To evaluate the performance of the proposed antenna, we conducted simulations of the surface-current 

distribution at two resonant frequencies, 2.45 GHz and 5.76 GHz (Figure 8). The results exhibit 

distinct patterns at each frequency, revealing specific operational characteristics of the antenna. 

At 2.45 GHz: The surface current predominantly gathers around the feed point, slots and antenna 

edges. This concentration signifies efficient coupling and radiation at the fundamental resonant 

frequency. The focus at the feed point ensures effective power transfer from the feed line to the 

radiating elements, while the distribution along the slots and edges enhances the desired radiation 

properties. 

At 5.76 GHz: The surface current concentrates more around the antenna edges and apertures. This 

shift corresponds to a higher-order resonant mode, where the shorter wavelength interacts more 
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prominently with finer structural details of the antenna. The higher frequency alters current 

propagation, emphasizing areas that enhance radiation efficiency at this frequency. 

Antenna Efficiency through Surface-current Distribution: The efficiency of the antenna correlates 

closely with its surface current distribution. Analysis of current distribution at 2.45 GHz and 5.76 GHz 

indicates that in both cases, current concentration in specific regions facilitates efficient conversion of 

input power into radiated electromagnetic waves. The distinct current paths at these frequencies ensure 

effective operation across the dual-band spectrum. 

Moreover, the observed current patterns suggest well-matched impedance at the feed point for both 

frequencies. This characteristic is critical for minimizing reflections and maximizing power transfer, 

thereby enhancing the overall antenna efficiency. 

In summary, the simulated surface-current distribution underscores the antenna's capability to operate 

efficiently across its dual-band frequencies. At 2.45 GHz, concentration around the feed point and 

slots facilitates effective radiation, while at 5.76 GHz, focus near the edges and apertures supports 

higher frequency performance. These visions confirm the antenna's design effectiveness in achieving 

dual-band operation with high efficiency. 

  
Figure 8.  The surface-current distribution of the designed antenna at (a) 2.45 GHz and (b) 5.76 GHz. 

4.2 Gain and Efficiency 

Figure 9 presents the measured and simulated gain and efficiency of the antenna. At the 2.45 GHz 

frequency band, the gain is 2.65 dB, while at the 5.76 GHz resonance band, it is approximately 2.8 4 
dB. The radiation efficiency at 2.45 GHz is about 95%, demonstrating the antenna's effectiveness in 

converting input power into radiated energy with minimal losses. This high efficiency is attributed to 

the optimized design and the incorporation of a Defected Microstrip Structure (DMS), which enhances 

impedance matching and reduces unwanted radiation and dielectric losses. At 5.76 GHz, the radiation 

efficiency is around 73%. This efficiency is satisfactory for high-frequency operation, where losses in 

dielectric and conductive materials are greater than at lower frequencies. Nonetheless, the antenna 

maintains a commendable level of efficiency across both operating bands. Figure 10 shows the 3D 

gain and 3D directional radiation pattern. 

 
                                      (a)                                                                                       (b)    

Figure 9.  Measured and simulated (a) Peak gain, (b) Radiation efficiency. 
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(a) 

   
 

(b) 

Figure 10.  Gain and directivity 3D at (a) 2.45 GHz and (b) 5.76 GHz. 

4.3 Radiation Pattern 

The measured and simulated radiation patterns of the designed antenna in the E-plane and H-plane are 

shown in Figure 11. At the lower band (2.45 GHz), depicted in Figure 11(a), the radiation pattern in 

the E-plane is nearly omnidirectional, while in the H-plane, it is nearly bidirectional. At the upper 

band (5.76 GHz), shown in Figure 11(b), the antenna exhibits a nearly omnidirectional pattern in the 

E-plane and a directional pattern in the H-plane. Figure 12 illustrates the Geozondas antenna 

measurement system that was used to assess the antenna's radiation pattern. A horn antenna was used 

as the transmitting antenna, while the antenna under examination served as the receiving antenna. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11.  Radiation pattern of the designed antenna in the E-plane and H-plane at (a) 2.45 GHz and 

(b) 5.76 GHz. 
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Figure 12.  Measurement setup of the designed antenna. 

5.  PERFORMANCE COMPARISON

A performance comparison has been carried out between the designed antenna and recently reported 

antennas in the literature in terms of resonant frequencies, size, bandwidth, gain and efficiency, as 

shown in Table 2. It is observable that the designed antenna has a compact size compared to all the 

antennas proposed in the references listed in Table 2. In addition, the suggested antenna is 

distinguished by its elevated efficiency. 

Table 2.  Comparison of the antenna in this study with antennas proposed in previous studies. 

Ref. Frequency 

f1/f2 (GHz) 

Dimensions (mm³) 

Substrate Material 

Bandwidth (GHz) Peaks 

Gain (dB) 

Efficiency 

(%) 

2 2.4/5.2 40 × 30 × 0.8 

FR-4 

(2.27–2.58)12.7% 

(4.92–5.49)10.95% 

… 89 

87 

12 2.54/5.24 40×40×1.524 

RogersTMM4 

(2.24–2.93)26.69% 

(4.48–5.54)21.16% 

2.5 

2.7 

… 

18 2.4/5.8 47.3 × 55×1.6 

FR-4 

(2.3–2.492) 7.4% 

(5.586–6.06) 8.17% 

2.5 

2.8 

… 

21 2.4/5.25 52 × 60× 1.6 

FR-4 

4.2% and 2.3% 2 

4.6 

… 

22 2.45/3.53 59.5×47× 1.6 

FR-4 

(2.43–2.49)2.44% 

(3.50–3.56)1.7% 

2.45 

3.53 

… 

23 2.45/5.8 70 ×70× 31 

3D printed PLA 

(2.39–2.52)5.29% 

(5.76–5.95)3.25% 

7.8 

6.8 

90 

80 

24 2.44/5.5 52 ×40× 2 

FR-4 

(2.33–2.86)20.6% 

(5.76–5.95)15.7% 

3.5 

3.53 

--- 

This 

work 
2.45/5.76 27 × 27×1.6 

FR-4 

(2.13–2.88)29.94% 

(5.65–6.01)6.2% 

2.65 

2.84 

95 

73 

6. CONCLUSION

This research presents an innovative dual-band patch antenna design with compact dimensions, 

tailored to meet the requirements of various modern wireless communication systems, including 

WLAN, ISM, Bluetooth, WiMAX and WiFi-2.4. The antenna operates efficiently at frequencies of 

2.45 GHz and 5.76 GHz, achieving high efficiencies of over 95% and 73%, in both operating bands. 

Additionally, the antenna attains a gain of 2.65 dB at 2.45 GHz and 2.84 dB at 5.76 GHz. The antenna 

was manufactured and measured, the results being in good agreement with simulations. The measured 

-10 dB S11 bandwidths cover 750 MHz (2.13-2.88 GHz) and 330 MHz (5.65-6.01 GHz). This ensures

that the antenna meets the frequency requirements for WLAN in both the lower and upper bands, ISM 

(2.4–2.5 GHz), WiMAX rel 1 (2.3–2.4 GHz), WiMAX rel 1.5 (2.5–2.69 GHz) and Bluetooth (2.407–
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2.484 GHz). Based on these results and the antenna's characteristics, such as compact size and ease of 

manufacture, this design is suitable and highly practical for advancing antenna technology and 

enhancing wireless-communication systems. 
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 ملخص البحث:
دددددددد    تقددددددددلو ةدددددددد ه ائيادددددددد  ائ    دددددددد  ةيا  دددددددد    ذا نطدددددددد ا ّ تدددددددد لأنلأمن ّ تّدددددددد ن     ن  دددددددد  ا تنّ

 76ل5ج جدددددد ة  تّ اتدددددد لأنلأ  45ل2ائلاسددددددوي  ل امه ددددددم ائحدددددديا ع ائ قددددددد       و دددددد    ددددددل تدددددد لأنلأ 
ج ددددددّل ااددددددلن تدددددد ن اسددددددد لاو    دددددد  ج جدددددد ة  تّق ت قنقدددددد    لأاى    ئ دددددد    ودددددد  ائدددددد ن   تددددددّ  دددددد    

ددددددد مر ائ  يددددددد ا  ائ   ددددددد     ( ئو ّددددددديل  وددددددد  ائ نطددددددد ا ّ ائدنددددددد لأنلأمن ّ ائ   دددددددي  ّ DMSائشن
ات سددددد ّ تيامدددددت ائ   نهددددد     دددددل ائدنددددد لأنلأا  ائ طوي ددددد ل اتددددد ن تج  ددددد  ائحددددديا ع ائ قدددددد    وددددد  

توددددد (ل اادددددل  و ددددد   6ل1 ×توددددد   27 ×توددددد   27 أ هددددد لأ  و ددددد    FR-4ط قددددد   سددددد   تدددددّ ندددددي  
% 73% ا 95ج جددددددددد ة  تّ  76ل5ج جددددددددد ة  تّ ا  45ل2مه ئ ددددددددد  ائ   لددددددددد     دددددددددل ائدنددددددددد لأنلأمّ 

دددددب ائحددددديا ع ائ قدددددد   م وددددد   ل ددددد  تدددددّ   84ل2لأمسددددد  م ا ددددديائع  65ل2 وددددد  ائد ت دددددبل  تددددد  لست
 ّ ائ   ي  ّ  و  ائد ت بللأمس  م   ل ائ نط ا ّ ائدن لأنلأم 

ّددددددّ اائدن ق ددددددت تدددددددّ اائجددددددلم    ئدددددد نل   لن ائحدددددديا ع ائ ق دددددد  ت  ل تفددددددّ اتّدددددد  هّ ام ت ددددددد   ت ن
ن ّ ا  وددددد  ميددددد ل  ن ّ ا لأنددددد  اائددددد ن دددددل اّنجددددد   ائ قددددد     دددددل ائددددد ن ددددد  مقت خّ  ّدددددّ   و ددددد  ل  تن

ج جددددددددد ة  تّق ا  88ل2ج جددددددددد ة  تّ  ئددددددددد   13ل2% ت ط ددددددددد   ائ نطددددددددد   ائدنددددددددد لأنلأ  تدددددددددّ 94ل29
ج جدددددددد ة  تّ  ودددددددد   01ل6ج جدددددددد ة  تّ  ئدددددددد   65ل5% ت طن دددددددد   ائ نطدددددددد   ائددددددددد لأنلأ  تددددددددّ 2ل6

ددددددد  ائ ق ننددددددد   ددددددد تّ ن دددددددر اّ ددددددده   ائ قددددددد   ئوحددددددديا ع ائ قدددددددد   ان دددددددر  ائدن ت دددددددبل لددددددد ئة ت ن
 اّ ه   ئوحيا ع ائ قد    ّ ط مت ائ   ل  ق   ث اتن ق   شيمٍ ل   ل

امد  دددددّ ائحددددديا ع ائ قدددددد     سددددد ط  تّددددد   ّ اسدددددحيئ  تّددددد  هّ ا ددددد    ج دددددّق تددددد    ودددددّ 
ددددد  ن  ئحددددد ق ا تددددد  ائنددددد   مجهودددددّ تلا  ددددد   ئلاسدددددد لاو مدددددع  شددددديمٍ ج ندددددل   دددددل ائدنددددد لأنلأا  ائنددددددع  ف

  ن    ا تنّ    ائلاسوي  ل 
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ABSTRACT 

This paper explores the development, design and reconstruction of a Historical Arabic Corpus (HAC), which 

covers more than 1600 years of uninterrupted language use. The study emphasizes the technical aspects followed 

to enhance the system and provide a usable concordancer, along with simple experiments conducted on the corpus 

and the concordancer. Arabic has a rich literary and cultural heritage spanning thousands of years. The inclusion 

of digital resources and the advancement in natural language processing (NLP) technology have made Arabic 

historical corpora increasingly crucial for researchers and learners worldwide. By integrating HAC and its tools 

into Arabic language learning, learners can delve deeper into vocabulary and culture and gain valuable insights 

that improve their language skills and understanding of Arabic. This combination of human guidance and NLP 

technology makes learning an engaging and enjoyable experience, offering a dynamic and authentic way to master 

the Arabic language. 

KEYWORDS 

Historical Arabic corpus, Corpus tools, Concordancer, Learning Arabic, Data normalization, Semantic shifting. 

1. INTRODUCTION

The Arabic language is recognized for its linguistic richness. It has a rich and extensive history and is 

one of the most widely spoken languages in the world. Literature and historical texts have been produced 

from the early Islamic period to the modern era, providing a valuable resource for researchers and 

language learners. Understanding and analyzing Arabic requires a comprehensive and systematic 

approach as a language deeply rooted in literature, religion and daily life. One vital tool for linguistic 

research in the Arabic language is the compilation of text corpora and dictionaries [1]. 

A language corpus (plural corpora) is a collection of texts systematically organized and annotated for 

linguistic analysis. Constructing an Arabic-language corpus provides a fundamental resource for 

linguistic, cultural and historical studies. The following are a few benefits of what a dedicated linguistic 

Arabic corpus can do. 

1. Providing linguists and researchers with a vast and varied dataset, enabling in-depth analyses of

language patterns, syntax and semantics. It also facilitates investigations into language evolution 

and usage across different regions. 

2. Offering educators and language learners an extensive range of authentic materials representing the

language in diverse contexts helps develop effective teaching methodologies, curriculum design and 

language-proficiency assessments. 

3. Contributing to preserving cultural heritage and becoming a repository of cultural expressions,

idioms, philosophies and social standards. 

4. Providing an essential tool for developing applications and advancing research in areas like natural

language processing (NLP), machine learning (ML), deep learning (DL), data mining (DM) and 

large language models (LLM). For instance, building robust language models, sentiment-analysis 

tools and machine translation systems relies on the availability of high-quality linguistic data. 

Historical corpora, another type of text corpora, are extensive collections of written texts compiled and 

organized for educational and research purposes. They provide researchers and learners access to various 

historical documents, allowing them to study the evolution of a language and gain insights into a 

particular cultural and social history from different eras. These corpora contain many historical 

documents, such as religious texts, legal texts, scientific works and other genres. Arabic historical 

corpora are essential resources for researchers interested in studying the history of the Arab world and 
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Islamic civilization. 

In this study, building upon the groundwork described in [2]-[3], we continue the efforts to compile and 

refine a historical corpus of Arabic texts named HAC, spanning 1600 years of language evolution. The 

previous attempts focused on introducing the essential tools required for assembling HAC and 

implementing NLP techniques to preprocess the text, ultimately organizing it into a structured 

eXtensible Markup Language (XML) schema, allowing for search and analysis. The HAC corpus is a 

valuable resource for linguists and is designed for Arabic-language learners studying at the University 

of Jordan. It enables them to delve into the rich linguistic heritage of millions of textual instances.  

The corpus is designed to serve multiple purposes, including supporting Arabic-language learners and 

advancing research in NLP, data mining and other computational fields. The extensive dataset and the 

developed tools are tailored to the needs of both educational and research-oriented users. Researchers 

in NLP and other fields benefit from the structured and annotated data for developing and testing their 

models. The need for a new concordancer tool is due to the limitations of existing tools when applied to 

historical Arabic texts. Many of these tools are not optimized for the Arabic language's unique 

morphological and orthographic complexities, particularly in a historical context. Existing tools often 

fail to handle search variations critical for accurate historical-corpora analysis. The new concordancer 

tool addresses these gaps by offering enhanced morphological analysis capabilities, adapting to 

historical-text variations and providing advanced customization options. This tool is essential for 

researchers and linguists to perform accurate searches and analyses on historical texts, making it a 

significant advancement in Arabic-corpus linguistics. 

The remainder of this paper is structured as follows: Section 2 presents background information on 

corpus linguistics. Section 3 reviews pertinent prior research. Section 4 presents the methodology and 

technical processes that we have followed to reconstruct the HAC corpus. Section 5 showcases 

experiments demonstrating the practical utility of our efforts. Finally, Section 6 concludes the work and 

outlines future-research avenues. 

2. BACKGROUND

2.1 A Brief Introduction to Corpora and Corpus Linguistics 

Corpora encompass extensive and structured collections of texts from diverse sources, accommodating 

written texts such as books, articles, websites and transcriptions of spoken language. These 

electronically stored and processed repositories are often augmented with annotations and metadata, 

such as Part-of-speech (POS) tags and morphological information, to enhance their utility for specific 

research objectives [2]-[4]. Corpora are vital resources for linguistic and computational linguistic 

research and the study of language use in real-world contexts. They are fundamental to applications in 

lexicography [5], translation [6], language learning and teaching [7] and data mining [8]. 

Historical corpora are particularly significant for historical linguists. They comprise texts spanning the 

entire history of a language or specific eras. These corpora illuminate the evolution of languages over 

time, revealing shifts in word meanings and grammatical structures. They play a significant role in 

compiling historical dictionaries [1], offering insights into semantic changes and providing illustrative 

quotations for word senses. 

Whether we are designing a contemporary or historical corpus, details regarding sources’ authorship, 

publication date, genre and broader context should be documented to enrich the corpus with valuable 

insights that aid researchers in interpreting and categorizing linguistic data. 

Corpora and their associated tools facilitate language understanding and learning, offering valuable 

resources for educators and learners [9]. These tools are essential in language acquisition, contributing 

to vocabulary expansion, contextual learning and a deeper understanding of grammar and syntax. For 

instance, adaptive learning systems can utilize corpus data to individualize learning experiences [10]. 

These platforms customize language learning based on individual strengths and weaknesses and 

optimize the learning process for each student. Other essential tools might include the following [11]: 

Tools for the Creation of the HAC 

1. Language-analysis software: We utilized a concordancer, Khoja’s stemmer and Stanford part-of- 
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speech tagger to analyze the language in HAC, ensuring accurate annotation and tagging of the 

historical texts. 

2. Metadata-management tools: Tools used to manage and catalog information about each text in the

corpus, including author, publication date and title, facilitating easy search and retrieval. 

3. Corpus-management software: We employed a database-management system to manage the HAC,

allowing for efficient storage, retrieval and updates to the corpus data. 

4. Computational tools for analysis: NLP tools were integral in analyzing the HAC, enabling tasks,

such as tokenization and light stemming, which are crucial for handling the linguistic complexity 

of Arabic texts. 

Tools for Exploitation of the HAC 

1. Concordancer: Researchers and language students can use the concordancer to search and analyze

specific words or phrases within HAC, helping understand historical usage patterns and contexts. 

2. Visualization tool: Visualizes linguistic data to uncover patterns and trends within the HAC, which

are valuable for linguistic and historical research. 

2.2 The Historical Arabic Corpus (HAC) 

The initial historical Arabic corpus (HAC) was initiated in 2015. It was constructed using a corpus-builder 

system developed in Java to compile and encode its data into an XML schema automatically. Interested 

readers who want to learn more about the corpus-builder system are referred to [2]-[3]. The input to the 

corpus builder was a text document encoded in UTF-8 with its meta-data [2]. We integrated a stemmer 

and a part-of-speech (POS) tagging modules in the corpus-builder system to build the final corpus. We 

adapted an Arabic stemmer developed by Khoja [12] to extract a root, stem and morphological pattern 

for each word. For POS tagging, we employed the Stanford Part-Of-Speech Tagger [13]. Both tools were 

popular when the project was started, providing essential functionalities required for processing Arabic 

text. 

Since then, newer tools such as Farasa [14] and Computational Approaches to Modeling Language Lab 

(CAMeL) [15] have been developed, offering enhanced capabilities in Arabic NLP. These tools could 

be considered for future updates and improvements to HAC, potentially increasing the accuracy and 

efficiency of text processing. 

Project Goals and Implementation 

The primary goal of the HAC project is to create a comprehensive, searchable database of historical 

Arabic texts. This involved several key objectives: 

1. Elucidating the conceptual and technical refinements applied to the HAC corpus, including the

normalization procedures employed to enhance its consistency and coherence. 

2. Outlining the technical methodologies employed in constructing a database and searchable indices,

incorporating various simplified and normalized tokens to facilitate efficient information retrieval. 

3. Presenting the design of a new concordancer tool developed with user-friendly interfaces,

providing researchers with a platform to experiment with and analyze the corpus. 

4. Experimenting with the HAC corpus and the enhanced concordancer.

To achieve these goals, the following steps were undertaken: 

1. A robust database architecture was designed to facilitate efficient storage and retrieval of text data.

This included restructuring the data-storage system to handle the large volume of text and metadata. 

2. Advanced search algorithms were implemented to enable precise and fast data retrieval. This

included the development of custom-search interfaces tailored to the needs of researchers. 

2.3 The Concordancer 

A concordancer is a software tool used in linguistics and language analysis to identify and analyze the 

frequency, distribution and usage of words and phrases in a text corpus. It helps determine the context 

in which a word or phrase appears and displays the lines of text containing the word or phrase and its 

neighboring words. This enables researchers to study how words and phrases are used in different 

contexts and how they are related. The following points highlight a few of the benefits of using a 

concordancer. 
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1. Teachers can utilize a concordancer in language teaching to help students understand the usage of

words and phrases in contexts and to develop their vocabulary and grammar skills [16]-[19]. 

2. Translators can use a concordancer to identify the most appropriate translation of a word or phrase

in a given context [20]-[21]. 

3. Linguists can use a concordancer to study language use and patterns, such as the distribution of

words and phrases across different genres, periods or social groups [22]-[23]. 

4. Researchers in fields, such as literature, history and sociology, can use a concordancer to analyze

text to identify patterns and trends in the data [24]. 

2.4 Initial Challenges and Limitations 

At the early stage of constructing HAC, a few problems were raised. The major problem was associated 

with the scalability of data storage, while the second one was related to searching and retrieving the data 

effectively. The primary users of the system were students from the Linguistic Department at the 

University of Jordan. They know little about computers. As the volume of data started growing, the 

response time of inquiring data from the XML database turned out to be very slow and the system’s 
GUI was not user-friendly. Therefore, it was obvious that the original data structure and the GUI design 

were unsophisticated and needed to be revised and enhanced. This study aims to solve this problem by 

replacing the XML schema with a sophisticated relational database-management system running on the 

server side with optimized queries and a friendlier concordancer system.  

Another issue that we are still striving to solve is that HAC needs to be balanced and requires more 

historical Arabic text in digital format, which makes it, in its current state, unrepresentative of the genres 

and eras that it should cover [2]. As part of our continuous-improvement efforts, we added further five 

million terms to HAC, bringing the total number of terms to 50 million terms. 

3. LITERATURE REVIEW

The development of Arabic corpora is still in its early stages [25]. Initially, Arabic corpora were mainly 

created through manual efforts or basic tools that compile texts into XML format, often accompanied 

by metadata annotations [26]. The UAM Corpus Tool, developed by the Universidad Autónoma de 

Madrid [27], is a comprehensive software suitable for corpus linguistics research. It offers functionalities 

for corpus compilation, annotation and analysis, including concordancing, collocation analysis and 

statistical-processing tools. It utilized XML as its underlying data-storage format and facilitated cross-

layer searching, semi-automatic tagging, statistical reporting and visualization of tagged data. 

Later, plenty of contemporary Arabic corpora were designed with a range of structures and annotations 

[28]-[29]. Another avenue encompassed Quranic and Hadith (Prophet Mohammad’s traditions) corpora 
[30]-[33]. Other scholars focused on designing tools for the Arabic language, such as the work of [34], 

where the authors proposed iSPEDAL, an enhanced electronic dictionary for the Arabic language. A 

corpus and a set of tools to experiment with contemporary Arabic were introduced in [35]. The corpus 

included editorials of newspapers collected from different countries, Arab countries' constitutions, 

dictionaries and the Holy Quran, in addition to news from sports, technology and politics. 

The development of Arabic corpora has faced challenges, but significant progress has been made. 

Resources such as the Multilingual Annotated Standard Dataset of Educational Resources (MASADER) 

[36] and the Linguistic Data Consortium (LDC) catalog [37] have played a vital role in advancing Arabic

corpus linguistics. MASADER provides a comprehensive catalog of Arabic-language resources, 

including datasets and tools for various NLP tasks. The LDC catalog includes extensive Arabic-

language resources such as speech and text corpora, lexicons and annotated linguistic data. Building on 

these foundations, the HAC corpus aims to provide additional resources and tools tailored to historical 

Arabic texts. 

English historical corpora, comprising samples of texts from earlier eras, are instrumental in studying 

language variation, changes and development. Examples of well-known English historical corpora 

accessible through the web are given in Table 1. For instance, the Helsinki Corpus of English Texts is a 

structured multi-genre corpus spanning Old, Middle and Early Modern English periods, offering insights 

into linguistic forms, structures and lexemes across different epochs. Similarly, ARCHER (A 

Representative Corpus of Historical English Registers) presents a multi-genre corpus of British and 

American English, covering the period from 1600 to 1999. 



397

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 10, No. 04, December 2024. 

Table 1. Examples of well-known projects encompassing English historical corpora. 

English historical corpora URL address (Accessed on April 20, 2024) 

The British National Corpus (BNC)) http://www.natcorp.ox.ac.uk/corpus/ 

The Penn Treebank (PTB) https://catalog.ldc.upenn.edu/LDC99T42 

Helsinki Corpus of English Texts https://varieng.helsinki.fi/CoRD/corpora/HelsinkiCorpus/ 

ARCHER: A Representative Corpus of Historical English 

Registers 

https://www.projects.alc.manchester.ac.uk/archer/ 

For Arabic historical corpora, the most relevant examples are the King Saud University Corpus of 

Classical Arabic (KSUCCA) and the King Abdul-Aziz City for Science and Technology (KACST) 

Arabic corpus [2]. KSUCCA, although supposedly encompassing classical Arabic texts from the pre-

Islamic era until 1100 C.E., it lacks comprehensive coverage and evidence of representativeness [38]. 

Similarly, while the KACST Arabic corpus aims to be a comprehensive resource spanning various 

periods and domains, efforts are ongoing to enhance its representativeness and balance [39]. 

Other examples of well-known Arabic historical corpora projects accessible through the web are given 

in Table 2. The projects highlight the growing efforts to digitize, preserve and make accessible Arabic 

historical datasets, enabling researchers to investigate the rich history of the Arabic world. These 

projects are just a few examples of the wide range of ongoing research on Arabic historical corpora and 

there may be additional recent works since our knowledge cut-off date in December 2023. 

Concordancing tools are crucial in linguistic analysis, aiding language learners and researchers in 

vocabulary acquisition, collocation identification and grammatical comprehension. While English 

boasts numerous concordancing tools, Arabic offerings are relatively limited. Earlier works included 

AntConc [40], aConCorde [41], AraConc [42]. 

While these tools serve essential functions, there remains a need for further research to develop 

sophisticated schemas accompanied by tools tailored to handle morphological annotation and facilitate 

automated Arabic-corpora construction. Moreover, advancement in Arabic NLP is slower than in 

English due to a scarcity of freely available corpora, lexicons and sophisticated machine-readable 

dictionaries, underscoring the need for concerted efforts to advance research in this area. 

  Table 2. Examples of well-known projects encompassing Arabic historical corpora. 

Arabic historical corpora URL address 

(Accessed on April 20, 2024) 

The Digital Library of the Middle East (DLME) from Stanford Libraries represents 

a platform combining data collections from various cultural heritage institutions 

worldwide. It offers free and open access to the rich cultural legacy of the Middle 

East and North Africa. 

https://dlmenetwork.org/library 

The Qatar Digital Library (QDL) is a massive online repository that offers access to 

a diverse collection of historical documents related to the Gulf and Middle East. The 

collection includes manuscripts, maps, photographs and archival materials that 

provide insights into the Arabic world's social, cultural and political history. 

https://www.qdl.qa/en 

Al-Maktaba al-Shamela is a digital library that hosts a vast collection of classical 

Arabic texts, including religious, historical, literary and scientific data. It offers a 

comprehensive platform for accessing and searching thousands of Arabic 

manuscripts and books [43]. 

https://shamela.ws/ 

The King Saud University Corpus of Classical Arabic (KSUCCA) is a 50 million 

tokens annotated corpus of Classical Arabic texts from the period of pre-Islamic era 

(7th Century CE) until the fourth Hijri century (11th Century). 

https://sourceforge.net/projects/ksu

cca-corpus/ 

This study aims to refine the HAC corpus through various technical improvements, including using 

normalization procedures to enhance consistency and coherence, the creation of a database with 

optimized queries for efficient information retrieval and the development of a user-friendly 

concordancer tool. By accomplishing these objectives, this research provides a solution to current 

challenges and contributes to the progress of Arabic-corpus linguistics and language-learning 

methodologies. 

The refined HAC corpus and its accompanying tools will be a valuable resource for linguists, 

researchers, educators and learners, enabling them to conduct detailed analyses of Arabic-language 

patterns, syntax and semantics and provide authentic materials for language acquisition. This research 

represents a significant step towards bridging the gap between historical Arabic corpora and present-
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day language-learning needs, delivering a dynamic platform for studying and mastering the Arabic 

language. 

Studying authentic historical Arabic texts can provide valuable insights into classical Arabic grammar, 

vocabulary and stylistic conventions not commonly found in modern language-learning materials. While 

primarily beneficial for researchers and linguists, historians and those interested in digitizing Arabic 

cultural heritage can also benefit from the HAC corpus. However, it may have limited direct application 

for beginners learning Arabic as a foreign language. The HAC corpus primarily serves the needs of 

historians, linguists, researchers of the Arabic language and those interested in digitizing Arabic cultural 

heritage. Here is how each party may benefit from HAC: 

1. HAC aims to preserve and provide access to historical Arabic texts, which are valuable for

researchers studying the evolution of the Arabic language, linguistic variations over time and 

historical events documented in Arabic sources. 

2. Linguists can use the corpus to analyze language usage, semantic changes and syntactic structures

in historical contexts, aiding in understanding how the language has evolved and adapted across 

different periods of history. 

3. Digitizing historical Arabic texts preserves cultural heritage and promotes awareness and

appreciation of Arabic literature and history. 

Differentiation from Other Arabic Historical Corpora 

1. Scope and coverage: The HAC corpus has eight genres and around 50 million words distributed

among predefined eras spanning 1600 years from the pre-Islamic era to the twenty-first century. 

2. Accessibility and tools: An extensive dataset and a concordancer tailored to the needs of both

educational and research-oriented users. Researchers in NLP and other fields benefit from the 

structured and annotated data for developing and testing their models. 

4. RESEARCH METHODOLOGY

The methodology we employed in this study is depicted in Figure 1. It incorporates four stages: (1) data 

collection, (2) data pre-processing, (3) constructing the HAC database and indices and (4) 

experimentation with HAC and the concordancer. In the following subsections, we discuss each stage 

in more detail. 

4.1 Data Collection 

The HAC corpus was planned to include all primary classical Arabic text material available online, 

using the automated tools described in [2]. We searched the internet because of the limited resources for 

free digitized Arabic text and found Al-Maktaba al-Shamela, a free and open-source digital library 

(available at https://shamela.ws/) [43]. It has a wide range of religious, historical, literary and scientific 

data, making it an excellent platform for accessing and searching thousands of Arabic manuscripts and 

books. 

To assemble a comprehensive corpus, we carefully considered the issue of textual representation before 

collecting the corpus data. Our primary concern was that the collection should cover all periods of 

Arabic history as recommended by Arabic literary historians [44]. This approach helps us understand 

the development and evolution of Arabic literature over time.  

From previous work, we collected over 50 million tokens [2]-[3]. We classified the data into different 

eras every 100 years, beginning from Classical Arabic (pre-Islamic times) and ending with Modern 

Standard Arabic (MSA) of the current century. In addition, the corpus data was categorized into primary 

and secondary sources based on their representation of the language used during the time of authorship 

[2]. Primary texts, such as poetry, literary prose and non-fiction, offer insight into contemporary 

language practices without commenting on older texts. In contrast, secondary texts, like Quran exegesis 

and critical analyses of ancient poetry, provide commentary reflecting the language usage of the 

commentator's era, shedding light on linguistic customs from earlier times. 

Similar to the works [2]-[3], genres conventionally influence the language used in a text. They are 

considered significant factors when representing texts. Consequently, we categorized the texts into eight 

genres: Dictionaries, Literary Prose, Poetry, History, Philosophy, Religion, Science and Thought. Apart 
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from the era, genre and primary/secondary categorization, we gathered general information about the 

texts, such as document title and author, to compile them into the corpus. We are also working on another 

text distribution based on regions and varieties of Arabic dialects, which we plan to include in future 

work. Table 3 shows various text examples from the HAC corpus based on historical principles and 

annotations regarding genre, author and era. 

Figure 1. Methodology flow diagram. 

Table 3. A sample of HAC data resources (collected from https://shamela.ws/). 

D
ic

ti
o

n
a

ri
es

 

Title Author Era 

800-700 الفراهيدي العين

1000-900 الجوهري الصحاح تاج اللغة وصحاح العربية

 1200-1100 الأصفهاني مفردات القرآن

 1300-1200 الرازي  مختار الصحاح 

 1500-1400 الفيروزابادي  القاموس المحيط 

1-3تاج العروس   1800-1700 مرتضى الزبيدي 

P
o

et
ry

 

 600 > امرؤ القيس ديوان امرئ القيس 

زهير بن أبي سلمىشعر  زهير بن أبي سلمى   < 600 

700-600 حسان بن ثابت ديوان حسان بن ثابت

 2000-1900 محمود درويش ديوان كزهر اللوز أو أبعد 

 2000-1900 ابراهيم طوقان الأعمال الشعرية الكاملة لابراهيم طوقان

P
h

il
o

so
p

h
y
 1100-1000 الغزالي تهافت الفلاسفة 

الخطابةتلخيص   1200-1100 ابن رشد 

 1200-1100 ابن طفيل حي بن يقظان 

 1400-1300 محمد بن محمد ابن عرفة  المختصر في المنطق

 1600-1500 الفارابي أهل المدينة الفاضلة 

 2000 < يوسف مكرم تاريخ الفلسفة الحديثة 

R
el

ig
io

n
 

700-600 كلام ౫ಋ عز وجل القرآن الكريم

البخاريصحيح  البخاري –أحاديث الرسول    600-700

800-700 الإمام مالك  الموطأ 

900-800 أبو داوود سنن أبي داوود

1000-900 ابن حبان روضة العقلاء

 1300-1200 النووي  الأذكار 

السيوطي و جلال الدين جلال الدين المحلي تفسير الجلالين  1400-1500 

 1600-1500 الامام القاري شرح مسند أبي حنيفة

Arabic Text from AlShamela Library https://shamela.ws/ 

HAC Corpus 

Data Pre-processing 

Removal of diacritics, punctuations & special characters 

Document-to-paragraph segmentation 

Letterform unification (أإآ)(ا) 

Tokenization & stemming 

Concordancer 
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4.2 Data Pre-processing 

Arabic is a highly derivational and inflectional language. To handle the different ways in which Arabic 

text can be represented, we applied several normalization techniques described in the works [45]-[47]. 

These techniques utilize the indices for efficient search through the database, while the content of the 

texts in the database should be preserved to maintain its originality and integrity. 

Data pre-processing starts with converting a text document Di into the UTF-8 universal encoding, which 

represents every character in the Unicode character set, including Arabic characters. Further, a set of 

tasks is applied to extract the following information for each word wj in Di: word’s root, pattern, part of 

speech and stem, but stop words were not removed. 

It is noteworthy to mention that in our approach, we strictly maintain the integrity of the original text. 

To improve search capabilities, we applied pre-processing steps, such as tokenization, stemming and 

root extraction to parallel text versions, not the original. These parallel versions were used exclusively 

for search and retrieval, ensuring that the original text remains unaltered and can be accessed in its 

original form. This methodology allows us to provide efficient search functionality while preserving the 

authenticity of the historical documents.

The pre-processing steps were handled automatically and included the following tasks: 

1. Normalization: Building a corpus requires normalization before exploring its content. Arabic-text

normalization usually involves removing punctuation, stripping numbers out, removing diacritical 

marks, …etc. Root extraction, for example, is essential for effective searching and frequency-based 

analysis, so that words such as (كاتب, writer), ( ةمكتب , library) and (مكتب, office) can all be correlated 

to the third person singular root (كتب, he writes). Sometimes, normalization also includes stemming 

words, so that words such as (الكاتبون, writers), (والكاتبون and writers) and (الكاتبات, “female” writers) 

can all be stemmed to (كاتب , writer) and hence are not considered different words, as they all 

represent the same concept. Indices might also be normalized to prepare a textual database for 

searching. For instance, if a search for ( َلعَِب, he played) is intended to match the words (  لعَِب, play) 

and (  لُعَب, toys), then the text would be normalized by removing the diacritical marks to be all 

represented by one token (لعب).  A set of steps is applied to reduce the number of extracted terms. 

They include: 

a) The removal of nonletters and special characters.

b) The removal of non-Arabic letters.

c) The replacement of initial أ،إ،آ with bare alef ا.
d) The replacement of knotted ة (ta marbuta) with ه (ha).

e) The replacement of ending dotless yeh (alef maksura, ى )  with yeh ي.

f) The removal of leading proclitic particles, such as definite article, prepositions and

conjunctions, trailing haa (ه), trailing Yeh_Yeh_Noon (يين), trailing Waw_Noon (ون), trailing 

Haa_Alef (ها), trailing pronominal enclitics used for dual and masculine plural forms (هم، هما). 
g) The removal of single-tone letters, such as Waw (و) and those produced by the above

normalization steps. 

2. Splitting documents into paragraphs: This process breaks a text document Di into n paragraphs at

the boundaries of paragraphs. 

3. Tokenization: This process analyzes the paragraphs and splits them into individual token (word)

streams. The boundaries of words, such as whitespaces and punctuation marks, are determined in 

this process. 

4. Stemming and root extraction: A shallow stemming approach was applied to remove common

affixes (i.e., prefixes and suffixes) from each word to extract its stem. This helps simplify words 

for frequency-based analysis and searching. For example, the words (الكاتبون, writers), (والكاتبون and 

writers) and (كاتبات كاتب) female writers) would be stemmed to ,ال , writer). Meanwhile, Khoja’s 

algorithm was utilized to extract the roots of words. This process involves a deeper morphological 

analysis to identify the core set of letters that convey the fundamental meaning of the word. As an 

example: The words (كاتب, writer), ( ةمكتب , library) and (مكتب, office) would all be correlated to the 

root (كتب, write). 

 In this study, we addressed ambiguity across clitics and stems, such as ‘وجد,’ which can mean “he 
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found” or “and grandfather,” using a simple approach based on basic linguistic rules and lexical 

analysis applied in the stemmer. Due to resource limitations when the project began in 2015, we 

did not implement advanced techniques, such as contextual analysis or machine learning, for 

disambiguation. This limitation requires further investigation in future studies. 

5. Part-of-speech tagging: The process of assigning a part of speech to each word in a sentence, such

as a noun, verb, adjective and more. It is crucial in determining how sentences are constructed from 

smaller units. POS tagging is widely used in syntactic and semantic analysis of sentences. We used 

the Stanford tagger, an open-source package written in Java programming language, to assign part 

of speech tags to words [10]. The package includes two trained tagger models for English and 

tagger models for Arabic, Chinese, French and German. 

4.3 Motivation for New Data Storage 

When designing HAC, we considered a portable and adaptable storage structure that is readable by 

humans and computers. Therefore, an XML schema was developed, including metadata tags for each 

document and annotation text for each token’s morphology. Each token was stored in a single tag, along 
with its annotation attributes, such as the root, morphological pattern, POS tag and stem [2]-[3]. 

However, as the XML corpus grows, searching becomes slower, but its accessibility by text editors and 

portability make it appealing. Interested readers could refer to [2] to learn about the corpus structure. 

We switched from utilizing the XML schema to a database to manage and manipulate the data in HAC. 

The change is because databases ensure scalability to handle large volumes of data with high levels of 

integrity and reliability and offer structured storage with the capability to define tables, relationships 

and constraints. In addition, databases provide powerful query capabilities, allowing for efficient data 

retrieval. We redesigned the database using the MS SQL-Server database-management system running 

on the server side to make it accessible through the web. For a more productive search, we ended up 

with three relations, as shown in Figure 2. They are as follows: 

1. The Genre Table: Stores information about each document D in the corpus and has the following

attributes: 

 docid: a unique primary key assigned to each document composed of a genre, era and sequence

number. 

 path: the actual path to the document.

 title: document's title.

 author: document’s author.
 year: document’s year.
 era: the era to which the document belongs

 category: stores one of two values: primary or secondary.

 region & variety: to be used in the future to store the region of the document and the dialect of

that period. 

2. The Paragraph Table: Stores the document content after being split into paragraphs where a record

has the following attributes: 

 docid: the document id.

 lineid: a number assigned to a paragraph extracted from each document D.

 context: the actual text of a paragraph.

3. The Posting Table: Stores and tracks the occurrences of words, roots, …etc., associated with each

text line in a document D. It has the following attributes: 

 postid: a unique number assigned to each post.

 docid: the document ID from where the posting originated.

 lineid: the number of the paragraph from where the posting originated.

 word: the word in a text line after being normalized as described earlier.

 stem: the word’s stem after being processed as described earlier.
 root: the word’s processed root.
 tag: the part of speech tag assigned to the word within the context.

 pattern: an annotation assigned to each word based on the position of the three consonants (فعل)
and the affixes. Patterns help in understanding the meaning of words. 

 TF: term frequency. Counts the occurrences of a word within a document D.

 DF: document frequency. Counts the occurrences of a word within the entire corpus. TF and
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 DF are used to assign a weight for each token in the corpus. 

Figure 2. Database schema of the HAC corpus. 

4.4 The Design of a New Concordancer 

The primary purpose of a concordancer is to retrieve and display a text from the corpus in short contexts. 

It should allow the user to observe how a term is used within the context and how it might develop 

semantically within a period. Linguistic students at the University of Jordan heavily influenced HAC’s 
concordancer. The initial design did not meet the users’ satisfaction and a new, friendly design was in 

demand. The new concordancer includes alphabetical listings of all words in the historical corpus 

classified based on eras, genres and two main categories: primary or secondary. Searching through the 

concordancer shows where the terms (words, stems or roots) occur throughout all text.  

The need for a new concordancer is emphasized by the limitations of existing tools when applied to 

historical Arabic texts. Many of these tools are not optimized for the Arabic language's unique 

morphological and orthographic complexities, particularly in a historical context. Existing tools lack the 

flexibility to analyze texts across different historical genres and eras. Our new concordancer is tailored 

specifically for the HAC corpus to address these gaps by offering enhanced morphological search 

capabilities, adapting to historical text variations and providing advanced customization options. This 

tool is essential for researchers and linguists to perform searches and analyses on historical texts, making 

it a significant advancement in Arabic-corpus linguistics. The concordancer provides the following 

functions: 

1. Creating your word lists (vocabulary table) and producing concordances.

2. Searching for collocations and learning about a word's usage within neighboring words.

3. Counting word frequencies based on different eras and genres.

4. Discover a writer's stylistic traits by searching through authors.

5. Learning about all root derivatives and seeing each within the text's context.

6. Exploring results of searches to Excel sheets for further offline processing and analysis.

To illustrate the present interface of the concordancer, Figures 3 and 4 present screenshots from the new 

rendered version. Figure 3 shows the main components of the concordancer. The search selection tab 

has five options: word, stem, root, pattern and POS tag. The advanced tab allows a user to search for 

neighboring words around the word under search. If a search is performed on a root, a root-derivative 

list can be loaded to see all words derived from this root. A paragraph-up and paragraph-down offer an 

option to retrieve the previous and the following paragraphs for a selected paragraph from the grid. 

These functions are beneficial for linguists and researchers to understand and clarify the meaning of a 

word. Another search option is “Author,” where a user can filter the search results by a particular author 
to learn about his/her writing style, for example. Finally, the statistics tab provides many HAC-related 

statistics and the user can export all his/her findings to an Excel sheet for further processing. Figure 4 

shows a tracking of the Arabic root (عدل) meaning (modify, alter or adjust) in the literary prose genre in 

the era (700-800). 
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Figure 3. The concordancer and its functions. 

Figure 4. The concordancer tracking the Arabic root (عدل) in Literary Prose in the period 700-800. 

5. EXPERIMENTS AND DISCUSSION

5.1 Corpus Statistics 

In this experiment, we analyzed HAC statistically to gain insights into the prominent words and their 

frequencies. The corpus comprises texts from various historical sources, providing a rich resource for 

understanding linguistic patterns and historical themes. 

The HAC corpus has eight genres and around 50 million words, as depicted in Table 4. Table 5 shows 

the distribution of words among pre-defined eras spanning 1600 years from the pre-Islamic era to the 

twenty-first century. As one might notice from Table 4, most of the words (82%) fall under two genres: 

49% in Literary Prose and 33% in History. Table 5 shows that 14% of the words were found in the (after 

2000) era, while three eras have equal distributions, each representing 11%. Unfortunately, HAC is not 

yet balanced and still unrepresentative regarding genres and eras that it is supposed to accommodate. 

Our ambition is to create a representative and balanced corpus for the future. 

Table 4. The Historical Arabic Corpus (HAC) (source: https://shamela.ws/). 

Genre 
Number of 

documents 

Pct. Number of 

paragraphs 

Pct. Number of 

words 

Pct. Number of 

distinct words 

Pct. 

Dictionaries 9 1.6% 183,059 5.2% 2,605,962 5.2% 320,484 13.2% 

History 143 24.7% 1,163,937 33.0% 16,479,162 32.9% 642,901 26.4% 

Literary Prose 362 62.5% 1,732,353 49.1% 24,547,664 49.0% 961,749 39.5% 

Philosophy 12 2.1% 39,782 1.1% 586,055 1.2% 73,020 3.0% 

Poetry 11 1.9% 18,213 0.5% 252,471 0.5% 68,491 2.8% 

Religion 11 1.9% 166,477 4.7% 2,383,475 4.8% 137,240 5.6% 

Science 29 5.0% 208,087 5.9% 3,010,912 6.0% 197,685 8.1% 

Thoughts 2 0.3% 15,444 0.4% 220,687 0.4% 34,880 1.4% 

Total 579 3,527,352 50,086,388 2,436,450 
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Table 5. HAC’s word distribution in different eras. 

Era Word (Count) Pct. Era Word (Count) Pct. 

Before 600 46,856 2% 1300-1400 3,563,990 7% 

600-700 1,001,678 2% 1400-1500 3,508,167 7%

700-800 1,147,709 8% 1500-1600 1,055,423 2%

800-900 4,034,476 11% 1600-1700 857,038 2%

900-1000 5,647,041 11% 1700-1800 762,241 2%

1000-1100 5,653,135 10% 1800-1900 1,188,169 2% 

1100-1200 5,153,226 7% 1900-2000 5,416,067 11% 

1200-1300 3,638,343 1% After 2000 7,085,705 14% 

Unknown 327,124 2% Total 50,086,388 

5.2 Experimenting with the Historical Arabic Corpus (HAC) 

In this experiment, we inquired about the top 100 words and their frequencies in HAC. Table 6 gives 

the words and their frequencies in the corpus, while Table 7 gives a sample of the top 10 frequent words 

in each genre. The analysis revealed the following observations: 

1. The top words mainly consist of common Arabic verbs, conjunctions and prepositions, reflecting

their frequent usage in texts. 

2. Words such as “قال” (said) and “قد” (had) indicate narrative and temporal aspects, suggesting a

focus on describing events and actions in historical narratives. 

3. By examining the top 10 frequent words in each genre, we can observe distinct lexical patterns

characteristic of the respective genres, as shown in Table 7. For example, in the historical genre, 

words related to events, places and individuals are predominant, while in poetry, words associated 

with emotions, manners, war and environment are more prevalent. In religion, words related to 

spirituality and faith are predominant, whereas in the scientific genre, words associated with the 

human body and empirical observations may be more common. 

4. Comparing the top frequent words across genres enables researchers to identify similarities and

differences in linguistic usage and thematic emphasis. This comparative analysis can highlight 

genre interrelations and provide a deeper understanding of conventions. 

Table 6. Top 100 words and their frequencies in the HAC corpus. 

Rank Word Freq. Rank Word Freq. Rank Word Freq. Rank Word Freq. 

 51,155 تعالى 76 80,375 وفي 51 135,987 لم 26 1,297,204 من 1

 51,053 فلما 77 78,988 كما 52 135,724 الذي 27 1,207,616 في 2

 50,997 كانت 78 78,459 سنة 53 133,470 ابو 28 642,586 بن 3

 50,858 رسول 79 78,258 غير 54 129,347 فقال 29 582,057 على 4

 50,631 لها 80 77,777 منه 55 127,867 قد 30 557,484 ان 5

 48,512 مثل 81 75,880 مع 56 124,817 وقال 31 446,508 الى 6

7 ౫ಋ 428,560 32 48,211 لما 82 74,301 وسلم 57 121,080 وقد 

 47,242 ايضا 83 74,218 فيها 58 117,852 حتى 33 394,041 ما 8

 42,944 الملك 84 70,727 الدين 59 116,497 وكان 34 354,285 قال 9

 42,791 يقال 85 70,501 فإن 60 114,798 هو 35 300,407 عن 10

 42,607 قوله 86 69,598 الناس 61 113,068 ابي 36 295,900 لا 11

 42,592 عمر 87 69,441 اليه 62 111,886 فيه 37 209,242 كان 12

 42,573 حدثنا 88 68,289 علي 63 110,544 كل 38 200,995 عليه 13

 42,484 احمد 89 67,655 يكون 64 110,453 ومن 39 191,781 او 14

 41,093 لي 90 65,896 وإن 65 109,243 انه 40 191,766 له 15

 40,320 ليس 91 64,941 عنه 66 106,782 اي 41 187,287 هذا 16

 38,521 فلا 92 63,116 ولم 67 106,217 محمد 42 183,938 ولا 17

 38,154 هي 93 62,283 عند 68 103,839 التي 43 182,465 ثم 18

 37,469 قول 94 59,388 يقول 69 102,981 بين 44 177,197 ذلك 19

 37,227 قبل 95 57,243 اهل 70 102,636 هذه 45 169,685 اذا 20

 37,201 اخر 96 55,793 وهي 71 87,101 بعد 46 167,491 ابن 21

 36,283 بني 97 55,364 منها 72 84,441 صلى 47 154,277 عبد 22

 35,996 فإنه 98 54,259 بعض 73 84,040 يا 48 149,265 وهو 23

 35,972 لأن 99 54,068 يوم 74 82,465 بها 49 143,352 به 24

 35,805 شيء 100 52,022 فى 75 81,155 وما 50 142,705 الا 25
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Table 7. Sample of top 10 words in each genre in the HAC corpus. 

History Literary Prose Philosophy Poetry Religion Science Thought 

 المجتمع العين ౫ಋ السيف الإنسان الزمان عمر
 النموذج الرأس محمد الإبل العقل الهوى السلطان
 العلمانية المعدة صلى الكأس النفس القلب الحسن
 الإنسانية الأدوية وسلم الوغى الفلسفة الحب مدينة
 الصهيونية الغذاء حدثني الليالي الحياة القصيدة توفي
براهيمإ  الجماعات البدن سمعت الفؤاد المذهب الأمير 

خرجهأ المكارم المنطق ديوان صاحب  المادي الحرارة 
 النظام القلب هريرة الأعداء خلدون الفرزدق عثمان
فلاطونأ ليلى دمشق  الإمبريالية السموم صحيح المنية 
 الاقتصادي الشيخوخة رواية الرماح الموت جارية بغداد

5.3 Measuring the Linguistic Richness of HAC’s Text 

Zipf's law, named after the American linguist George Kingsley Zipf [48], who proposed it in the 1930s, 

can be a helpful tool for identifying important words or concepts in the HAC corpus and measuring its 

text’s lexical richness. Zipf’s law, also known as the “law of word frequencies,” is an empirical law that 
describes the statistical distribution of word frequencies in a corpus of natural-language text. The law 

states that the frequency of a word in a given corpus of text is inversely proportional to its rank in the 

frequency table. For instance, the second most common word in the corpus will occur approximately a 

half as often as the most common word, the third most common word will occur approximately one-

third as often as the most common word and so forth. Equation (1) can mathematically express the law. 𝑓(𝑤) = kr          (1) 

where f(w) is the frequency of the word w, r is its rank in the frequency table and k is a constant. Similar 

to English, the law was also observed in Arabic. To show if HAC’s content complies with Zipf’s law, 
we inquired about the top 1000 words and their frequencies per each of the eight genres, as shown in 

Figure 5. We visualized the distribution of words using a log-log scatter chart showing the frequency of 

each word in the collection plotted against its rank. To assess whether the data aligns with Zipf’s law, 

we applied a linear trendline to find the best-fit straight line. The reliability of this line is highest when 

the R-squared (R2) value is close to one. In the case of the entire corpus, the R2 value was 0.997 and for 

each of the eight genres, R2 was close to 0.998. This finding indicates a close adherence of the corpus 

to Zipf’s law. 

Figure 5. Zipf’s distribution of the top 1000 words in the entire HAC corpus and per each of its eight 

genres. 
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5.4 Experimenting with the Concordancer 

The potential behind developing the new concordancer was to enable students and researchers to explore 

new research questions and uncover hidden patterns and relationships. In addition, it allows researchers 

to gain new insights into the history and culture of the Arab world. The concordancer can be used in 

various fields, including language teaching, translation, linguistic research and text analysis. In general, 

it allows researchers to (1) explore new research questions and uncover hidden patterns and relationships 

and (2) gain new insights into the history and culture of the Arab world. 

5.4.1 Studying Semantic Change 

The phenomenon of semantic change, also referred to as meaning change, is a widespread trend in which 

the meanings of words undergo alterations over time, either by acquiring new senses or losing old ones, 

supplanting default senses, shifting in terms of word prototype, narrowing or expanding category 

boundaries, undergoing pejoration or amelioration and bleaching [3], [49]. 

Like other languages, Arabic has undergone significant changes over the centuries and many words have 

shifted meaning to adapt to the needs of every era. Almarwaey and Ahmad [50] suggested that social, 

economic and political life might influence a word's meaning. Other studies indicated that many words 

might disappear over time and it becomes necessary to alter the original meanings of dictionaries and 

language books [1], [51].  

Methodology 

We conducted a comprehensive corpus analysis to identify and illustrate semantic changes, focusing on 

high-frequency terms and their historical context. Our approach was designed to ensure a representative 

selection of terms grounded in systematic criteria. 

a) Selection Criteria

1. Frequency and distribution: We identified high-frequency terms across different genres and

historical periods within the corpus. Terms were selected based on their consistent presence and 

significant occurrences, ensuring that they were well-represented across various texts. 

2. Diverse representation: The selected terms, كااافر “kafir,”  حجاااا “hijab,” لحن “lahn,” and ةفتناا
“fitnah,” were chosen to cover a range of semantic fields, including religious, social, cultural 
and linguistic aspects. This diversity ensures a holistic view of semantic evolution. 

3. Historical coverage: We ensured that the chosen terms had a documented presence from early

historical eras to contemporary times. This allows for a comprehensive analysis of their 

semantic trajectories over centuries. 

b) Analytical Process

We utilized the concordancer tool to track these terms' usage and semantic shifts over time. This 

involved several steps: 

1. Root-based search: To capture all derivatives and inflections of the selected terms, we conducted

searches using their root forms. This approach ensures that variations of each term are included 

in the analysis, providing a complete picture of their usage. 

2. Frequency calculation: The concordancer tool calculated the frequency of each term across

different genres and eras, as shown in Tables 8 and 9. This quantitative analysis highlights trends 

in the popularity and contextual usage of the terms. 

3. Contextual analysis: We examined specific instances of the terms in various texts to understand

their evolving meanings. Table 10 presents examples of these developments, extracted from 

different genres and historical periods. 

c) Experiment Results and Discussion

The analysis revealed significant semantic shifts for each of the four terms, as follows: 

 كافر (kafir): Originally meaning "covering" or "concealing," it evolved to signify "disbelief" in

the Islamic era, with further contextual variations in the modern period. 

  حجاااا (hijab): From its early cultural and social dimensions, it has become a contemporary

symbol of Islamic identity and women empowerment. 

 ةفتن  (fitnah): Transitioned from "temptation" to "political chaos" or "conflict" in modern usage.
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 لحن (lahn): Shifted from indicating "errors" in speech to representing "melodies" and "music."

Table 10 outlines a few examples of the historical development of the four terms extracted from HAC 

using the concordancer. As one might notice, the highest distribution of the studied terms was under 

three main genres: History, Literary Prose and Religion. Let's start with the root kfr “كااافااار,” which 

historically meant covering or concealing. The word and its derivatives were spotted in three paragraphs 

from the year 600 up to the 7th Century, as depicted in Table 9. However, examining the word’s 
derivatives in the Islamic era (7th to 14th Century), it has been spotted in 12,900 paragraphs and has come 

to signify disbelief or rejection of faith. Over the centuries (19th to mid-20th), the word has been spotted 

in 3967 paragraphs and was employed in various contexts, including religious discussions, legal matters 

and cultural discourse. In the contemporary era (Mid-20th to present), the word interpretation can vary 

widely depending on the cultural, religious and political context. 

Table 8. The concordance’s statistical search results of four Arabic terms across different genres. 

Genre كفر حجب لحن فتن
History 6145 4568 744 4188 

Literary Prose 6588 7560 2575 3569 

Philosophy 236 39 20 26 

Poetry 56 116 47 29 

Religion 3330 348 59 624 

Science 559 563 56 352 

Thought 45 11 2 19 

Table 9. The concordance’s statistical search results of four Arabic terms across different eras. 

Era كفر حجب لحن فتن
before 600 3 9 2 0 

600-700 1252 220 30 411

700-800 457 174 43 211

800-900 1294 1442 320 526

900-1000 1607 1770 591 682

1000-1100 961 1790 417 572 

1100-1200 1789 1428 392 809 

1200-1300 1627 1175 266 668 

1300-1400 1755 1133 248 746 

1400-1500 2158 1080 283 583 

1500-1600 435 614 31 224 

1600-1700 260 285 51 120 

1700-1800 369 273 49 221 

1800-1900 256 265 139 358 

1900-2000 1297 999 646 1169 

after 2000 2414 957 282 1742 

Table 10. Samples of the development of four Arabic words from HAC from different genres and eras. 

Root Genre Era Text Extracted from the concordance

 كفر

Poetry 600-700 الليل الذي يستر كل ما يقع عليه :الكافر .الطريق في الجبل :الثغر…
Poetry 600-700  ٍ( السري: النهر الصغير1) _( 8النُّجومَ غَمَامُهَا ) كَفرَََفي ليلة…
Literary prose 1000-1100 الكفرمجتمع على الإيمانِ وضاقت الطرق بكثرة الرماح وأهل  الكفرو …
Literary prose 1400-1500  ِيمانِ فَقدَ  ضَلَّ سَواءَ السَّبيِلِ  الْكُفْرََيتَبَدََّل ِ …فقلت: يا شيخ« . 2»باِلإ 
History 1500-1600  هدَ ثلََاثةَ من المماليك ال خَواص الْكفَّارواقتتلوا مَعَهم وَقتل جمَاعَة من تش   …وَاس 

 حجب

Poetry 900-1000  الكاتب حتجب( وقال آخر: )إيحجب.. سُبحانَ من جعلَ ابنَ حزم  حاجبا)جعل ابن حزم…
History 1000-1100 عنه الناس أثناء النظر في الدعاوي ليحجب: وهو الذي يقف على با  القاضي، الحاجب…
History 1900-2000  الإسلامي حيث أن المحادثات بينهما كانت تتم بواسطة امرأة تنُد  لهذا الأمر، بالحجابالالتزام التام…
History after 2000  المرأة وأمرت بالسفور حجابوعملت حكومته على إلغاء…

 فتن

Literary prose 800-900  النا س وفي طرفه يفتنبك والصبر عنك ما لا يكون يا غزالاً بلحظه…
Literary prose 800-900 جل وعز: )إنما أموالكم وأولادكم  الفتنة ౫ಋ فتنةفي هذا الموضع: النعمة واللذة. ومنه قول…
Literary prose 1900-2000  وثورات الطامحين والمنشقين عن طاعة قرطبة، ويكفي أن بالفتنما يسمى…
History after 2000   إلى اليوم. وهذا الورع الجاهل نلاحظه اليوم في تصرفات بعض المسلمين الفتنةعلى المسلمين با…

 لحن

Literary prose 800-900  ن  كَانَ لَا نوَمِمَّ وِيّ وَأبَوُ سَعِيد يلُحَ ِّ رَابيِّ فصَِيح أبَوُ زَي د الَنَّح  …ألََّبتَ هُ حَتَّى كَأنََّ لِسَانه أعَ 
Literary prose 800-900  ووضوح المعنى واللفظ، وعدم اللجوء الى الزخرفة البيانية،اللحنوهي الايجاز والابتعاد عن ،… 
Literary prose 1900-2000  وشهد وراح فالراح في البيت الأخير على العكس من الراح لحنوفي فمي …
Literary prose after 2000  وحسن إيقاع، تلحينإيقاع واحد، والجمع: أناشيد. وإن كان الإنشاد للشعر قد يصحبه…
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Similarly, Table 10 shows the root hjb “حجب” across different eras, from its conceptual origins in the 

pre-Islamic era to its various cultural and social dimensions in later eras. In its original meaning, hajaba 

meant “to hide” and the role of hajeb was prestigious in the Islamic-Caliphate periods.  The 

contemporary era has seen a revival in the use of the hijab as a symbol of Islamic identity, modesty, 

faith and empowerment for many women. Initially, the root ftn “فتن” meant “temptation”. However, the 

meaning of fitna in contemporary Arabic usage has shifted to be associated with political chaos or 

conflict over time. Some other words have undergone semantic elevation, moving from negative 

meanings to ones that are now significant and positive. For example, the root lhn “لحن” was used to 

signify errors or discord in speech and it has transformed to refer to the sweetness of melodies and 

music.  

These are just a few examples of the many Arabic words that have changed meaning over time. These 

changes in meaning can be challenging for researchers and scholars working with historical Arabic texts, 

as they may need to consider the historical context to interpret the definition of a word or phrase 

accurately. Additionally, they may need to be aware of these changes in meaning when comparing 

historical texts to contemporary usage. 

These findings, supported by the data in Tables 8, 9 and 10, illustrate the comprehensive corpus analysis 

and ensure that our study provides a robust historical corpus and tools to advance research in Arabic 

linguistics and NLP. 

6. CONCLUSION AND FUTURE WORK

The Historical Arabic Corpus (HAC) and the developed tools provide an excellent resource for extracting 

historical semantic knowledge. The importance of HAC lies in its rich and extensive history, spanning 

over 1600 years and providing a unique perspective on the development of the historical Arabic context. 

These texts are a valuable resource for scholars and researchers seeking to study the Arabic language 

and to understand the Islamic world's cultural, social and political contexts and have contributed 

significantly to the field of history. 

The HAC corpus can be a valuable resource for both native speakers and foreign learners of Arabic-

language learning. For native speakers, HAC offers opportunities to explore classical Arabic texts, 

deepen their linguistic proficiency and engage with cultural heritage. On the other hand, foreign learners 

can utilize HAC to enhance their understanding of classical Arabic vocabulary and immerse themselves 

in historical contexts. Instructors can incorporate HAC into lesson plans by assigning readings, 

conducting comparative analyses between modern and historical Arabic texts and guiding discussions 

on linguistic evolution. Learners can independently utilize HAC for vocabulary expansion, 

comprehension tasks and research projects on specific historical periods. 

We have created a collection of tools for handling and experimenting with HAC. The corpus builder 

incorporates a stemmer and a tagger to annotate and manipulate documents and save them in a database. 

We tokenized and normalized the corpus words into an indexer for efficient searching. We also created 

an easy-to-use concordancer to assist in searching and extracting linguistic knowledge from HAC, as 

well as helping in compiling dictionary entries for a hypothetical historical dictionary. 

Our goal is to improve HAC by providing more accurate annotation, enlarging the corpus to represent 

Arabic more thoroughly, optimizing and adding features to the search engine and the concordancer, 

responding to the needs of linguists and offering more flexibility to meet their satisfaction. 
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ملخص البحث:
غااااااة تكشاااااف هاااااذه الورقاااااة تطاااااوير وتصاااااميم وإعااااااادة بنااااااء مجموعاااااة نصاااااوص تاريخياااااة باللّ تس  

غوياااااااة الاساااااااتخدامات اللُّ سااااااانة مااااااان  1600ي فتااااااارة زمنياااااااة تتجااااااااوز ( تغُطّاااااااHACالعربياااااااة )
ظاااااااام، وتعااااااار  بعاااااااة لتحساااااااين النّ قنياااااااة المتّ د الورقاااااااة الجواناااااااب التّ غيااااااار المنقطعاااااااة. وتؤكّااااااا

غااااااة صااااااوص. هااااااذا مااااااع الإشااااااارة إلااااااى أنّ اللُّ إجراؤهااااااا علااااااى مجموعااااااة النّ  تااااااي تاااااامّ جااااااار  الّ التّ 
قمياااااة رّ نين. وقاااااد جعااااال شااااامول المصاااااادر اللآلاف السّااااا العربياااااة تمتلاااااك إرثااااااً أدبيااااااً وثقافيااااااً يمتااااادّ 

صااااااااوص بيعيااااااااة مجموعااااااااات النّ غااااااااات الطّ م فااااااااي تقنيااااااااات معالجااااااااة اللّ قاااااااادّ ضااااااااافة إلااااااااى التّ بالإ
ياااااااة متزايااااااادة للبااااااااحثين والمتعلماااااااين فاااااااي جمياااااااع أنحااااااااء غاااااااة العربياااااااة ذات أهمّ اريخياااااااة باللّ التّ 

 العالم.
ااااا م اللغاااااة العربياااااة، غاااااة العربياااااة وأدواتهاااااا فاااااي تعلُّاااااصاااااوص باللُّ ج مجموعاااااة النُّ ومااااان خااااالال دم 

اااااماااااين أن يغوصاااااللمعلِّ كااااان م  يُ  قافاااااة العربياااااة غوياااااة والثّ لحات اللُّ طَ وا علاااااى نحاااااوٍ أعماااااق فاااااي المص 
 غة العربية. م اللُّ في سبيل تحسين المهارات اللغوية وفه   اقبةً ثويكتسبوا نظرةً 
اااااكر أنّ والجااااادير بالاااااذّ  بيعياااااة مااااان شاااااأنه غاااااات الطّ ج الإرشاااااادات البشااااارية وتقنياااااات معالجاااااة اللُّ دم 
تقااااان متعاااااً، وذلااااك ماااان خاااالال تقااااديم طريقااااةٍ ديناميكيااااة وأصاااايلة لإغااااة أمااااراً مُ للُّ م اأن يجعاااال تعلُّاااا

 غة العربية.اللُّ 
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 ABSTRACT 

The huge advance of digital communication and networks has led to enormous storage and transmission of 

information over public networks. Nevertheless, the assurance of information security remains incomplete across 

these unsecured networks. Currently, digital images are the primary mean for sharing information over open 

networks. Consequently, the confidentiality of digital images during storage and transmission has become a 

crucial concern, particularly when sharing sensitive information. Image encryption has emerged as a solution to 

this problem. This paper presents an image encryption technique based on multiple one-dimensional chaotic maps 

and DNA coding. The technique employs three one-dimensional chaotic maps, including the logistic map, tent 

map and piecewise map, multiple times to produce 18 random sequences with different initial values and 

parameters. SHA-512 hash function is used to indicate the initial values of chaotic maps. For encrypting images, 

the binary elements from various sequences of chaotic maps are amalgamating to alter the pixel intensities of the 

image in the diffusion process. Dynamic DNA coding is performed through random selection of DNA rules and 

operations (XOR, XNOR and Addition) to each pixel in the image. The technique is enforced using circular 

rotations which are applied randomly to each key. The proposed technique is evaluated using many standard 

images. Different performance metrics have been measured. The empirical findings illustrate the security and 

resilience of the suggested method and its ability to resist statistical and differential attacks. 

KEYWORDS 

Information security, Cryptography, Chaotic maps, Image encryption, DNA. 

1. INTRODUCTION

The transmission and sharing of information and confidential data mostly occur via digital networks and 

the internet, using digital images, texts, voice messages and videos. This transmission includes online 

banking, e-commerce transactions and the military, which has increased the need for data protection and 

privacy preservation. Of all the data types, digital images have the ability to efficiently communicate 

visual information with compact storage sizes, thus they are the most commonly used on social 

applications [1]. Digital images are widely shared through various communication media, so it is 

essential to ensure the security of these images from malicious and unlicensed access attempts [2]-[3]. 

Cryptography is one of the information-security techniques used by many security companies to protect 

social data, government communications and personal transactions. Cryptography uses a secret key to 

convert data into an unreadable format that has no textual or visual meaning. In this case, the attacker 

cannot access the content directly, but tries to find the key or disrupt the access process. Therefore, the 

basic goal is to increase the computational cost of the unauthorized decryption process to make it 

infeasible [4]-[5]. Classical encryption algorithms such as Data Encryption Standard (DES) [6] or 

Advanced Encryption Standard (AES) [7] which are used for text encryption have demonstrated 

ineffectiveness in encrypting images due to strong image pixel correlation, high redundancy and the 

large size of images [8]-[9]. For instance, when an image undergoes encryption via a substitution cipher, 

it merely alters the colour of the image, allowing retrieval or comprehension by a malicious entity. Image 

encryption depends on two processes which are confusion and diffusion. The confusion process aims to 

change the locations of image pixels, thus breaking the correlation between adjacent pixels and each 

pixel in the cipher image will be related to a part of the used key. The diffusion process aims to alter the 

image-pixel values, therefore diffusing the frequencies of the plain-image pixels [10].   

Chaos systems are nonlinear, deterministic, but unpredictable systems, first introduced by Matthews for 

image encryption [11]-[12]. Chaos systems are characterized by strong randomness and high sensitivity 

to parameters and initial conditions. Chaotic maps are one-dimensional or high-dimensional maps.  
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One-dimensional chaotic maps are easy to implement in software and hardware due to their simple 

structure. The cryptosystems based on one- or two-dimensional chaotic maps are characterized by 

simplicity and low execution time, but the defects are small key space and restricted complexity, which 

lead to soft security [13]-[15]. On the other hand, high-dimensional chaotic maps have a larger number 

of initial conditions and control parameters, which leads to a larger key space and thus more security 

[16]. The drawback of these maps is the increased execution time required to solve high-dimensional 

equations. As a solution, researchers used a combination of simple chaotic maps instead of high-

dimensional maps [3].   

Scientists have found that using only chaotic maps for image encryption is not enough to achieve high 

security. DNA coding has been combined with chaotic maps to improve the diffusion of the image-

encryption process. Using this mixture has led to promising results according to randomness and 

nonlinearity. This study aims to leverage the characteristics of one-dimensional chaotic maps, 

specifically the simplicity of their construction and their pronounced sensitivity to initial conditions. 

Meanwhile, it seeks to address the limitations linked to these properties, including a limited key space 

and constrained complexity. The idea is to generate multiple maps with different initial values and 

different control parameters, therefore achieving the necessity of large key space. SHA- 512 hash 

function and DNA coding are combined with chaotic maps to increase security and enhance the diffusion 

process. In this paper, a novel image-encryption technique is proposed. The technique is a pixel-based 

technique that uses three one-dimensional chaotic maps (Logistic Map, Tent Map and Piecewise Map) 

multiple times to generate random sequences required for permutation and diffusion processes.  The 

keys of the diffusion process are formed by mixing the corresponding binary digits of the random 

sequences followed by a circular rotation performed randomly according to a random-number generator.  

DNA coding for image pixels and generated keys is performed using a randomly selected rule number.  

Then, a randomly selected operation of the three DNA mathematical operations (XOR, XNOR and 

Addition) is performed. To enhance security, XOR is applied with another mixed key to obtain the final 

cipher image.  

The main contributions of the proposed work are as follows: 

 The manuscript introduces a resilient and efficient method for encrypting images by

amalgamating the binary elements from various sequences of chaotic maps to alter the pixel 

intensities in the image. 

 Erratic DNA coding is performed using randomly selected DNA rule numbers and DNA

mathematical operations. 

 The technique is reinforced by using the SHA-512 hash function and randomly circular

rotations. 

 The technique is designed to have multiple initial conditions and control parameters and a large

key space.  

The remainder of the paper is arranged as follows: related works are introduced in Section 2, preliminary 

works are given in Section 3, the proposed method is given in Section 4, the analysis results are shown 

in Section 5 and conclusions are stated in Section 6. 

2. RELATED WORK

Image encryption techniques depend mainly on two phases, the confusion phase and the diffusion phase. 

In this section, some related state-of-the-art techniques are presented. Qobbi et al. [17] presented an 

image-encryption system based on two 1D chaotic maps, which are logistic and tent maps. These maps 

are used to generate permutation and substitution table. The proposed system is highly related to the 

plain image. Kumar and Girdhar [18] developed a scheme for image encryption based on DNA coding 

and chaotic maps. Lorenz and Rossler chaotic maps are used to diffuse the image at the pixel level, then 

a 2D logistic map is performed at the bit level to confuse the image. Rahul et al. [19] used the logistic 

map, the Henon map and the Lorenz system associated with DNA encoding to safeguard digital images. 

Their approach included enhancing the system through the utilization of the SHA-256 hash function and 

zigzag traversal. Akraam et al. [3] proposed an encryption algorithm based on a combination of the 

chaotic maps: logistic map, piecewise linear chaotic map, tent map and Henon map. These maps are 

used to generate two keys which are used to diffuse the decimal pixels of the image. Li et al. [20] used 

a classical chaotic map and a two-dimensional Lorenz chaotic map to encrypt and decrypt the image. 
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Niu et al. [21] proposed an image-encryption scheme based on chaotic maps and DNA. They used 

logistic and Henon maps to perform pixel permutation and diffusion. Bidirectional exclusive OR 

operations are used to strengthen the scheme. Ibrahim et al. [14] used a logistic chaotic function to 

generate random round keys, which are used to modify individual pixels using the DNA Playfair matrix. 

Wu et al. [22] proposed a new map called two-dimensional Hénon-Sine map. DNA encoding and XOR 

function are applied to encrypt the image. Gera and Agrawal [23] proposed an image-encryption 

approach based on a 4D discrete hyperchaotic map and DNA coding. Global scrambling is performed 

on the binary image, then DNA algebraic operations are applied for diffusion. Wan et al. [24] used a 

modular operation to form a new one-dimensional chaotic map based on several existing one-

dimensional chaotic maps. The new chaotic map combined with DNA coding is used to encrypt the 

image. Enayatifar et al. [25] proposed an encryption system based on DNA coding and logistic map and 

using a genetic algorithm to indicate the best DNA mask for encryption. Liu et al. [26] introduced a 

novel image-encryption method designed to encrypt numerous medical images simultaneously. This 

proposed approach relies on a recent chaotic model and a novel DNA operation. Lai et al. [27] introduced 

a novel memristive Hopfield neural network (HNN) which was utilized for the creation of an image-

encryption scheme. Lai et al. [28] introduced a theoretical structure aimed at the creation of the 

ultraboosting memristive hyperchaotic map. The framework gives rise to four distinct hyperchaotic 

maps, all of which are utilized in the design of an image-encryption technique. Liu et al. [29] proposed 

an encryption technique to encrypt remotely sensed airport images. The technique is based on indicating 

the positions of sensitive information then encrypting these positions using high-speed index-dynamic 

diffusion. Liu et al. [30] enhanced sine cross coupled mapping lattice (ISCCML) to produce a better key 

stream. Moreover, a fractal disordered matrix (FDM) is introduced, which exhibits iterative and out-of-

order characteristics, designed for the concurrent scrambling diffusion of images. Wang et al. [31] 

proposed an image-encryption scheme based on two-parameter wide-range system with a mixed coupled 

map lattice model (TWMCML). Three-dimensional bit-level coupled XOR technique is used to 

scramble the significant regions of the image. Liu et al. [32] proposed a chaotic system called improved 

sinusoidal dynamic non-adjacent coupled mapping lattice (ISDNCML).  Based on the proposed chaotic 

system, the private and non-private regions of an image have been encrypted. Lia and Liu [33] derived 

a 2D-hyperchaotic map used to encrypt colour images. Strong encryption is obtained by using circular-

shift confusion and bidirectional-parallel diffusion.  

3. PRELIMINARY WORKS

3.1 Chaotic Maps 

Chaotic maps are mathematical functions that generate a highly erratic pattern based on the initial seed 

value. These dynamic systems can generate millions of bits in a period before the pattern repeats with 

ultimate sensitivity to initial conditions or changes in control parameters. This feature of chaotic maps 

leads to their extensive use in multimedia encryption, where a hacker cannot implement pattern-analysis 

attacks [34]. This section describes three chaotic maps used in the proposed technique. 

3.1.1 Logistic Map 

The logistic map is characterized by its simplistic nature, yet intricate dynamical behaviour.  It is defined 

by Equation (1) [10], [17]. 𝑋𝑛 = 𝑟𝑋(𝑛−1)(1 − 𝑋(𝑛−1))  (1) 

where 𝑋𝑛 is the population at time 𝑛 and 0 < 𝑋𝑛 < 1. 𝑟 is the control parameter that lies in the interval[0  4]. The logistic map exhibits chaotic behaviour for 𝑟 values exceeding 3.569945. Figure 1(a) shows 

the bifurcation diagram of the logistic map using control parameters in the range of [3 4]. 

3.1.2 Tent Map 

The tent map is a simple chaotic map calculated using Equation (2) [17], [35]. 𝑇𝑛+1 = { 𝑢𝑇𝑛 ,                𝑖𝑓       𝑇𝑛 < 0.5𝑢(1 − 𝑇𝑛),                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  (2) 

where 0 ≤ 𝑢 ≤ 2 is the control parameter and 𝑇𝑛 ∈ [0  1]. 𝑇0 is the initial value. Figure 1(b) shows the

bifurcation diagram of the tent map using control parameters in the range of [1 2]. 
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3.1.3 Piecewise Linear Chaotic Map 

The mathematical representation of the piecewise linear chaotic map is shown in Equation (3) [36]. 

𝑌𝑛+1 = { 𝑌𝑛𝑣  ,  𝑖𝑓  0 ≤ 𝑌𝑛 < 𝑣𝑌𝑛−𝑣0.5−𝑣  ,  𝑖𝑓  𝑣 ≤ 𝑌𝑛 < 0.51 − 𝑌𝑛 ,                        𝑖𝑓                 0.5 ≤ 𝑌𝑛 < 1    (3) 

The initial value 𝑌0 is in the interval [0  1] and 𝑣 ∈ [0  0.5] is the control parameter. Figure 1(c) shows

the bifurcation diagram of the piecewise linear chaotic map using control parameters in the range of [0 

0.5].  

(a) (b) 

(c) 

Figure 1. Bifurcation diagrams of (a) logistic map, (b) tent map and (c) piecewise linear chaotic map. 

3.2 DNA Encoding 

Deoxyribonucleic acid (DNA) is a chemical compound that is responsible for generating all types of 

cell proteins in living organisms. It consists of four nucleic acid bases: adenine (A), thymine (T), guanine 

(G) and cytosine (C). The relationship between these bases is elucidated by the Watson-Crick rules [37],

which posit that T (11) is the complement of A (00) and C (01) is the complement of G (10). There are 

eight rules that represent the binary encoding of DNA nucleotides, where the utilized binary bases are 

00, 11, 01 and 10. The binary representation of DNA encoding rules is illustrated in Table 1. The 

proposed technique employs the use of DNA mathematical operations, especially XOR, XNOR and 

Addition, during the diffusion process. The DNA representation of these operations is presented in Table 

2. 

Table 1. DNA encoding rules. 

Rule 0 1 2 3 4 5 6 7 

A 00 00 01 01 10 10 11 11 

T 11 11 10 10 01 01 00 00 

C 01 10 00 11 00 11 01 10 

G 10 01 11 00 11 00 10 01 

Table 2. DNA mathematical functions. 

XOR XNOR Addition 

A T C G A T C G A T C G 

A A T C G T A G C A T C G 

T T A G C A T C G T C G A 

C C G A T G C T A C G A T 

G G C T A C G A T G A T C 
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4. THE PROPOSED TECHNIQUE

The proposed technique comprises three distinct stages: key generation, permutation and diffusion.  

The key-generation process depends on the SHA 512 hash function of the plain image to compute the 

initial conditions of the chaotic maps. Therefore, any change in the plain image directly affects the 

algorithm keys. The permutation process involves the random positioning of pixels of the original 

image according to the coordinates of chaotic-map sequences. The diffusion process entails the mixing 

of binary bits from a set of generated chaotic maps and DNA coding. The detailed steps of the proposed 

technique are as follows.  

1- The initial step is to read the plain image 𝐼 of size 𝑀𝑥𝑁, where 𝑀 and 𝑁 are the dimensions

of the image in terms of rows and columns, respectively. 

2- Generate the SHA 512 hash function of 𝐼 to be used as a unique key. Convert it into a binary

sequence 𝐵 of length 𝑙𝐵. Divide 𝐵 into a number of parts 𝑃 according to the required number 

of initial values 𝑛𝑖 as illustrated in Equation (4).   𝑃 = {𝑃1, 𝑃2, … , 𝑃𝑛𝑖} = ⌊(𝑙𝐵 𝑛𝑖⁄ )⌋     (4) 

 where 𝑙𝐵 is the length of SHA 512 hash function which is 512 bits and 𝑛𝑖 =18.

3- Divide each part p into groups of eight bits, as indicated by Equation (5). The initial

conditions of the chaotic maps, designated as  𝑥𝑖, are calculated. In the proposed technique,

the number of required initial conditions is 18, therefore 18 keys are generated by XOR bits 

from each group. 𝐾(𝑖) = {(𝑘1 ⊕ 𝑘2 ⊕ 𝑘3)𝑃1 , … , (𝑘1 ⊕ 𝑘2 ⊕ 𝑘3)𝑃𝑛𝑖} = ⌊{𝑃1, 𝑃2, … , 𝑃𝑛𝑖} 8⁄ )⌋               (5)𝑥𝑖 = 𝐾(𝑖) 256⁄      (6) 

where each 𝑘 is a fold of 8 bits and 𝑖 is a number from 1 to 𝑛𝑖.
4- Reshape 𝐼 into one-dimensional array 𝐼1 of size 𝐿 = 1𝑥𝑀𝑁. For RGB images, concatenate

the three colour channels R, G and B of the image 𝐼 to be an image of size 𝑀𝑥3𝑁, then 

reshape 𝐼 into one-dimensional array 𝐼1 of size 𝐿 = 1𝑥3𝑀𝑁.  

5- Generate two chaotic sequences 𝑋1and 𝑇1 of size 𝐿 using logistic map and tent map

illustrated by Eq. (1) and Eq. (2) using two initial values calculated by Equation (6). 

6- Sort sequences 𝑋1 and 𝑇1 ascendingly to get the positions of their members 𝑃1 and 𝑃2.

The two arrays 𝑃1 and 𝑃2 contain L random numbers, which will be used for permutation

the image 𝐼1.

7- Arrange the pixels of the image 𝐼1 according to the random numbers 𝑃1 in order to obtain

the permutated image 𝐼2. The second permutation process involves arranging the pixels of 

the image 𝐼2 according to the random numbers’ array 𝑃2 resulting in the image 𝐼3.   

8- For the diffusion process, generate eight chaotic sequences using multiple chaotic maps: the

logistic map, the tent map and the piecewise map with eight initial conditions derived from 

Eq. (6). For example, three sequences using the logistic map [𝑋2, 𝑋3,𝑋4], two sequences

using the tent map [𝑇2, 𝑇3] and three sequences using the piecewise map [𝑌1, 𝑌2, 𝑌3]. All

generated sequences are of size 𝐿. 

9- Consider 𝑧 as in Equation (7) as a representation for the generated maps𝑧 = {𝑋2(𝑖−𝐿), 𝑇2(𝑖−𝐿), 𝑌1(𝑖−𝐿), 𝑋3(𝑖−𝐿), 𝑇3(𝑖−𝐿), 𝑌2(𝑖−𝐿), 𝑋4(𝑖−𝐿), 𝑌3(𝑖−𝐿)}                    (7)

10- Convert each element 𝑖 in each sequence of 𝑧 into binary representation 𝑧𝑖𝑏 using Equations

(8, 9). 𝑧𝑖 =  ⌊(𝑧𝑖 ∗ 10)/10⌋  (8) 𝑧𝑖𝑏 = {0     0 ≤ 𝑧𝑖 ≤ 0.51     0.5 < 𝑧𝑖 < 1  (9) 

11- Concatenate 𝑧𝑖𝑏 from each corresponding sequence in 𝑧 to form the binary sequence 𝑤 as

in Equation (10). 𝑤 = {𝑤1, … , 𝑤𝐿} = {[𝑋21𝑇21𝑌11𝑋31𝑇31𝑌21𝑋41𝑌31], … . , [𝑋2𝐿𝑇2𝐿𝑌1𝐿𝑋3𝐿𝑇3𝐿𝑌2𝐿𝑋4𝐿𝑌3𝐿]}          (10) 

12- For each pixel in 𝐼3, two random numbers are generated, 𝑅1 being in the range from one to



417 

"Image Encryption Technique Based on Binary Combination of Multiple Chaotic Maps and DNA Sequence Operations," N. Yassin.

eight, indicates the DNA rule number, while 𝑅2 in the range from 1 to three indicates the 

DNA operation. The mathematical expression used for generating pseudo random numbers 

is described by Equation (11). 𝑅𝑛+1 = (𝑎𝑅𝑛 + 𝑐) 𝑚𝑜𝑑 𝑚   (11) 

The integers 𝑎, 𝑐, 𝑎𝑛𝑑 𝑚 indicate the characteristics of the random-number generator. 

13- Convert each pixel in 𝐼3 to the corresponding binary form. To diffuse the image 𝐼3, DNA

encoding process is employed based on a random rule number 𝑅1 and one randomly selected 

operation from three DNA operations: XOR, XNOR and ADD using 𝑅2.    

14- Shift the value of 𝑤(𝑖) left or right according to the DNA rules. For the first four DNA rules,𝑤(𝑖) is shifted left by a value from one to four bits, while for the second four DNA rules, 𝑤(𝑖) is shifted right.   

15- Encode 𝐼3(𝑖) and 𝑤(𝑖) using DNA rule numbers indicated by 𝑅1. Perform one DNA

operation between  𝐼3(𝑖) and 𝑤(𝑖) according to the random value of 𝑅2 . This value should 

be interpreted as follows: one indicates XOR operation, two indicates XNOR operation and 

three indicates Addition operation.  

16- Decode the result from DNA representation to binary representation using the same rule

numbers 𝑅1 to obtain the diffused image 𝐼4. 

17- Repeat steps (8-10) to generate �̀� another combination of a binary sequence of different

eight maps using the initial conditions produced by Eq. (6). 

18- Shift �̀�(𝑖) and 𝐼4(𝑖) left or right according to two random numbers 𝑅3 and 𝑅4 generated

from one to four. 

19- Apply XOR function between the shifted �̀�(𝑖) and 𝐼4(𝑖) to obtain the diffused image 𝐼5.

Reshape 𝐼5 to be the cipher image. 

The proposed technique is illustrated in Figure 2. By repeating the same steps in reverse order, the 

cipher image is decrypted to its original state.  

Figure 2. Summary of the proposed cryptosystem. 

The proposed system is described by an example as follows. 

1- Initialization:

- Suppose an original image I1 of size 4x4. Convert the image into 1D vector of size 1x16.

100 110 118 130 

179 187 193 198 

153 138 119 99 

49 47 47 49 
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I1 130 198 99 49 118 193 119 47 110 187 138 47 100 179 153 49 

- A key is generated using the hash 256 function of the image. Let the generated key as K.

All generated initial conditions are in the range [0 1], K such as 

K 204 124 ………… 201 154 

- Generate 6 chaotic sequences from each map illustrated by Eqs. (1-3) using K. The control

parameter of the logistic map X is 3.8956 for the first sequence, then an increment of 0.001 

is used to indicate the remaining control parameters. The same criterion is used for the tent 

and piecewise linear maps. For the tent map T, the control parameter of the first sequence 

is 1.5 with an increment of 0.05 for the following tent sequences. The control parameter of 

the first sequence of piecewise linear map Y is 0.25678900 with an increment of 0.0000111. 

- Generate two integer random numbers, the first for DNA rule numbers in the range of [0 7]

and the second for DNA operations in the range of [1 3], where one indicates XOR, two 

indicates XNOR and three indicates ADD.  

DNA rule no. (R1) 1 7 ……… 3 6 

DNA operations (R2) 2 2 ……… 1 3 

2- Permutation:

- First permutation: sort X(1), then get the index P1. Rearrange I1 according to P1 to obtain

the first permutated image vector I2. 

P1 3 10 13 16 6 4 1 8 11 14 7 5 15 12 9 2 

- Second permutation: sort T(1) to obtain P2 and I3.

P2 4 10 16 14 8 2 12 6 5 11 1 7 13 15 9 3 

- The permutation result

Original 

image I1 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

130 198 99 49 118 193 119 47 110 187 138 47 100 179 153 49 

1st perm 

I2 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

119 49 130 193 47 118 138 47 153 198 110 179 99 187 100 49 

2nd perm 

I3 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

110 118 49 119 153 47 179 47 100 49 198 138 99 193 187 130 

3- DNA diffusion:

- Select eight sequences from X, T and Y. Transform them into the binary form, then generate

the combination W illustrated by Eq. (10). Transform pixels of I3 into binary representation. 

I3(1) = 110 01101110 

W = {X(2),T(2),Y(1),X(3),T(3),Y(2),Y(3),X(4)}(1) 10000100 

- Perform circular shift for W, then encode the binary values into DNA representation using

DNA rule number R1. 

I3(1) 01101110 GCTC 

Circular shift 00100001 ACAG 

- Perform DNA operation R2. Transform the obtained DNA code into binary form and obtain

the diffused pixels. 

XNOR GCTC 

ACAG CTAA 10110000 

I4(1) = 176 

I3 110 118 49 119 153 47 179 47 100 49 198 138 99 193 187 130 

I4 176 181 217 43 221 91 73 69 207 206 27 97 252 112 248 135 
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4- XOR diffusion

- Select eight sequences from X, T and Y. Transform them into the binary form, then generate

the combination W' illustrated by Eq. (10). Transform pixels of I4 into binary representation. 

I4(1) = 176 10110000 

W' = {X(5),T(4),Y(4),X(6),T(5),Y(5),Y(6),T(6)}(1) 01001001 

- Apply circular shift, then XOR function to obtain the cipher image I5.

XOR 10110000 

10100100 00010100 I5(1) = 20 

I4 176 181 217 43 221 91 73 69 207 206 27 97 252 112 248 135 

I5 20 213 159 255 222 82 195 116 91 221 127 107 14 124 176 112 

100 110 118 130 

179 187 193 198 

153 138 119 99 

49 47 47 49 

20 222 91 14 

213 82 221 124 

159 195 127 176 

255 116 107 112 

Original image Encrypted image 

5. EXPERIMENTAL RESULTS

The performance of the proposed cryptosystem is evaluated using the images "Lena ", "Baboon ", 

"Peppers ", "Boat", "Barbara " and "Airplane ", of size 256x256 and 512x512 from the USC-SIPI image 

database [38]. RGB images of size 256x256x3 were also used to test the system. The simulation is 

performed using MATLAB R2017b on a computer with Windows 10 operating system, 4GB RAM and 

3.40 GHz processor. Key generation is an important step in the encryption process. The initial values of 

the used chaotic maps are identified based on the generated key. There is a unique SHA 512 hash 

function for each original image; therefore, it is excellent to be used to generate a unique key for each 

image. In the proposed technique, the hash value is used to generate 18 initial values which are used to 

generate 18 chaotic sequences with multiple use of control parameters r=3.8956, u=1.5 and 

v=0.25678900. Two permutation steps are performed on the image using two chaotic maps. The keys 

for the diffusion process are generated by mixing the binary digits of eight chaotic maps.  The first 

diffusion uses DNA coding along with three generated random numbers to indicate the DNA rule 

number, the DNA operation and the amount of circular left or right shift. The second diffusion employs 

an XOR operation between randomly shifted processed pixels and randomly shifted keys. Figure 3 

shows original, encrypted and decrypted versions of Lena and Baboon images using the proposed 

technique. 

5.1 Histogram Analysis 

The histogram declares the distribution of pixels of an image. Figure 4 shows the histogram of gray 

images of Lena and Baboon before and after the encryption process. Similar results are obtained for 

RGB images. The difference between the histogram of the plain images and the histogram of the 

encrypted images is apparent. The histogram of encrypted images is flat and equally distributed, which 

is the opposite of a typical histogram. Therefore, the images encrypted by the proposed technique are 

robust against statistical attack. 

(a) (b) (c)
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(d) (e) (f) 

(g) (h) (i) 

(j) (k) (l) 

Figure 3. Plain images, cipher images and decrypted images: (a-c) gray Lena 256x256 (d-f) gray 

Baboon 512x512 (g-i) RGB Lena (j-l) RGB Baboon. 

5.2 Chi-square Test (𝑋2)𝑋2 test is a test that measures how well a model fits the observed data. In the case of encryption, the 

distribution of pixels in an image can be measured using 𝑋2. The theoretical value of  𝑋2
  for the

encrypted image is 293.24783 [39]. Any encrypted image should have an X2
  value lower than the

theoretical value. The value of  𝑋2
  can be calculated using Equation (12). 𝑋2 = ∑ (𝑝𝑖 − 256)2 256⁄256𝑖  (12) 

where 𝑖 is the gray scale levels and 𝑝𝑖 is the corresponding frequency occurrences. Tables 3 and 4 display

the 𝑋2 values for the plain images Lena, Baboon, Boat, Peppers, Barbara and Airplane, as well as their

respective  𝑋2 values after encryption. It is evident that all 𝑋2 values of encrypted images are lower than

the theoretical values.  

Original Lena (a) (b) 

Original Baboon (c) (d) 

Figure 4. Histogram analysis: (a, b) histogram of original and encrypted Lena 256x256, (c-d) 

histogram of original and encrypted Baboon 512x512. 
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Table 3. Chi-square values of plain images (256x256) and the corresponding cipher images. 

Images Lena Baboon Boat Peppers Airplane Barbara 

Plain 39868.726 58107.609 100674.875 33094.195 174458.335 27793.562 

Encrypted 243.3984 280.1857 246.8359 216.6406 239.1250 290.2109 

[29] 252.7891 261.3301 282.5039 - - - 

[3] 286.4766 219.5625 - 214.7813 - - 

[21] 222.0156 247.9766 - 237.375 - - 

Table 4. Chi-square values of RGB plain images (256x256x3) and the corresponding cipher images. 

Images Lena Baboon Boat Peppers Airplane Barbara 

Plain 65305.64 29129.86 54151.70 57105.97 167182.92 28923.28 

Encrypted 312.0391 268.7500 238.2422 199.8281 237.7109 236.9219 

5.3 Entropy Analysis 

Entropy measures the randomness of the data. According to images, it shows the distribution of pixels 

in an image. The maximum value of entropy is eight, where all the pixels are uniformly distributed with 

1⁄256 probability of occurrence for each. Therefore, an encrypted image achieve randomness if its 
entropy is close to eight. The entropy is computed using Equation (13). 𝐸(𝑚) = ∑ 𝑝(𝑚𝑖) log2 1𝑝(𝑚𝑖)2𝑛−1𝑖=0  (13) 

where 𝑛 is the number of bits used to represent a pixel and  𝑝(𝑚𝑖) is the probability of occurrence of a

pixel (𝑚𝑖). Tables 5 and 6 show entropy values of the proposed technique using standard images. It is

clear that all measured entropy values are close to eight approximately above 7.997 for 256x256 images 

and 7.9992 for 512x512 images, which ensures the randomness of the proposed technique.   

Table 5. Entropy of the proposed technique using standard images of size 256x256. 

Images Plain Image Cipher Image [3] [23] [20] 

Lena 7.4429 7.9979 7.9969 7.9972 7.9894 

Peppers 7.5620 7.9976 7.9976 - - 

Airplane 6.7261 7.9974 - - - 

Baboon 7.2374 7.9972 7.9976 - - 

Boat 7.1587 7.9973 - - - 

Table 6. Entropy of the proposed technique using standard images of size 512x512. 

Images Proposed technique [29] [31] [20] 

Lena 7.9994 7.99935 - 7.9916 

Peppers 7.9992 7.99921 7.9993 - 

Airplane 7.9993 - - 7.9916 

Baboon 7.9992 7.99928 7.9993 7.9914 

Boat 7.9993 7.99921 - 7.9916 

5.4 Correlation Analysis 

Correlation analysis is used to measure the similarity between the original image and the encrypted 

image. In the original image, the correlation between adjacent pixels is approximately one because of 

high similarity between adjacent pixels. In the encrypted image, the similarity between adjacent pixels 

should be none; therefore, the correlation between them should be zero. The correlation between 

adjacent pixels can be calculated using Equations (14-17) [38]. �̅� = 1 𝑁⁄ ∑ 𝑥𝑖𝑁𝑖=1   (14) 𝐷(𝑥) = 1 𝑁⁄ ∑ (𝑥𝑖 − �̅�)2𝑁𝑖=1  (15) 𝑐𝑜𝑣(𝑥, 𝑦) = 1 𝑁⁄ ∑ (𝑥𝑖 − �̅�)(𝑦𝑖 − �̅�)𝑁𝑖=1  (16)
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where 𝑁 is the total number of pixels 𝑚 ∗ 𝑛. To calculate the correlation between adjacent pixels for 

both original image and encrypted image, two arrays  𝑥, 𝑦 are created of 3000 randomly selected pixels 

and their corresponding adjacent pixels for the three directions horizontal, vertical and diagonal. Table 

7 shows the correlation values between adjacent pixels for both original and encrypted standard gray 

images Lena, Peppers, Airplane, Baboon, Boat and Barbara. It is clear that the correlation value of 

adjacent pixels of encrypted images obtained using the proposed technique is significantly reduced, 

where the maximum value is 0.007. Table 8 shows the correlation of adjacent pixels for both original 

and encrypted standard RGB images Lena, Peppers, Airplane, Baboon, Boat and Barbara. As we can 

see, the correlation between adjacent pixels for the three colour channels of the encrypted images is very 

low. The introduced results are emphasized by Figure 5, which depicts the correlation of plain and 

encrypted Lena images in the three directions horizontal, vertical and diagonal. These results indicate 

the security and resistance of the proposed algorithm. 

Table 7.  Correlation analysis of the gray images using the proposed technique. 

Gray 

Image 

Plain Image Cipher Image 

Horizontal Vertical Diagonal Horizontal Vertical Diagonal 

Lena 0.9258 0.9593 0.9037 -0.0029 0.0019 0.0076

Baboon 0.8700 0.8410 0.7888 0.00003 -0.00003 -0.0082

Airplane 0.9396 0.9331 0.8883 0.0010 0.0012 -0.0039

Peppers 0.9675 0.9729 0.9432 0.0040 0.0034 0.0085 

Boat 0.9268 0.9452 0.8833 0.0081 -0.0024 0.0039

Barbara 0.9342 0.9567 0.9056 -0.0072 -0.0016 0.0031

Table 8. Correlation analysis of the RGB Images using the proposed technique. 

Image Color 

channels 

Original Image Encrypted Image 

H V D H V D 

Lena R 0.9558 0.9781 0.9336 -0.0034 0.0053 0.0030

G 0.9401 0.9695 0.9180 -0.00009 -0.0010 0.00007

B 0.9189 0.9495 0.8948 0.0037 0.00005 0.0029 

Peppers R 0.9646 0.9680 0.9369 0.0064 0.0012 0.0027 

G 0.9698 0.9750 0.9466 0.00002 0.0043 0.0051 

B 0.9570 0.9636 0.9263 -0.0004 -0.0038 0.0044

Airplane R 0.9389 0.9239 0.8738 -0.0040 -0.0019 0.0053

G 0.9309 0.9343 0.8814 -0.0007 -0.0054 -0.0036

B 0.9503 0.9089 0.8800 0.0076 -0.0030 -0.0013

Baboon R 0.9105 0.8595 0.8474 0.0035 -0.0017 0.0028

G 0.8594 0.7755 0.7434 0.0011 -0.0012 -0.0004

B 0.8953 0.8697 0.8296 -0.0003 0.0050 -0.0063

Boat R 0.9563 0.9539 0.9274 0.0038 -0.0054 -0.0060

G 0.9558 0.9527 0.9225 0.0019 0.0032 -0.0034

B 0.9603 0.9645 0.9369 -0.0003 0.0033 -0.0001

Barbara R 0.9526 0.9611 0.9182 0.0038 -0.00003 0.0005

G 0.9445 0.9543 0.9029 0.0007 -0.0046 -0.0027

B 0.9526 0.9624 0.9182 0.0014 0.0015 -0.0004

5.5 Plaintext Sensitivity Analysis 

A cryptosystem must be robust against any slight change in the plaintext image. Therefore, if a randomly 

selected pixel of the plaintext image is slightly changed, the resulting encrypted image will be different. 

Two metrics are used to evaluate the plaintext sensitivity of a cryptosystem: NPCR (number of pixel 

changing rate) and UACI (unified averaged changed intensity) [40]. The mathematical representations 

of NPCR and UACI are given by Equations (18) and (19). 
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𝑁𝑃𝐶𝑅(𝐸1, 𝐸2) = ∑ ∑ 𝐷(𝑖,𝑗)={1,   𝑖𝑓  𝐸1(𝑖,𝑗)≠𝐸2(𝑖,𝑗)0,    𝑖𝑓   𝐸1(𝑖,𝑗)=𝐸2(𝑖,𝑗)𝑁𝑗=1𝑀𝑖=1 𝑀×𝑁  × 100%  (18) 𝑈𝐴𝐶𝐼(𝐸1, 𝐸2) = 1𝑀×𝑁 ∑ ∑ |𝐸1(𝑖,𝑗)−𝐸2(𝑖,𝑗)|255𝑁𝑗=1  × 100%𝑀𝑖=1       (19) 

where 𝐸1 and 𝐸2  are two encrypted images corresponding to two plaintext images differing by a slight

difference in only one randomly selected pixel. 𝑀 and 𝑁 are the dimensions of the image. The 

cryptosystem is robust and sensitive to plaintext image if the value of NPCR is greater than 99% and 

the value of UACI is around 33% [3]. Table 9 shows the achieved values of NPCR and UACI for the 

images Lena, Pepper, Airplane, Baboon, Boat and Barbara. The results demonstrate the robustness of 

the proposed cryptosystem against differential attacks.  

original (a) (b) (c) 

encrypted (d) (e) (f) 

Figure 5. Correlation of adjacent pixels of plain and encrypted Lena images: (a, d) horizontal 

direction, (b, e) vertical direction, (c, f) diagonal direction. 

Table 9. NPCR and UACI values for grayscale images of size 256x256. 

Image Selected pixel NPCR(%) UACI(%) [3] 

Lena P(1,1) 99.63 33.46 99.64/33.42 

Peppers P(167,233) 99.61 33.50 99.64/33.40 

Airplane P(217,17) 99.64 33.57 - 

Baboon P(34,50) 99.68 33.61 99.64/33.43 

Boat P(128,128) 99.63 33.45 - 

Barbara P(256,256) 99.68 33.47 - 

5.6 Speed Analysis 

An important issue of the cryptosystem is the time efficiency. The speed of the proposed technique is 

evaluated based on Intel Core™i7 CPU at 2.60 GHz computer using Matlab 2017b. The proposed 
technique consumes about three seconds on average to encrypt an image of size 256x256.   

5.7 Key Space Analysis 

The key space is the total number of possible keys used in a cryptosystem. To be secure against brute-

force attacks, the key space must be so large that it is infeasible for an intruder to compute the key and 

decrypt the image. The encryption algorithm is robust if the key space is larger than 2100 [3]. In the

proposed technique, the key is formed from 18 chaotic maps with 18 initial conditions and 18 control 

parameters. If each variable has a computational accuracy of 10−15 , then the provided key space is10540 .  This large key space indicates that the proposed technique is highly resistant to brute-force

attacks. 
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5.8 Key Sensitivity Test 

The encryption system is key sensitive if the encrypted image is completely changed according to any 

slight change in the key. Therefore, the decryption process should fail if the original key is altered by 

small margin. To test the sensitivity of the proposed system, one initial condition is changed by adding 

10-15 to its original value. The sensitivity-test results are shown in Figure 6. It is shown that the

decryption of the cipher image failed due to the minor alteration that was introduced. 

(a) (b) (c) 

(d) (e) (f) 

Figure 6. Key sensitivity test: (a, d) original images of Lena and Baboon, (b, e) encrypted images, (c, 

f) decrypted images.

5.9 Robustness Test 

Images that are conveyed via communication channels may experience degradation due to the presence 

of noise introduced by either a malicious attacker or inherent characteristics of the channel, resulting in 

a decline in the overall quality of the encrypted images. The decrypted images' quality is influenced to 

some extent by noisy pixels; hence, the encryption method should possess a degree of resilience against 

noise interference. The robustness of the proposed technique is tested by adding 10% and 30% of salt 

and pepper noise to the original images, then encrypting the noisy images. Figures 7 and 8 show the 

encrypted and decrypted images subjected to salt and pepper noise. The figures illustrate the efficacy of 

the proposed system in effectively handling noisy images and extracting crucial data to the fullest extent. 

(a) (b) (c) 

(d) (e) (f) 

Figure 7. Robustness test (10% salt and pepper noise): (a, d) noisy original images of Lena and 

Baboon, (b, e) encrypted images, (c, f) decrypted images. 
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Table 10. Statistical test comparison for Lena images of size 256x256. 

Metric Entropy Chi-

square 

NPCR 

(%) 

UACI (%) Correlation Analysis 

Horizontal Vertical Diagonal 

Proposed 7.9979 243.3984 99.63 33.46 -0.0029 0.0019 0.0076

[3] 7.9969 286.4766 99.64 33.42 0.0222 0.0354 0.0006 

[20] 7.9894 - 99.66 33.42 0.0044 0.0015 0.0019

[41] 7.9992 - 99.614 33.364 0.0019 0.0014 0.0052

[21] 7.9976 222.0156 99.61 33.51 0.0305 −0.0043 0.0042

[23] 7.9972 - 99.63 - -0.0028 -0.00006 -0.0011

Table 11. Statistical test comparison for Baboon images of size 512x512. 

Metric Entropy Chi-

square 

NPCR 

(%) 

UACI (%) Correlation Analysis 

Horizontal Vertical Diagonal 

Proposed 7.9992 302.7969 99.61 33.45 4.644e-04 2.42e-04 8.622e-04 

[41] 7.9998 - 99.645 33. 426 0.0024 0.0054 0.0041

[22] 7.9992 - 0.9959 0.3352 0.9671 0.9744 0.9381

[42] 7.9992 - 0.9960 0.3349 0.7508 0.8562 0.7153

The outcomes of the statistical and differential analyses of the proposed technique are compared with 

those of a few schemes in the literature for the images of Lena and Baboon as illustrated in Tables 10 

and 11, respectively. The comparison evinces the efficacy and resilience of the proposed technique. 

6. CONCLUSIONS

This paper proposes a new encryption technique based on the multiple use of different one-dimensional 

chaotic maps. Two chaotic sequences are used to scramble the pixel positions. The key stream for the 

diffusion process is composed of the concatenation of the corresponding binary digits of the generated 

random sequences. Each generated key is circularly rotated by a random value. DNA coding is applied 

based on three different DNA functions (XOR, XNOR and Addition). Random-number generators are 

used to select the DNA function, the DNA rule number and the value of the circular rotation. The 

proposed technique is applied to standard grayscale images and RGB images. The simulation results 

demonstrate the effectiveness and high security of the proposed technique.   

(a) (b) (c) 

(d) (e) (f) 

Figure 8. Robustness test (30% salt and pepper noise): (a, d) noisy original images of Lena and 

Baboon, (b, e) encrypted images, (c, f) decrypted images. 
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ملخص البحث:
ددددية داددددحاب ة ددددع  ددددرق    ي ددددع  ء ددددهذ     ح  ددددف قن   دددده  دددد   تقددددهذه اددددة  قنيةًددددف تقالددددفب نءًدددد لر قن ف

. وتسددددددءطهه قنار قددددددف قنرقءر ددددددف دددددددُع  ددددددرق    ي ددددددع   ح  ددددددف قن   دددددده  ادددددد  DNAتر لدددددد  
قت نءينلدددددده ًا ددددددف  ةددددددهذ   ددددددرذ  - قنطر اددددددف قن ي سددددددءلف  و ر اددددددف قنطلرددددددف  و ر اددددددف  ًا ددددددف

ب دقدددددل  قدءهق لدددددف    درحنلدددددف ةًددددد ب ةًددددديق لح دددددية  طء  دددددف و ء لدددددرقت    ر تءحد دددددح طء  دددددف. ونءًددددد لر قن ف
ةدددددف نطدددددرق   قن ي دددددع نء للدددددر  دددددهذ    دددددحا  ت سدددددءطهه قن احثدددددر قن ذاح لدددددف  ددددد  قنءذءحد    دددددحت قنرءايذ

دددددد لراح  دددددد    ً ددددددية  قنر  دددددد  ت  دددددد   DNAةر لددددددف ق.نءًددددددحة. و سددددددءطهه تر لدددددد  قنددددددافقا   دددددد  قن ذ
ف دكلذ نقاف    ن قا  قن ذية . ُل ق. ءلحة قن ًيق     ن قيقةه وقن ر لحت قنطحثذ

دددددد ية قنر لحة دددددف  وننددددد  داددددددحاب وًددددده  دددددرت تقلددددددل  قنءذقالدددددف قنرقءر دددددف دح ددددددءطهقه قن ه ددددده  ددددد  قن ف
دددد  قنر  ي ددددحت  ة ددددع ًلددددحن ةدددده ا  دددد    ددددح لر قج قا. وًدددده درااددددم نءددددح م قنءذقلددددل  ة ددددع تددددي فر    

     قناذر قف قنرقءر ف وًهةتهح ة ع  قحو ف قنهجرحت. 

http://creativecommons.org/licenses/by/4.0/
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ABSTRACT 

Lung diseases such as COVID-19 and pneumonia can lead to severe complications, including breathing 

difficulties, decreased lung function and respiratory failure, which can be life-threatening if not promptly 

treated. Chest X-ray imaging techniques have proven to be quick, effective and cost-efficient in diagnosing and 

monitoring these diseases. Additionally, artificial intelligence, particularly through deep learning and machine 

learning, has shown promising results in detecting various lung diseases, including COVID-19 and pneumonia. 

This technology’s ability to analyze large datasets rapidly has contributed to reducing the spread of these 
diseases and has significantly advanced biomedical research in various medical disciplines. In this research 

paper, we introduced various advanced ensemble techniques as bagging, boosting, stacking and blending with 

different algorithms, to enhance the performance of our classification models in detecting coronavirus and 

pneumonia. We specifically focused on combining convolutional neural network (CNN) and vision transformer 

(ViT) models to create powerful ensemble models. Our objective was to determine the most accurate ensemble 

technique for diagnosing lung diseases. We assessed their ability to correctly classify chest X-ray images as 

either COVID-19, pneumonia or normal. The CatBoost model achieved the highest accuracy, F1-score and 

ROC-AUC score of 99.753%, 99.51% and 99.99%, respectively using the COVID-19 Radiography dataset. The 

bagging ensemble model achieved the highest accuracy, F1-score and ROC-AUC score of 95.08%, 95.2% and 

99.69%, respectively using COVIDx CXR-4. The results indicate that the advanced ensemble techniques can 

significantly improve the performance of machine-learning models. 

KEYWORDS 

COVID-19, CXR, DenseNet-169, ViT-l32, Stacking, Boosting, Bagging, Blending. 

1. INTRODUCTION 

Lung diseases are a group of conditions that affect the health of the respiratory system and include 

many different diseases, such as pneumonia, COVID-19, pulmonary fibrosis and asthma [1]. One of 

the diseases that currently poses a major challenge is the new Coronavirus (COVID-19), where the 

number of deaths exceeded 7 million cases until April 2024 [2]. Coronavirus cases are currently a 

common lung disease. The new coronavirus mutates rapidly, leading to an increase in infection cases, 

with the number of infections reaching more than 700 million cases [2]. Pneumonia is not less 

dangerous than COVID-19. Therefore, early detection of these diseases reduces their risk [3]. One of 

the methods that is widely used in the detection of lung diseases is X-rays, as it is fast and inexpensive 

compared to other methods [4]. While X-rays are valuable in the detection of lung diseases, they may 

pose potential health risks with repeated exposure to ionizing radiation. In addition, while X-rays 

provide valuable information about the structure of the lungs, they may not always provide detailed 

insights into specific lung conditions, such as distinguishing between different types of pneumonia or 

identifying lung cancer at an early stage. In such cases, additional imaging techniques, such as 

computed tomography (CT), magnetic resonance imaging (MRI) or diagnostic tests, may be necessary 

for a comprehensive evaluation. 

Artificial intelligence (AI) has revolutionized the medical field by searching medical data and 

revealing insights to enhance patient experiences and health outcomes [5]. It does this by utilizing 

machine-learning and deep-learning models. AI is frequently used in medical-imaging settings, 

analyzing CT scans, X-rays, MRIs and other images to look for lesions or other findings that a human 

radiologist might overlook, in addition to dealing with a huge volume of data quickly. Chest X-rays 

mailto:aya.ahmed@feng.bu.edu.eg
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(CXR) help detect lung abnormalities early and are also less expensive than other tests [6].  

There are many types of deep-learning algorithms, such as CNNs, Multilayer Perceptrons (MLPs), Re- 

current Neural Networks (RNNs) and Autoencoders, which are mainly used for image classification 

and object detection [7]-[9]. 

Ensemble methods are techniques the goal of which is to improve the performance of machine-

learning models by creating one more reliable model by combining multiple models. Through the use 

of these techniques, a more reliable and more accurate model is produced by merging the predictions 

of several separate models. The main types of ensemble techniques are: bagging, boosting, stacking 

and blending techniques [10]. The bagging ensemble technique is mainly applied in classification 

which can increase accuracy and eliminate overfitting [11]. Boosting ensemble technique combines 

several weak learners to form a strong one; it takes many algorithms including gradient boosting, 

adaptive boosting (AdaBoost), light gradient-boosting machine (LightGBM) and extreme gradient 

boosting (XGBoost) [12]. The stacking ensemble technique uses predictions for multiple models to 

build a new strong model [13]. The blending ensemble technique also combines predictions from 

multiple models as stacking and can improve the overall performance of the model [14]-[15]. 

The integration of AI and deep-learning algorithms with ensemble methods holds significant promise 

for advancing the capabilities of medical imaging, leading to more accurate and more efficient 

detection and diagnosis of lung diseases and other medical conditions. We must take several 

considerations associated with the integration of AI and deep-learning algorithms with ensemble 

methods in medical imaging as data-management considerations, including storage, retrieval and 

processing, as well as algorithmic methods for disease classification and segmentation to ensure the 

successful implementation of these technologies in clinical practice. 

The key contributions of this paper are: 

1. Involving a comprehensive evaluation of the optimized CNN and ViT models. 

2. Optimizing CNN and ViT hyper-parameters: The paper focuses on optimizing the hyper-

parameters of Convolutional Neural Network (CNN) and Vision Transformer (ViT) models to 

reduce model losses and achieve the best accuracy in diagnosing lung diseases, particularly 

pneumonia and COVID-19. 

3. Application of different ensemble techniques between CNN and ViT: The study explores the 

application of different ensemble techniques between CNN and ViT models. This involves 

leveraging ensemble methods to combine the strengths of these two architectures for improved 

diagnostic accuracy in lung-disease classification. 

4. Comparison between the types of advanced ensemble techniques and fusion: The paper makes 

a comparison between different types of advanced ensemble techniques and fusion methods. 

This comparison provides insights into the effectiveness of various ensemble approaches in 

enhancing the accuracy of lung-disease diagnosis. 

5. Use of the upgraded ensemble model to classify and recognize lung diseases: The upgraded 

ensemble model is utilized to classify and recognize lung diseases, such as pneumonia and 

COVID-19. This involves leveraging the optimized CNN and ViT models, along with 

ensemble techniques, to achieve accurate classification and recognition of lung diseases based 

on medical-imaging data. 

This paper is organized as follows: Section 2 highlights related work. Next, Section 3 discusses the 

proposed work, Section 4 discusses the experimental results and lastly, conclusions and future-

research directions are highlighted in Section 5. 

2. RELATED WORK 

We divided the previous studies according to the types of ensemble techniques that can be used to 

diagnose lung diseases based on X-ray images, including methods, such as bagging, stacking, 

boosting, blending and weighted-average techniques. 

Hasan et al. [16] created a model for automatically detecting pneumonia using CXR images. The 

weighted-average ensemble model was applied to three models; namely, VGG16, MobileNetV2 and 

DenseNet169. The ensemble model achieved an accuracy of 92%. Tang et al. [17] also presented a 
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weighted-average ensemble approach to detect COVID-19 with an accuracy of 95%. They used 

COVIDx dataset to evaluate their experiment. They used COVID-Net as the candidate to generate 

multiple model snapshots in terms of its promising performance for its CXR image-based COVID-19 

case detection. 

Govindarajan et al. [18] presented an Extreme Gradient Boosting (XGBoost) classifier that can detect 

tuberculosis (TB) disease using CXR images from NIAID TB Portals repository. All images were 401   

at a resolution of 1024×1024 pixels. The accuracy resulting from this model was 93%. Also, Kalaivani 

et al. [19] presented an ensemble boosted model using CNN and four different classifiers (decision 

tree, random forest, AdaBoost and support vector machine) to detect COVID-19. The suggested model 

achieved an accuracy of 99.35%. The images used were 5178 abnormal CXR images and 4310 normal 

CXR images collected from different sources. 

Soundrapandiyan et al. [20] introduced a stacked ensemble model for detecting coronavirus (COVID-

19) from chest X-ray images. The stacked ensemble technique between the models ResNet50, 

VGG19, Xception and DarkNet19 is named WavStaCovNet-19.  The model achieved an accuracy of 

94.24% on 4 classes (COVID-19, viral pneumonia, bacterial pneumonia and normal). They used two 

datasets, the COVID-19 image data-collection repository and chest X-ray images for normal cases and 

pneumonia [21]. Huang et al. [22] also presented a stacking ensemble model on the classification of 

multiple chest diseases including COVID-19 using the COVID-19 Radiography dataset. The model 

achieved an accuracy of 99.21%, Precision of 99.23%, Recall of 99.25%, F1-score of 99.20% and 

(area under the curve) AUC of 99.51% on the chest X-ray dataset. They verified that the combined 

model had better performance than individual pre-trained models. Six EfficientNetV2 models 

including EfficientNetV2-B0, EfficientNetV2- B1, EfficientNetV2-B2, EfficientNetV2-B3, 

EfficientNetV2-S and EfficientNetV2-M were stacked. 

EROL et al. [23] made a comparison between three types of ensemble techniques; namely, bagging, 

AdaBoost and random forest, to detect COVID-19. Adaboost classifier achieved the highest accuracy 

of 97.25%. Bagging and random-forest classifiers achieved an accuracy of 96.69% and 96.89%, 

respectively. The BIGDATA-COVID19 dataset was used that includes age, sex and routine blood-test 

results of 1218 patients. 

Banerjee et al. [24] presented the blending ensemble technique of DenseNet-201 snapshots, providing 

a variety of information regarding the features that were taken out of CXRs to detect COVID-19. To 

merge the decision scores, they employed the decision-level fusion approach, which involves a 

Random Forest (RF) meta-learner and the blending method. On the large COVID-X dataset, the model 

achieved an accuracy score of 94.55% and on the smaller dataset by Chowdhury et al., the model 

achieved an accuracy score of 98.13%. 

There are some common difficulties/issues in the papers that we presented, because of which the 

reliability of the proposed deep-learning models can be questioned as data imbalance, image-size 

handling, dataset availability and high correlation of errors when employing ensemble techniques. The 

potential ways to overcome these issues include further experimentation, data augmentation, 

ensemble-model refinement and feature engineering to extract more relevant features from the CXR 

images. 

3. PROPOSED WORK 

3.1 Dataset 

The COVID-19 radiography database of chest X-ray images is one of the available datasets utilized to 

develop and evaluate deep-learning models for the detection and classification of lung diseases, 

particularly COVID-19, as shown in Figure 1. The database consists of a collection of images from 

multiple sources, such as the COVID-19 Image Dataset, the COVID-19 Database of the Italian Society 

of Medical and Interventional Radiology (SIRM) and images from several different publications [25]-

[26]. It includes 3616 COVID-19-positive cases, 10,192 Normal, 6012 Lung Opacity (Non-COVID 

lung infection) and 1345 Viral Pneumonia images in PNG format [27]. All images have the same 

resolution of 299×299. The dataset was split into training, validation and test sets. The training set was 

used to train the model, the validation set was used to validate and tune the hyper-parameters of the 

model and the test set was used to evaluate the overall performance of the model. The training set 
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included 1075 normal images, 1075 images of COVID-19 and 1075 images of pneumonia. The 

validation set and test set included 135 normal images, 135 COVID-19 images and 135 pneumonia 

images. 

The COVIDx CXR-4 dataset is an open-source benchmark dataset that combines 5 different publicly 

available datasets which include: COVID-19 Image data collection, COVID-19 Chest X-Ray Dataset 

Initiative, COVID-19 radiography database, RSNA Pneumonia Detection challenge dataset and 

ActualMed COVID-19 Chest X-Ray Dataset Initiative [28]. The dataset includes 84,818 images from 

45,342 patients in PNG format with the same resolution of 1024×1024. The dataset is classified into 

positive and negative COVID-19 samples. We split the data into training, validation and test sets. The 

training set includes 9600 images, the validation set includes 1200 images and the test set includes 

1200 images. Each set contains 3 classes: COVID-19, normal and pneumonia. 

COVID Normal Pneumonia 

   
 

Figure 1. A batch of images from the training dataset. 

Figure 2. A batch of training images after data augmentation. 

3.2 Data Preparation 

A data-augmentation technique is used to increase data diversity, improve generalization and reduce 

overfitting in deep-learning models. Random transformations, such as rescale, shear, zoom and 

horizontal flip, were applied to the training images as shown in Figure 2. Both the shear-range and 

zoom-range parameters were set to 0.2 in the ImageDataGenerator class from the Keras library. 

Images have been resized to dimensions of 224×224. 

3.3 Model 

This research is a continuation of previous work where we used both DenseNet-169 and vision 

transformer (ViT-l32) models to detect COVID-19 and pneumonia lung diseases. The results were as 

follows: the accuracy of both models was 92.31% and 92.56%, respectively. To improve the 
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performance of the two models, they were combined using two different types of ensemble techniques: 

decision-level fusion and feature-level fusion. Indeed, the accuracy improved to 93.3% and 94.54%, 

respectively [3]. Now we use other ensemble methods on the same two models and the same dataset to 

achieve a better-performance model. 

3.3.1 DenseNet-169 

A CNN architecture called DenseNet-169 was created specifically for image-classification 

applications. It belongs to the DenseNet model family, which is famous for having dense connectivity 

between layers. It is composed of several dense blocks as shown in Figure 3, each dense block 

consisting of several convolutional layers. The primary advantage of DenseNet is its dense connection 

architecture, where each layer is feed-forward connected to every other layer. Enhanced information 

flow and feature reuse across the network are made possible by this dense connectivity. To reduce the 

number of parameters in the network and reduce the spatial dimensions of feature maps, transition 

layers between dense blocks are used. Transition layers include a combination of convolutional layers, 

pooling layers, batch-normalization and nonlinear-activation functions. When compared to the 

DenseNet-121 model, the DenseNet-169 is larger and more accurate. It is about 55MB in size and 

contains about 169 layers [29]. The increased depth allows DenseNet-169 to capture more complex 

features and potentially achieve improved accuracy in image-classification tasks [30]. The DenseNet-

169 model takes an image with a size of 224×224 pixels as input [31]. Compared with other CNN 

architectures, it is relatively low in parameters. 

 

 

 

Figure 3. DenseNet-169 architecture. 

3.3.2 Vision Transformer 

The vision transformer (ViT) has shown promising effectiveness for global feature extraction in many 

tasks of computer vision, such as image recognition, image classification, object detection and image 

segmentation [32]. It has gained attention due to its ability to capture long-term dependencies and its 

generalizability across different data modalities. The ViT model is an effective tool for image 

classification, because it uses self-attention processes to obtain global information from an image. By 

capturing global and local representations from shallow and deep layers, the ViT model differs from 

traditional CNN, which concentrates mostly on local features using convolutional filters [33], but ViT 

processes images using patches and the self-attention method by converting input images into a 

sequence of tokens. The input image is split up into fixed-size patches in the first stage. Every patch is 

viewed as a token and is put through a linear embedding process. Subsequently, position embeddings 

are appended to the patch embeddings to furnish spatial details regarding the patches’ placement 
within the image. The sequences of patch embeddings and position embeddings are then put into a 

typical transformer encoder. The transformer encoder is composed of feed-forward neural networks 

and numerous layers of self-attention. By creating attention maps from the provided embedded visual 

tokens, the multi-head self-attention (MSA) enables the model to focus on several regions of the input 

image concurrently. Batch normalization is used to improve training stability and reduce training time. 

The residual connections improve the overall performance of the network [34]. Figure 4 illustrates the 

ViT architecture. 

There are several variations related to ViT as ViT-l16, ViT-l32, ViT-b16, ViT-b32 and data-efficient 

image transformers (DeiT). The ViT-l32 is considered more significant and more powerful than some 

of the other variants [35]-[36] due to its ability to achieve superior results in image-recognition tasks, 

so ViT-l32 was chosen. l means ’large’ and 32 refers to batch size. 

3.3.3 The Used Ensemble Techniques Background 

The ensemble techniques refer to the use of several base models and combining their predictions to 

improve the overall performance and accuracy of the system [37]. Instead of relying on a single 

model, ensemble techniques leverage the diversity and collective intelligence of multiple models to 
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produce one optimal predictive model. It can reduce bias, variance and overfitting [38]-[39]. There are 

several types of ensemble techniques as bagging, stacking, blending and boosting [40]. 

In this paper, we applied a comprehensive range of ensemble techniques, including Bagging, Gradient 

Boosting, AdaBoost, XGBoost, LightGBM, CatBoost, Stacking and Blending.  

Bagging, also known as bootstrap aggregation, is an ensemble method that involves training multiple 

models independently on random sub-sets of the data [41]-[43]. The bagging involves the following 

steps: (1) Generating predictions from the base models using the holdout set (test set). (2) Combining 

the predictions as features for the bagging model using concatenate function. (3) Training a bagging 

model using the combined features and true labels. (4) Generating predictions from the trained 

bagging model on the combined features. (5) Evaluating the bagged model performance using the 

accuracy_score function with the combined predictions. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. ViT-l32 structure. 

Stacking uses a meta-learning algorithm to learn how to best combine the predictions from two or 

more models [44]. It can combine the capabilities of a group of models that perform well on a 

classification or regression task and make predictions that perform better than any single model in the 

group [45]-[46]. The stacking involves the following steps: (1) Compiling the models and making 

predictions. (2) Combining the predictions from the base models to create meta-features. (3) Useing 

the combined meta-features as input features for the meta-learner. (4) Training the meta-learner model 

using the meta-features and the true labels. (5) Evaluating the performance of the stacked model using 

appropriate evaluation metrics. This implementation follows the stacking ensemble technique, where 

predictions from base models are combined using a meta-model to improve predictive performance. 

The use of a meta-model allows for the aggregation of predictions from diverse base models, aiming to 

reduce overfitting and improve generalization. 
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Boosting is designed to address potential limitations of individual models, such as generalizability and 

data bias. By combining the predictions of multiple models, ensemble methods aim to improve the 

robustness and generalization of machine-learning models by combining a group of weak learners into 

a strong learner. It trains the models sequentially, where each subsequent model focuses on correcting 

the mistakes made by the previous models, so it can minimize training errors [47]-[48]. There are 

many types of boosting algorithms, such as AdaBoost, CatBoost, XGBoost and LGBoost [49]-[50]. 

The short form for adaptive boosting (AdaBoost) is a powerful ensemble learning algorithm used in 

machine learning for addressing binary-classification challenges. 

The catBoost is a high-performance open-source library for gradient boosting on decision trees, 

designed for use in classification, regression and ranking tasks. 

The eXtreme Gradient Boosting (XGBoost) is an open-source software library that provides a 

regularizing gradient boosting framework for various programming languages, such as C++, Java and 

Python. 

The light gradient boosting machine (LGBoost) is an open-source gradient boosting framework that is 

designed for efficiency, scalability and high performance in machine-learning tasks. 

The boosting steps: (1) Training each model separately. (2) Generating predictions from each model. 

(3) Combining the predictions using the concatenate function. (4) Training a boosting model 

(GradientBoost- ingClassifier) using the stacked features. (5) Generating predictions from the trained 

boosting model on the stacked features. (6) Evaluate the performance of the boosted model using 

appropriate evaluation metrics. 

Blending is an ensemble approach that can improve the model performance to be more accurate. It 

uses a particular method to merge predictions from various models contributing to the ensemble. The 

steps used in the blending process are: (1) Generating the predictions from the base models. (2) 

Building the model from the test set and the predictions. (3) The building model serves as the meta-

model. (4) Generating predictions from the meta-model. 

 

4. RESULTS AND DISCUSSION 

The proposed method was implemented using Python 3.8 with additional libraries, such as Pandas, 

Tensor Flow and Keras. Windows 10 Operating System powered the System with configuration, 

Intel(R) Xeon(R) CPU E5-2687W v3 @ 3.10 GHz, NVIDIA GeForce GTX 970 GPU and 64 GB 

RAM. 

The first dataset "COVID-19 Radiography dataset" obtained from Kaggle [27], was utilized to train 

and test DenseNet-169 and ViT-l32 models for multi-level classification aimed at detecting COVID-

19 patients. The training and validation sets comprised 90% of the dataset, while the testing set 

utilized the remaining 10%, as outlined in Table 1. Python and machine-learning libraries were 

employed for implementation, with the Python programming language utilized to train and evaluate 

the proposed models, which were pre-trained using TensorFlow. The training data underwent 

modification through data-augmentation techniques, as illustrated in Figure 2. The second dataset 

COVIDx CXR-4 was split into the training, validation and test set in the ratio 8:1:1, as shown in Table 

2. 

The pre-trained DenseNet 169 model was trained on the initialization weights illustrated in Table 3 

using the first dataset and the Adam optimizer. Subsequently, the ViT-l32 was separately trained on 

the same dataset. Predictions were generated from the two models using the test set and combined 

using ensemble techniques, as shown in Figure 5. 

Table 1. Class-wise distribution of CXR samples in the COVID-19 Radiography database. 

Phase COVID-19 Normal Pneumonia Total 

Training 1075 1075 1075 3225 

Validation 135 135 135 405 

Test 135 135 135 405 

Total 1345 1345 1345 4035 
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Table 2. Class-wise distribution of CXR samples in the COVIDx CXR-4 dataset. 

Phase COVID-19 Normal Pneumonia Total 

Training 3200 3200 3200 9600 

Validation 400 400 400 1200 

Test 400 400 400 1200 

Total 4000 4000 4000 12000 

Table 3. Training parameters. 

Training Parameters Values/Types 

Number of epochs 100 

Batch size 32 

Optimizer Adam 

Learning rate 0.001 

Zoom and shear range 20% 

Fill mode Nearest 

Rescale 1./255 

Horizontal flip True 

Shuffle True 

Class mode Categorical 

Figure 5. Proposed workflow model. 

Ensemble techniques typically refer to Bagging (bootstrap-aggregating), Boosting or 

Stacking/Blending techniques to induce high variability among the base models. These techniques aim 

to combine the predictions from multiple models to improve predictive performance. To evaluate the 

bagged-model performance, we combined the predictions from the two models using a voting 

mechanism (majority voting). Finally, we evaluated the combined predictions and obtained an 

accuracy of 98.27% from the random-forest bagging model, as shown in Figure 6a. 

When implementing boosting ensemble techniques using the DenseNet169 and ViTl32 models, the 

weak learners (base models) are combined sequentially to form a strong learner (ensemble model). 

The gradient- boost, AdaBoost, XGBoost, LGBoost and CatBoost ensemble techniques achieved an 

accuracy of 98.765%, 97.04%, 96.54%, 97.79% and 99.753%, respectively as shown in Figure 6b, 

Figure 6c, Figure 6d, Figure 6e and Figure 6f. 

Stacking, also known as stacked generalization, allows a training algorithm to ensemble several 

similar learning-algorithm predictions. A stacking model is implemented using a holdout set to 

generate predictions from base models (CNN and ViTl32 models). These predictions are then 

concatenated to create   a stacked dataset. The true labels for the holdout set are one-hot encoded using 

the OneHotEncoder class. A meta-model for multi-class classification is defined and trained using the 

stacked dataset. The meta-model consists of three dense layers with ReLU and Softmax activations. 

The accuracy and F1-score of the stacked ensemble model are then calculated. The accuracy result 

was 96.296%, as shown in Figure 6g. 

The blending ensemble technique combines the predictions of several base models to enhance overall 

predictive performance, minimize overfitting and leverage the advantages of different methods. It 

achieved an accuracy of 96.79%, as shown in Figure 6h. 

So, from the previous results, CatBoost achieved the highest accuracy using one dataset. The 

optimization for the ensemble implementation involved: 1) A combination of hyper-parameter tuning, 
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such as the learning rate, depth and regularization parameters. 2) Model selection. 3) Validation and 

benchmarking against other algorithms to achieve the highest accuracy for the specific dataset. 

Other performance metrics, such as precision, recall, f1-score, sensitivity, specificity and ROC-AUC 

score, can be calculated using the COVID-19 Radiography dataset and the results are shown in Table 

4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Confusion matrices for all ensemble models using COVID-19 Radiography dataset. 

Table 4. Performance of the proposed ensemble models using the COVID-19 

Radiography dataset. 

Ensemble Techniques Precision Recall F1-score Sensitivity Specificity ROC-AUC score 

Bagging 98.53% 98.52% 98.52% 100% 100% 99.69% 

GradientBoost 98.55% 98.52% 98.52% 100% 100% 99.94% 

AdaBoost 97.79% 97.78% 97.78% 100% 100% 99.54% 

XGBoost 97% 96.79% 96.80% 100% 99.26% 99% 

LGBoost 97.55% 97.53% 97.53% 100% 100% 99.84% 

CatBoost 99.51% 99.51% 99.51% 100% 100% 99.99% 

Stacking 99.25% 100% 96.06% 100% 99.25% 99.69% 

Blending 99.25% 100% 96.06% 100% 99.25% 99.72% 
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When using more than one dataset (COVIDx CXR-4) the results became as follows: RF bagging 

model achieved an accuracy of 95.08%, as shown in Figure 7a. The gradient-boost, AdaBoost, 

XGBoost, LGBoost and CatBoost ensemble techniques achieved an accuracy of 91%, 89.42%, 

88.67%, 89.67% and 91.08%, respectively, as shown in Figure 7b, Figure 7c, Figure 7d, Figure 7e and 

Figure 7f. The stacking and blending models achieved an accuracy of 89% and 89.83%, as shown in 

Figure 7g and Figure 7h, respectively. From these results, the RF bagging ensemble model achieved 

the highest accuracy of 95.42%. The other performance metrics using COVIDx CXR-4 can be 

calculated and the results are shown in Table 5. 

Table 5. Performance of the proposed ensemble models using COVIDx CXR-4. 

Ensemble Techniques Precision Recall F1-score Sensitivity Specificity ROC-AUC score 

Bagging 95.17% 95.17% 95.2% 92% 93.5% 99.69% 

GradientBoost 92.45% 92.42% 92.41% 86.75% 90.5% 98.6% 

AdaBoost 91.2% 91.1% 91.2% 83.5% 90.68% 96.37% 

XGBoost 91.15% 91.17% 90.1% 95.25% 75.25% 96.45% 

LGBoost 91.67% 91.67% 91.65% 86.25% 89.89% 98.53% 

CatBoost 93.1% 93.1% 93.1% 89% 90.25% 98.79% 

Stacking 91.94% 91.92% 91.92% 86.5% 89.5% 98.35% 

Blending 91.3% 91.25% 91.25% 89% 85% 98.34% 
 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Figure 7. Confusion matrices for all ensemble models using COVIDx CXR-4 dataset. 
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Table 6. Comparison between the proposed model and previous ensemble studies. 
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By looking at the results summarized in Figure 8, we find that the accuracy of the models decreased 

when using more than one dataset, which may be due to various factors, such as data complexity and 

diversity. As previously mentioned, this work is a continuation of our last work [3] to improve the 

model’s performance. The results we obtained from the earlier work were as follows: decision-level 

fusion and feature-level fusion achieved an accuracy of 93.3% and 94.53%, respectively. However, the 

results from the advanced ensemble techniques reached 99.753% when using the same COVID-19 

Radiograph dataset. Finally, the results confirm that the performance of these advanced ensemble 

models surpasses that of fusion models, as shown in Figure 8. Table 6 compares the previous studies 

and our proposed methods. 

 

 

 

 

 

 

 

 

 

 

Figure 8. The accuracy of our proposed ensemble models. 

5. CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS 

This paper presented different types of advanced ensemble techniques to improve the model 

performance in diagnosing lung diseases using CXR images. We used pre-trained CNN models 

DenseNet-169 and ViT-l32. This work is related to a previous research paper, but we presented 

different methods that showed more accurate results. In previous work, we used simple ensemble 

techniques, such as feature-level fusion and decision-level fusion, achieving accuracy results as 

follows: 94.54% and 93.3%, respectively. However, using advanced ensemble techniques, we 

achieved a higher accuracy of fusion operations, reaching 99.753%. To aid in lung-disease prevention 

and early diagnosis, researchers continue to develop a variety of detection technologies and 

architectures by increasing the size and diversity of training datasets, but this can be costly and time-

consuming. To avoid these issues, researchers are exploring techniques like data augmentation to 

address the challenge of limited datasets. 

In our future work, we plan to use multiple datasets and explainable AI (XAI) models to enhance the 

accuracy and comprehensiveness of lung-disease diagnosis and classification. We also consider 

including multi-model data to expand the feature space and improve disease-classification accuracy, 

such as medical records and clinical metadata. 
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 ملخص البحث:
يمكررررررت أنب تدررررررشيّ ترررررر ّ ل    رررررر ي  ك  إنّ أمرررررررّئ ّ رّلرررررر ك موررررررت الررررررر        رررررر    ّ  ّ رّلرررررر ك

بمرررررر  ارررررر    ررررررُّ ،ررررررف ب   ارررررر  ّ شرّرررررجهازك   ررررررف  ارررررر   مررررررت ّ رّلرررررر ك  ا ررررررت ارررررر  ّ   رررررر   
رررررف  ل   ررررر   ّ  ا ررررر     لررررر  أ ششررررر  ّ  ا ّ شجّهادررررر ك ممّررررر  لررررر  ي ررررر لّ ّ للررررر   إ ّ  ررررر  يصفررررر  ع  يررررر  ّ هب

ررررررر   ج ررررررر   ش يّ ررررررر ب   رررررررر  ررررررر.ل  ذررررررر   ّ مررررررررّئ  ّ ك  ب     ا  يلش ررررررر   فررررررر  ّذ  اررررررر  ت ب
ب لإ رررررر ا  إ رررررر    ررررررُّك أ يرررررر  ّ رررررر ّ  ا ّّ،رررررريج    مررررررت  رررررر   تفيارررررر  ّ  رررررر   ّ ررررررشفّيا  ّ فملرررررر  
ررررر   رررررت ّ ف يررررر  مرررررت أمررررررّئ ّ رّلررررر ك  مج ررررر  الرررررر        ررررر    ّ    شررررر لع  ّ ررررر  ف اررررر  ّ ك ب
ّ رّلررررررر    لررررررر  أ ررررررر م  لررررررر   ص ذررررررر   ّ شكج   فلررررررر   يررررررر  ّ شفّ مرررررررت مررررررر  م م  ررررررر   ّ شل  ررررررر   

ّ ش ررررر   ذررررر   ّ مررررررّئ   ررررر ن   ررررر  ل   بررررر    اررررر  ت ررررر ا  ّ ضّررررر.م   تليلي ررررر  اررررر  ّ لررررر ّ مرررررت 
 . ا    ّ يّشلّ   ّ شل   فل  ّ شلث ّ فيم  ا  ّ ف ي  مت ّ شّ 

ارررررر  ذرررررر ّ ّ شلررررررثك  دررررررش.   م م  رررررر ف مررررررت ت جلرررررر   ت  لرررررر  ّ لّا  ررررررت  ريرررررر    ّ  ملرررررر   
رررررر   ررررررت ّلإ،رررررر ب  ب لررررررر        رررررر    ّ   م.شيهرررررر   شلدررررررلت ألّا  مرررررر  ْ ّ شّ ررررررجل  ارررررر  ّ ك ب

فررررر  ت ررررر    يررررر  ت  لررررر  ّ لّا  تدرررررشج  ّ رّلررررر     ب  شلّ يررررر ك ا ررررر   ّ ج ررررر   يررررر  إي ررررر ل  مررررر  ْ م مد
 يرررررر  ّ ّ ررررررشك   ّ ف ررررررشل  ّّ شه الرررررر   ملررررررّ ّ  ّ رّ يرررررر     رررررر ن ذرررررر اج  تل يرررررر  أاضررررررت تيررررررُّ 
ررررر.ل  أمررررررّئ ّ رّلررررر ك    رررررُّ مرررررت  ررررر   ت لرررررل   ّ جمّررررر  ْ ّ   لمررررر   يررررر  ت  لررررر  ّ لّا اررررر  ت ب

ررررر     لررررر    ّ جمّررررر  ْ ّ مدرررررش. م   ررررر   ّ ّ رررررف  ل   يّ ررررر   إ ررررر  ،ص  يررررر  ّ شّ رررررجل  ّ ّ رررررللع  ي ا
تررررر  ا  يررررر  ّلإ،ررررر ب  بهلرررررر        ررررر ك  أ رررررر  تررررر  ا  يررررر  ّلإ،ررررر ب  بررررر ّ  ّ رّلررررر ك     وررررر  

يّ  مت أمرّئ ّ رّل     شلفل  ت لر أ   ّ .ص
 يمكرررررررت ّ  ررررررر   إنّ ت جلررررررر   ت  لررررررر  ّ لّا تفبمرررررررت  يررررررر  تلدرررررررلت للرّرررررر  ّ شّ ررررررر.ل   يجمّررررررر  ْ 

  م  ا  ّ ك ب   ت أمرّئ ّ رّل ك ّ   لم   ي  تفيا  ّ     ّ مدش.
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ABSTRACT 

The majority of contemporary fingerprint synthesis is based on the Generative Adversarial Network (GAN). 

Recently, the Denoising Diffusion Probabilistic Model (DDPM) has been demonstrated to be more effective than 

GAN in numerous scenarios, particularly in terms of diversity and fidelity. This research develops a model based 

on the enhanced DDPM for fingerprint generation. Specifically, the image is decomposed into sub-images of 

varying frequency sub-bands through the use of a wavelet packet transform (WPT). This method enables DDPM 

to operate at a more local and detailed level, thereby accurately obtaining the characteristics of the data. 

Furthermore, a polynomial noise schedule has been designed to replace the linear noise strategy, which can result 

in a smoother noise-addition process. Experiments based on multiple metrics on the datasets SOCOFing and 

NIST4 demonstrate that the proposed model is superior to existing models.  

KEYWORDS 

Diffusion model, Fingerprint, Image processing, Wavelet packet transform. 

1. INTRODUCTION

The singularity and immutability of fingerprints render them an indispensable biometric trait of humans, 

which is extensively utilized in a multitude of contexts including identity authentication, criminal 

investigation, medical research and so forth [1]–[3]. Nevertheless, the establishment of such a 

fingerprint system necessitates a substantial quantity of fingerprint samples and direct fingerprint 

collection is constrained by equipment, environmental or legal considerations. In response to this 

challenge, the advent of computer vision has led to the emergence of synthetic fingerprint technology. 

However, the intricacies of fingerprints are considerable, encompassing a multitude of diverse pattern 

types, including whorls, loops and arches [4]. 

Most early model-based methods typically synthesize or reconstruct fingerprints based on minutiae 

templates or shallow model. While these methods have been demonstrated to be effective in synthesizing 

fingerprint structure and texture [5]–[8], they exhibit low automation levels and poor model adaptability 

and scalability. Furthermore, deep learning-based generative models have gradually become the 

dominant models for fingerprint generation, employing more complex network structures, such as auto-

encoders and GANs [9]–[13]. However, images generated by VAEs are often quite blurry and the 

shortcomings of GAN models, such as mode collapse and difficulty in training, cannot be ignored either. 

The recent emergence of Denoising Diffusion Probabilistic Models (DDPMs) [14] has ushered in a 

novel technical approach to image synthesis. This model is based on the Markov chain, which gradually 

introduces noise to the data in the forward stage until the data is corrupted and becomes completely 

Gaussian noise. In the reverse stage, the Gaussian noise is then restored to the original data. The model 

must ensure that the reverse Markov chain closely resembles the forward process during optimization. 

It has demonstrated remarkable efficacy in the generation of images, videos and other forms of data, 

particularly in the domain of image synthesis, as evidenced by its performance in DALL-E 2 [15] and 

Stable Diffusion [16]. 

This study proposes a novel fingerprint-generation method based on an enhanced model of DDPM. 

Specifically, the original image is decomposed into sub-images of varying frequency bands through 

wavelet packet transform. These sub-images contain information of different scales and directions, 

which enables DDPM to operate at a more local and detailed level, thereby improving the stability of 
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training and the quality of generated images. Moreover, in consideration of the potential for the linear 

noise schedule in the original DDPM to result in the corruption of data too quickly in the forward phase, 

this study devised a polynomial noise schedule to facilitate a more gradual and less disruptive noise-

addition process, which prevents an abrupt change in noise level. Experimental results have 

demonstrated the effectiveness of this approach in both SOCOFig [17] and NIST Special Database 4 

[18].  

2. RELATED WORK

Inspired by non-equilibrium statistical physics, [19] designed a parameterized Markov-chain model that 

slowly destroys data in the forward phase and gradually recovers data in the backward phase which is 

highly flexible and tractable. DDPM model further extended this idea to high quality tasks. The forward 

process commences with the real distribution of data 𝑞(𝑥0) and incorporates a minimal quantity of

Gaussian noise at each stage, gradually transforming the data into pure noise. The whole process can be 

represented by 𝑞(𝑥𝑡|(𝑥𝑡−1). In the generation process, DDPM starts with a standard Gaussian noise

sample  𝑥𝑡, gradually removes the noise through the reverse process and finally generates a sample 𝑥0,

which can be defined as 𝑝𝜃((𝑥𝑡−1|(𝑥𝑡).

2.1 The Principle of DDPM 

In the forward process, let 𝑥0, 𝑥1………𝑥𝑛 represent the gradual addition of Gaussian noise to an image

until the image becomes completely noisy. This process can be described as shown in Figure 1. 

Figure 1. The forward process of DDPM. 

It should be noted that the degree of noise added in each step is not uniform. It is controlled by weight 𝛽 and its value must be gradually increased. For example, it normally ranges from 0.0001 to 0.02. The 

actual noise added is represented by 𝛼, which is defined as 𝛼𝑡 = 1 − 𝛽𝑡 to represent the weight of the

noise at step 𝑡. Since the image obtained at each step depends on the image from the previous step plus 

the noise 𝑧~ 𝑁(0, 1) of the current step, that is the model relies on a Markov chain, the image at any 

step can be obtained by 𝑥𝑡 = √𝛼𝑡𝑥𝑡−1 + √1 − 𝛼𝑡𝑧𝑡 . As the diffusion process continues, the noise

content of the image will increase until it reaches a point where the entire image is comprised of noise. 

Due to the recursive nature of the model, the diffusion process does not occur in discrete steps during 

training. Instead, the model directly calculates the relationship between the original image and the noise 

image at any given step. This relationship is represented by the cumulative product of all steps, denoted 

by 𝛼𝑡̅̅ ̅. In the reverse process, the model must restore the noise to the image (Figure 2), Although it is

challenging to determine 𝑝𝜃(𝑥𝑡−1|𝑥𝑡) directly, 𝑥0 and 𝑥𝑡 are known in the forward process, which is

available to calculate posterior probability 𝑞(𝑥𝑡−1|𝑥𝑡, 𝑥0) to estimate the mean and variance of

reverse-process distribution. After Bayesian transformation, the goal can be transformed into 

calculating the distribution (2), (3), (4). 

Figure 2. The reverse process of DDPM. 
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𝑞(𝑥𝑡−1|𝑥𝑡, 𝑥0) = 𝑞(𝑥𝑡|𝑥𝑡−1, 𝑥0) 𝑞(𝑥𝑡−1|𝑥0)𝑞(𝑥𝑡|𝑥0) (1) 𝑞(𝑥𝑡−1|𝑥0) = √𝛼𝑡−1̅̅ ̅̅ ̅̅ 𝑥0 + √1 − 𝛼𝑡−1̅̅ ̅̅ ̅̅ 𝑧𝑡−1~𝑁(√𝛼𝑡−1̅̅ ̅̅ ̅̅ 𝑥0, 1 − 𝛼𝑡−1̅̅ ̅̅ ̅̅ ) (2)𝑞(𝑥𝑡|𝑥0) = √𝛼𝑡̅̅ ̅𝑥0 + √1 − 𝛼𝑡̅̅ ̅𝑧𝑡~𝑁(√𝛼𝑡̅̅ ̅𝑥0, 1 − 𝛼𝑡̅̅ ̅) (3) 𝑞(𝑥𝑡|𝑥𝑡−1, 𝑥0) = √𝛼𝑡𝑥𝑡−1 + √1 − 𝛼𝑡𝑧𝑡~𝑁(√𝛼𝑡𝑥𝑡−1, 1 − 𝛼𝑡) (4)
Since all three distributions are normal distributions, but with different means and variances, according 

to the normal distribution probability density function, the mean (𝜇) and variance (𝜎  ) of the reverse-

process distribution can be obtained: 𝜎2 = 𝛼𝑡𝛽𝑡 + 11 − 𝛼𝑡−1̅̅ ̅̅ ̅̅ 𝑥𝑡−12 (5) 

𝜇 =  1√𝛼𝑡 (𝑥𝑡 − 𝛽𝑡1 − 𝛼𝑡̅̅ ̅ 𝜖𝜃) (6) 

Where 𝜖𝜃 is the predicted value of 𝑧. Finally, the loss function can be defined as follows:𝐿𝑠𝑖𝑚𝑝𝑙𝑒(𝜃) =  𝐸𝑡,𝑥0,𝑧 ∥ z −  𝜖𝜃 (√𝛼𝑡̅̅ ̅𝑥0 + √1 − 𝛼𝑡̅̅ ̅𝑧, 𝑡) ∥2 (7) 

2.2 The Improvements of DDPM 

Although DDPM has made considerable achievements, it still has shortcomings. [20] found that adding 

linear noise may cause the 𝛼𝑡̅̅ ̅ to approach 0 too quickly, which may damage data information quickly

during training. It proposes adding a certain amount of cosine noise in the forward process, which can 

obtain better log-likelihoods. [21] established a noise signal in a learnable format and incorporated 

Fourier features into the input of the network, enabling the prediction of noise. These enhancements 

exceed the performance of autoregressive models. [22] put forth a methodology for dynamically 

adjusting the noise parameters with the objective of enhancing the denoising capabilities of the model, 

thereby improving the quality of the synthesized results. [23] introduced an Adversarial Purification 

approach, which incorporates noise and adversarial images into the forward process. In the reverse 

process, it is necessary to remove both the noise and the adversarial perturbation, while retaining the 

main content of the input image. This has the effect of improving the classification task. [24] presented 

a non-Markovian mechanism that renders the sampling process deterministic in the reverse process. This 

improvement has led to an improvement in the efficiency of the sampling process. 

Some researchers have employed a combination of signal-processing techniques with DDPM. The 

wavelet transform is a widely utilized signal-processing technique that enables the decomposition of 

signals into components with varying frequencies and time resolutions. In the field of image processing, 

the wavelet transform is a valuable tool that can assist in the analysis and processing of information at 

different scales and frequencies within images. Its applications include tasks, such as image denoising, 

compression and feature extraction. In a recent study, [25] developed a model that combined wavelet 

and DDPM for 3D medical scans. This model performed a wavelet transform on the input to predict 

both wavelet coefficients and noise. [26] posited that the use of wavelet transform can mitigate the long-

term inference issue by transferring the image reconstruction task from the spatial domain to the wavelet 

domain. [27] also used a similar concept, proposing a Stage-by-stage Wavelet Optimization Refinement 

Diffusion model, which takes wavelet transformation to improve the robustness of the model. The 

authors further argued that wavelet transform can facilitate the disentanglement of image content and 

features at varying scales, thereby enhancing the stability of the model-training process. [28] extracted 

the high-frequency and low-frequency information of the image after wavelet transformation in order to 

accelerate the training of the model without compromising the quality of the output. 

3. DDPM WITH WAVELET PACKET TRANSFORM

This study implemented the following improvements based on DDPM. Firstly, the Wavelet Packet 

Transform (WPT) was initially introduced in the training stage. In this stage, the original data was 

transformed into wavelet packets to obtain sub-bands at different scales and frequencies. The diffusion 
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process was applied to the sub-bands of each scale and frequency to gradually add noise, which helps 

the model better extract data features and improve training stability. In the sampling stage, the original 

image was reconstructed using the inverse wavelet packet transform (IWPT). Moreover, a polynomial 

noise schedule was devised with the objective of reducing abrupt change of noise level. This strategy 

allows for the addition of noise in a more gradual and smoother manner, thereby reducing the potential 

for information loss. 

3.1 Principle of Wavelet Packet Transform 

The wavelet transform is a mathematical tool that employs various wavelets to decompose a signal into 

low-frequency and high-frequency components including the Morlet, Daubechies and Haar wavelets. 

Wavelet transform can provide both time and frequency information. It has a wide range of applications 

in image denoising, image compression, feature extraction and so forth. Wavelet packet transform is a 

generalization of wavelet transform, allowing further decomposition of the approximate and detailed 

parts of the signal. It provides finer frequency resolution by recursively decomposing all frequency 

bands of the signal. Specifically, for the discrete signal 𝑓(𝑡), its decomposition by wavelet packet 

transform can be expressed as follows: 𝑊𝑗,𝑘(𝑡) =  ∑ 𝑓(𝑡)𝜓𝑗,𝑘(𝑡)𝑡 (8) 

In this context, 𝜓𝑗,𝑘(𝑡) represents the function of the wavelet packet transform, with j and k denoting

the scale and position parameters, respectively. The reconstruction of the inverse wavelet packet 

transform can be defined as follows: 𝑓(𝑡) = ∑  𝑗 ∑ 𝑊𝑗,𝑘𝜓𝑗,𝑘(𝑡)𝑘 (9) 

The characteristics of WPT are employed to perform multi-scale processing on the model. Multi-scale 

analysis facilitates the capture of structural information within the data, thereby enhancing the quality 

of the denoising and reconstruction process. The addition of noise to different frequency components 

independently serves to render the distribution of noise more reasonable, which in turn improves the 

quality of the generated data. 

3.2 Wavelet Packet Transform on DDPM 

In the forward process, let  𝑥 ∈ ℝ𝐷×𝐻×𝑊 denote the input data. During the experiment, the three-level

wavelet packet transform of Haar was employed on the input data, with 𝑙  and ℎ  indicating low-

frequency and high-frequency sub-bands, respectively. Following the application of the wavelet packet 

transform to the first layer, four sub-images can be derived, which are: 𝑥𝑙𝑙1 , 𝑥𝑙ℎ1 , 𝑥ℎ𝑙1
, 𝑥ℎℎ1 , all of which

are elements of ℝ𝐷2×𝐻2 ×𝑊2 . Subsequently, the two dimensions of 𝑥𝑙𝑙1  and 𝑥𝑙ℎ1  are concatenated in the width

direction and the two dimensions of 𝑥ℎ𝑙1  and 𝑥ℎℎ1  are concatenated in the height direction. Finally, the

two aforementioned structures are concatenated to obtain the matrix 𝑥1 ∈ ℝ𝐷×𝐻×𝑊. As with a binary

tree, it can be demonstrated that 16 sub-images can be obtained in the second layer and 64 sub-images 

in the third layer. Similar operations are then performed on the second and third layers to obtain 𝑥2 and𝑥3, which are subsequently spliced from each level to finally yield 𝑦 ∈ ℝ3(𝐷×𝐻×𝑊), which is then used

for DDPM processing. The complete training and sampling process of the model is as follows: 

Figure 3. The pipeline of WPT diffusion. 
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__________________________________        __________________________________ 

Algorithm 1 Training                Algorithm 2 Sampling 

Repeat 𝑦𝑡~𝑁(0, 𝐼)𝑦0 = 𝑊𝑃𝑇(𝑥0) for t = T,…,1 do 

T~Uniform (1,…,T)  z 𝜖~𝑁(0, 𝐼) 𝜖~𝑁(0,1)                                                                    𝑝𝜃 = (𝑦𝑡−1|𝑦𝑡 , 𝑧, 𝜖𝜃(𝑦𝑡 , 𝑡))𝑞(𝑦𝑡|𝑦𝑡−1) = 𝑁(𝑦𝑡 , √𝛼𝑡𝑦𝑡−1, (1 − 𝛼𝑡)𝐼)                𝑥0 = 𝐼𝑊𝑃𝑇 (𝑦0)

Take gradient descent step on                        return 𝑥0
𝜃 ∥ 𝜖 − 𝜖𝜃(𝑦𝑡 , 𝑡) ∥2

Until converge 

__________________________________        ___________________________________ 

During the training process, the input data is transformed by WPT into several sub-bands and all sub-

band signals are spliced and trained in the WPT domain rather than in the original pixel domain. In the 

sampling process, the distribution of 𝑦𝑡 is first determined to be 𝑁(0, 𝐼) and the entire reverse process is 

then applied to obtain all sub-images. The image 𝑦0 is finally reconstructed by performing an inverse

wavelet packet transform (IWPT). 

3.3 Polynomial Noise Schedule 

Linear noise schedules may bring abrupt changes in noise level during training, which causes 

information disruption too quickly during training, especially for images with lower resolution (less than 

or equal to 64× 64) [20]. To avoid this phenomenon, this research designs a polynomial noise schedule, 

where this noise strategy is smoother in the process of adding, especially at 𝑡 = 0 and 𝑡 = 𝑇. It is milder 

in noise changes than the linear schedule and cosine schedule, which helps the stability of training and 

avoids instability of training caused by sudden noise changes.  𝛽𝑡 = 𝛽0 + (𝛽𝑇 − 𝛽0)(𝑡𝑇)𝑝 (10) 

As Equation (10) shows, let 𝛽  be the parameter to control the noise level, where 𝛽 ranges form 𝛽0 to 𝛽𝑇,

t and T denote the current step and max step. By adjusting the power parameter 𝑝, the growth rate of 𝛽 

can be controlled, thereby affecting the smoothness of the cumulative product of  𝛼𝑡̅̅ ̅ . 𝑝  is the

hyperparameter to adjust the smoothness of function. 𝑝 = 2 is default setting during training, which is 

experimentally workable. Figure 4 shows that this noise schedule is smoother than the linear strategy 

and cosine strategy at the beginning and end of training. 

Figure 4. Compassion between different noise schedules. 
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3.4 Theoretical Analysis 

In comparison to the conventional DDPM model, the methodology presented in this study offers 

enhanced capabilities in several key areas. Initially, the wavelet packet transform is capable of 

decomposing an image into sub-images of varying frequencies and directions, thereby encompassing 

the multi-scale characteristics of the original image. Moreover, it enables the separation of high-

frequency and low-frequency components within an image, thereby facilitating the processing of these 

components in isolation and the reduction of blurring effects in the generated image. During the 

diffusion process, the model is capable of processing sub-images of varying frequencies in a manner 

that preserves and restores details and coarse information in a more optimal manner. In addition, the 

wavelet packet transform enables the separation of different image features, thereby enhancing the 

model's resilience to noise and other disturbances. Sub-images of varying frequency bands can be 

processed independently during the diffusion process, reducing mutual interference between different 

frequency bands. This improves the stability and quality of the generated image. Furthermore, 

polynomial noise schedule ensures a smoother way to add noise to each sub-image, which will contribute 

to the stability of model training. 

4. EXPERIMENTS

The proposed model is evaluated with 200-epoch training on two distinct datasets: SOCOFing and 

NIST4 which are mentioned before. During the experiment, the architecture is based on U-Net included 

two attention blocks with a learning rate of 0.0001, 𝛽 ranging from 0.0004 to 0.02 and a maximum step 𝑇 of 1000. Finally, images with a resolution of 64×64 are generated. 

4.1 Datasets 

The Sokoto Coventry Fingerprint Dataset (SOCOFing) is a biometric fingerprint database created for 

academic-research purposes. This dataset comprises 6,000 fingerprint images with a resolution of 

96×103 pixels, captured from 600 subjects of African descent. Each image is accompanied by a set of 

attributes, including gender, hand and finger name labels, as well as a sub-set of altered fingerprint 

images. This experiment employs all 6,000 real fingerprint images as training data. 

NIST Special Database 4 (NIST 4) is a tool for evaluating fingerprint systems and contains 2000 8-bit 

grayscale fingerprint pairs, totaling 4000 images with 512×512 resolution. The database may be 

employed for the purposes of algorithm development, system training and testing. The experiment 

utilizes all 4,000 images as training data. 

4.2 Progressive Generation 

First, to verify the effectiveness of the proposed model, a sample was taken every 100 steps at 𝑇=1000 

and 10 images were generated to observe the reverse diffusion process. As shown in Figure 5, which 

illustrates the reverse process of the proposed model, the image starts with noise, then evolves to the 

fingerprint outline and finally to a recognizable fingerprint texture. This result is indicative of the 

effectiveness of the model proposed in this research. 

Figure 5. The reverse process of the proposed model. 
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4.3 Results of Quality Evaluation 

In the quality assessment, this sub-section firstly employs the Frechet Inception Distance (FID) [29] and 

Inception Score (IS) [30] as evaluation metrics on both SOCOFing and NIST4. FID and IS are two of 

the most commonly used metrics for evaluating the quality of images generated by generative models. 

Both require the utilization of pre-trained Inception v3 networks. The following models are employed 

for comparative purposes: DDPM (Vanilla) [14], DDPM (Wavelet) [25] and FingerGAN [12]. The 

results are presented in Table 1. 

Table 1. The comparison between different models on IS and FID. 

Model SOCOFing NIST4 

FID IS FID IS 

DDPM(Vanilla) [14] 64.61 2.26 −+0.16 62.71 2.69 −+0.19
DDPM (Wavelet) [25] 62.96 2.33 −+0.11 60.53 2.73 −+0.21

FingerGAN [12] 70.35 2.12 −+0.14 69.21 2.33 −+0.12
Proposed Model 61.64 2.42 −+0.13 59.65 2.72 −+0.11

Table 1 demonstrates that the proposed model outperforms the other three models in terms of both FID 

and IS in the majority of scenarios. Nevertheless, the IS of DDPM (Wavlet) is marginally superior to 

the proposed model on the NIST4 dataset. This indicates that the proposed model is capable of 

generating high-quality and diverse results. Furthermore, this sub-section presents a comparative 

analysis of the images generated by all models, as illustrated in Figures 6 and 7. The data represented 

by the labels 1, 2, 3, 4, 5 in Figures 6 and 7 is real data, data generated by FingerGAN, data generated 

by DDPM, data generated by DDPM (wavelet) and data generated by the proposed model, respectively. 

In terms of visual quality, the four models demonstrate satisfactory performance on SOCOFing. 

However, the results produced by Finger GAN are not sufficiently diverse and the model proposed in 

this paper is more effective at generating fingerprint texture and structure. Furthermore, given the high 

resolution of the NIST4 original data, reaching at 512×512 resolution, it is not evident that there is a 

discernible visual difference between the four models at the resolution of 64×64. 

(1)   (2)                          (3)                            (4)     (5)  

Figure 6. The generated results from each model on SOCOFing. 

(1)   (2)                           (3)                            (4)               (5)          

Figure 7. The generated results from each model on NIST4. 

In addition, as both FID and IS depend on the pretrained model, this sub-section also employs SSIM 

and MS-SSIM to assess the performance of the model. SSIM (Structural Similarity Index) is an index 

that gauges the similarity of two images. It considers the image's brightness, contrast and structure. MS-

SSIM (Multi-scale SSIM) is an extension of SSIM that assesses the structural similarity of images at 

different scales. For the SOCOFing dataset, the generated original images were resized to 64×64 24-bit 

width. For the NIST4 data set, the generated original images were resized to 64×64 8-bit width. Finally, 
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the Average SSIM and Average MS-SSIM were calculated, as shown in Table 2. 

As can be seen from Table 2, in general, the value of MS-SSIM is lower than that of SSIM. This 

discrepancy may be attributed to the fact that MS-SSIM considers the structural similarity of images at 

multiple scales, thereby providing a more comprehensive image-quality assessment. It can be observed 

that the proposed model exhibits better performance in both SSIM and MS-SSIM, particularly in SSIM 

on NIST4, where its score is considerably higher than those of other models. This may indicate that the 

proposed model is more adept at maintaining image quality. In addition, The MS-SSIM metric also 

demonstrates that the proposed model exhibits certain advantages when dealing with scenes involving 

image scaling or multi-scale characteristics. 

Table 2. The comparison between different models on SSIM and MS-SSIM. 

Model SOCOFing NIST4 

SSIM MS- SSIM SSIM MS- SSIM 

DDPM(Vanilla) [14] 0.239 0.215 0.441 0.281 

DDPM (Wavelet) [25] 0.261 0.227 0.452 0.262 

FingerGAN [12] 0.227 0.203 0.346 0.272 

Proposed Model 0.253 0.239 0.495 0.295 

4.4 Ablation Study 

In order to ascertain the effect of each modification to the model on its overall performance, an ablation 

study is conducted in this sub-section. The present study proposes the utilization of the Wavelet Packet 

Transformation (WPT) technique to decompose the original data into a number of sub-bands. Prior 

research has demonstrated that the application of wavelet transformation has resulted in a more stable 

training process. Wavelet packet transformation (WPT) is an extension of wavelet transformation (WT) 

offering a more detailed frequency decomposition. In comparison to WT, WPT further decomposes all 

components (including low-frequency and high-frequency) at each decomposition level, thus facilitating 

the extraction of more accurate features, which in turn improves the stability and quality of image 

generation. By training at 200 epochs, the loss changes between vanilla DDPM and the DDPM with 

WPT are shown in Figure 8. Obviously, these two models converge at approximately 20 epochs, but the 

loss of vanilla DDPM fluctuates. In contrast, the loss of DDPM with WPT is more stable.  

Figure 8. Loss comparison between DDPM and DDPM with WPT. 

According to Table 3, the proposed improvements have led to an enhancement in the model performance, 

with WPT exhibiting the most notable improvement. Although the contribution of Polynomial noise 

schedule is not as great as that of WPT, it is demonstrably superior to the original linear schedule. 

Table 3. The ablation study of each component. 

Model SOCOFing NIST4 

FID IS FID IS 

DDPM (Linear) 64.61 2.26 −+0.16 62.71 2.69 −+0.19
DDPM (Linear +WPT) 61.77 2.37 −+0.21 60.22 2.71 −+0.13
DDPM (Polynomial) 63.89 2.29 −+0.14 61.98 2.70 −+0.14

DDPM (Polynomial +WPT) 61.64 2.42 −+0.13 59.65 2.72 −+0.11
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5. CONCLUSION AND FUTURE RESEARCH

This study proposes an improved version of DDPM for the task of fingerprint generation. Firstly, 

wavelet packet transform is used during training, which allows the model to better extract data features 

on different sub-bands. Secondly, a better noise schedule is developed to make noise addition smoother 

during the training process. The results of the experiments demonstrate that the proposed model exhibits 

superior performance compared to previous models. Nevertheless, the inference time remains 

comparable to that of the original DDPM, which represents a potential avenue for future research. 

Besides, the current equipment limits the resolution of the images generated by this model to 64×64, so 

the objective is to apply this model to a higher resolution in the future. It would be beneficial to explore 

the potential of this model for generating text and video as well. 
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ملخص البحث:
تتتتتتتي قع دنب  ناة تتتتتتت  تتتتتتتّقع ديةتتتتتتتقل    تتتتتتت  د تتتتتتتب ةد  دن   شّ تستتتتتتتبية تقنياتتتتتتت  تصياتتتتتتتقع تلىاتتتتتتت  لش

تتتتتتتت ائ دعحبّتتتتتتتقن  ن  ب تتتتتتتتق  دنصتتتتتتتق     تتتتتتتت  GANsدنب يقفستتتتتتتا    ال ّميتتتتتتتم دنيّ  إزدنتتتتتتتت  (. وحتتتتتتتتة تق
تتتتتت ا    تتتتتتي قع فتتتتتت  دن ة تتتتتتة لتتتتتت DDPMدنض  ( ّ  تتتتتتُ ّىتتتتتتتل  فق  اتتتتتت ا لتتتتتت  انتتتتتت  دني تتتتتت   لتتتتتت  دن  

ض ح.  دنس ايق   هقعل ع  اّق فاّق  ب   ق لقنبي ُّ  ودن  
تتتتت    صتتتتت      تتتتت  تصياتتتتت    ( نب ناتتتتتة DDPMفتتتتت  هتتتتتند دنيعتتتتتول   ّتتتتتم    تتتتت  تعتتتتت  ل  ّتتتتت ائ  لعس 

تتتتتتلش  تتتتتت ش  فل اتتتتتت  ليعق تتتتتتقع  ّقع ديةتتتتتتقل . ولقنبعة تتتتتتةل فك  تتتتتتُ  تتتتتتب   ت  اتتتتتت  دشّ تتتتتت  ص إنتتتتتت  ة   ّ ن
تتتتتت ش  دنّ    تتتتتتقع   ( دنبتتتتتت  WPTتلدُّد تتتتتت   فل اتتتتتت   ل ب  تتتتتت ل وانتتتتتت  لق تتتتتتب ةد   ل صتتتتتت  تع  تتتتتتم ح 

ستتتتتتتبل   ا لتتتتتتتنن  DDPMت  تتتتتتتم تصياتتتتتتت    ( ت ّتتتتتتتم  يتتتتتتتة لستتتتتتتب ً ّىتتتتتتتتل لع  اتتتتتتت ا وت ّتتتتتتتا ال ل 
 قلتتتتتم . لتتتتت   قحاتتتتت  ّختتتتتلًل تتتتتت   د تتتتتب ةد  تصياتتتتت    ة تتتتتةص  ن ب  خّتتتتتق ي دنياق تتتتتقع   تتتتت   عتتتتت   د اتتتتتق  

تتتتتت ا ل لعاتتتتتتو ت تتتتتت    ّ اتتتتتت   تتتتتت ا  نبعتتتتتتم  لعتتتتتتم  دع تتتتتتبلدتا ا  دن ع اتتتتتت  نّ قن تتتتتت  دنض  لتتتتتت  دنض 
م ل  دنض  ا  ّىتل     .  دنب  قل 

تتتتتّقع ديةتتتتتقل  ّ  شّ ّ  تتتتتقع دنياق تتتتتقع دنّب   صتتتتت  ليش و تتتتتة للهيتتتتتم دنب  تتتتتق م    تتتتت   تتتتتةد  لتتتتت  لش  
تتتتتقا تتتتت ائ دنّصبتتتتتلح فتتتتت  هتتتتتند دنيعتتتتتو  ب تتتتت       تتتتت   تتتتتةد  لتتتتت  دنيّ  ئ دنّ تتتتتقلو  دنتتتتت د دص فتتتتت  دنيّ 
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ABSTRACT 

In the era of digital journalism, the classification of Arabic news presents a significant challenge due to the 

complex nature of the language and the vast diversity of content. This study introduces a novel multi-channel 

deep-learning model, CLGNet, designed to enhance the accuracy of Arabic-news categorization.  By integrating 

Convolutional Neural Networks (CNNs), Long Short-Term Memory (LSTM) and Gated Recurrent Units (GRUs), 

the proposed model effectively processes and classifies Arabic-text data. Extensive experiments were conducted 

on multiple datasets, including CNN, BBC and OSAC, where the model achieved outstanding accuracy and 

robustness, outperforming existing methods. The findings underscore the effectiveness of our hybrid model in 

addressing the challenges of Arabic-text classification and its potential applications in automated news 

categorization systems. 

KEYWORDS 

Convolutional neural networks (CNNs), Long Short-Term Memory (LSTM), Gated Recurrent Units (GRUs), 

Word embedding, Arabic-text classification. 

1. INTRODUCTION

In recent times, digital data has become indispensable in every aspect of modern life, significantly 

impacting the quality of organizations and financial environments. The focus on data and information 

quality has intensified in both business and academic realms [1]. The news industry holds particular 

significance as a purveyor of quality information, essential for the success of any news organization 

[2]. 

However, like many other industries, journalism has been profoundly affected by the digital 

revolution, with online news consumption surpassing print media in recent years. Blogs, social media 

and online-only newspapers have become increasingly important sources of news, particularly for 

younger demographics. According to the latest Digital News Report from the Reuters Institute, while a 

percentage of 32% of the Flemish population still relies on print media, a staggering 78% now obtains 

news online. Online news consumption has remained stable over the past five years, while newspaper 

consumption has experienced a significant decline [3]. 

Consequently, scientists and researchers have endeavored to automate the news-classification process, 

prompting the development of strategies to identify similarities among news articles and categorize 

them automatically. This involves categorizing unknown texts to extract their meaning. Formally, this 

task involves assigning categories to a set of texts represented by x = x1, x2..., xn, labeled with values 

from a set of categories represented by l = l1, l2..., ln. A classification model is trained using a training 

dataset, establishing a relationship between features and class labels. The unidentified category of a 

text can then be determined using this trained model. However, manually completing this task for 

unannotated documents is labor-intensive and time-consuming. Text classification has found success 

in numerous fields, including sentiment analysis, information retrieval, spam-mail detection and more 

[4]. 

Deep-learning algorithms, particularly in Natural Language Processing (NLP) and text categorization, 

have gained prominence for their ability to enhance efficiency in maintenance and refurbishment 

projects. These algorithms, such as Artificial Neural Networks (ANNs), Deep Neural Networks 

(DNNs), Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs), Deep Belief 

mailto:hi@usms.ma
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Networks (DBN) and Long Short-Term Memory (LSTM), employ multi-stage, non-linear processing 

models to abstractly represent data. Recent advancements in text processing, machine learning, 

training datasets and processing power have bolstered the field’s progress [5]. 

Given the limited resources for Arabic-text classification and the burgeoning amount of Arabic data    

on the internet, there’s a pressing need for systems to manage this significant volume of data. This 

work proposes a hybrid approach to automate Arabic-news categorization, integrating LSTM, CNNs 

and gated recurrent units (GRUs) to train a classifier across various news datasets. Natural-language 

processing (NLP) techniques are employed for processing Arabic texts. The subsequent sections of 

this article detail the analysis of text classification using deep-learning models, the comprehensive 

strategy and methodology, discussion and experimental results on popular datasets and finally, 

conclusions and future-research perspectives. 

2. LITERATURE REVIEW

Machine learning and deep learning have significantly advanced natural-language processing (NLP) 

across various applications, including machine translation [6]-[7], entity resolution [8]-[10], sentiment 

analysis [11]-[12], question-answering systems [13]-14] and Arabic-news classification [15]-[16]. 

In recent years, the field of Arabic-news classification has seen considerable advancements, yet it 

remains fraught with challenges that impede the efficacy of these systems. The primary issue at the 

heart of this research is the inherent complexity of the Arabic language, characterized by its rich 

morphology, diverse dialects and unstructured nature. This linguistic complexity poses significant 

hurdles in natural-language processing (NLP) [17], particularly in the domain of feature extraction and 

model training. Additionally, there is a notable research gap concerning the evaluation and 

enhancement of Arabic-specific models, in the context of fake-news detection—a critical area given 

the rise of misinformation on social-media platforms. The following literature review delves into the 

current methodologies and innovations aimed at overcoming these challenges, exploring various 

approaches to feature augmentation, supervised-learning and deep-learning techniques in Arabic NLP. 

To address feature sparsity, Zhang et al. proposed augmenting features in non-negative matrix 

factorization with term (T) and word (W) sets [18]. They introduced clustering indicators to enhance 

the text-word clustering process, achieving significant improvements over Word2vec and Character-

level CNN in testing on diverse datasets, including Twitter sports. 

Ameur et al. explored supervised-learning approaches for Arabic-text categorization, integrating static, 

dynamic and fine-tuned word embeddings with RNNs and CNNs [19]. Their models, tested on the 

OSAC dataset, demonstrated remarkable effectiveness and performance enhancements. By 

amalgamating Convolutional Neural Networks and Bidirectional General Recurrent Units, their 

methods significantly out- performed standard CNN and RNN models, boosting the F-score for Arabic 

text categorization by 98.61 percentage points. 

Bdeir and Ibrahim delved into Arabic-tweet classification using two primary deep-learning 

approaches, CNN and RNN approaches [20]. Leveraging the Twitter API, they amassed 160,870 

Arabic tweets spanning various topics, such as criminal accidents, entertainment, sports and 

technology. The dataset was divided into 90% (144K tweets) for training and validation and 10% (16K 

tweets) for testing. Despite feature sparsity in short texts, they found that all deep-learning models 

performed comparably, achieving a macro-F1 accuracy of 90.1%. CNN, RNN-LSTM and RNN-GRU 

approaches yielded results ranging from 92.71% to 92.95%. 

Hassanein et al. [21] presented a model specifically designed to enhance feature selection for Arabic 

text classification. They address the challenge posed by the unstructured nature of Arabic text, which 

complicates machine processing. The authors proposed a multi-step feature-selection approach 

utilizing the Al-Khaleej-2004 corpus, which encompasses a broad range of news categories. Their 

methodology begins with pre-processing to extract highly weighted terms that represent the 

documents’ content. This is followed by several steps aimed at refining the feature set. The 
effectiveness of their feature selection method is evaluated using four classifiers: Naïve Bayes (NB), 

Decision Tree, CART and KNN classifiers. The study, conducted using WEKA and MATLAB, 

compares the classifiers based on precision, recall, F-measure and accuracy. Among the classifiers 

tested, CART classifier demonstrated the best performance, while KNN classifier was found to be the 
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least effective. 

Al Qadi et al. [22] presented a scalable approach for automatically tagging Arabic-news articles using 

shallow learning techniques. The study focused on the creation and utilization of two extensive 

datasets derived from various Arabic-news portals. The first dataset comprises 90,000 single-labeled 

articles spanning four domains: Business, Middle East, Technology and Sports. The second, larger 

dataset contains over 290,000 articles with multiple tags. These datasets have been made freely 

available to the Arabic computational linguistics research community, facilitating further research in 

the field. To validate the effectiveness of the datasets, the authors implemented ten different shallow 

learning classifiers. Additionally, an ensemble model was developed to combine the top-performing 

classifiers using a majority-voting mechanism. The classifiers demonstrated strong performance on the 

first dataset, with accuracy ranging from 87.7% (AdaBoost) to 97.9% (SVM). Analysis of the 

misclassified articles highlighted the limitations of single-label classification and underscored the 

importance of adopting a multi-label approach for improved accuracy. 

Tahseen et al. [23] proposed the use of deep-learning techniques for detecting Arabic fake news, 

utilizing a dataset called AraNews, which includes articles from diverse fields, such as politics, 

economy, culture and sports. In their study, the authors introduced a Hybrid Deep Neural Network 

designed to enhance detection accuracy. This network combines the strengths of Text-Convolutional 

Neural Networks (Text-CNNs) and Long Short-Term Memory (LSTM) architectures. Specifically, 

Text-CNN is employed to extract relevant features, while LSTM handles the long-term dependencies 

within the text sequences. The hybrid model’s performance was evaluated against the individual 

performances of Text-CNN and LSTM architectures. The results demonstrated that the Hybrid Deep 

Neural Network achieved superior accuracy, with a score of 0.914, compared to 0.859 for Text-CNN 

and 0.878 for LSTM. 

In recent years, the detection of fake news has become increasingly important due to the rapid spread 

of misinformation on social-media platforms. While significant research has focused on English-

language fake-news detection, there has been a notable gap in addressing this issue for the Arabic 

language. A significant contribution to filling this gap was by developing a large and diverse Arabic 

fake news dataset and employing advanced transformer-based models for classification [24], which 

utilize eight state-of- the-art Arabic contextualized embedding models, including AraBERT and 

QaribBERT, to achieve a remarkable accuracy exceeding 98%. This work not only highlights the 

challenges inherent in Arabic natural-language processing, such as variations in dialects and the 

complex structure of the language, but also demonstrates the effectiveness of transformer models in 

tackling these challenges. The study provides a comprehensive comparison with other fake news 

detection systems, underscoring the robustness of these models in accurately identifying fake news in 

Arabic. This research serves as a foundational reference for subsequent studies aiming to improve the 

accuracy and reliability of fake-news detection in non-English languages, particularly in the context of 

Arabic. 

Despite the proliferation of studies focusing on English-language data, there is a conspicuous research 

gap concerning the evaluation of Arabic BERT models in the context of fake-news detection. To 

addresses this gap, rigorously evaluating and comparing the performance of various Arabic BERT 

models have been carried out by using the recently published CT23-dataset [24], which comprises a 

diverse array of Arabic tweets. This research is pivotal in advancing the understanding of how Arabic 

BERT models can be effectively leveraged to combat misinformation in the Arabic language. The 

study thoroughly assesses the performance of five prominent models—“Arabic Base BERT," 
“AraBERTV2.0," “CamelBERT MSA," “ArBERT," and “MarBERT"—revealing that 

“AraBERTV2.0" outperforms the others with a remarkable accuracy rate of 96%. These findings not 

only highlight the potential of Arabic BERT models in addressing the challenge of fake-news 

detection, but also provide valuable insights into the disparities among existing models, offering 

pathways to further enhance the precision of fake-news detection in Arabic. This work contributes 

significantly to the broader discourse on fake-news detection and underscores the necessity of 

continuous evaluation and adaptation of detection methods to keep pace with the evolving tactics of 

misinformation. 
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3. HYBRID APPROACH ARCHITECTURE

Designing an effective classifier entails a series of crucial steps, including text pre-processing and 

model training using deep-learning algorithms. The pre-processing of texts involves employing 

various approaches from the field of natural language processing (NLP), while the training phase 

focuses on fitting the model to pre-processed texts. In this study, a combination of NLP techniques 

was utilized to clean the datasets and extract the features. Subsequently, Convolutional Neural 

Networks (CNNs) [25], Gated Recurrent Units (GRUs) [26] and Long Short-Term Memory (LSTM) 

[26] were chosen for training the model.

3.1 Approaches and Proposed Model 

The architecture of our hybrid approach is depicted in Figure 1, focusing on the development of a 

categorization system capable of classifying unclassified texts. A pre-processed sentence serves as the 

input to the model. Subsequently, the word vector is obtained through the process of word embedding. 

The model comprises several key components, including the pre-processing phase and the training 

phase, each of which will be detailed in the following paragraphs. 

Figure 1. The hybrid architecture of the proposed multi-channel model CLGNet. 

3.2 Derivation Patterns and Pre-processing 

In Arabic, the majority of terms are derived from roots using standard patterns, enabling the derivation 

of various word forms, including verbs, adjectives, nouns and adverbs. The pattern associated with a 

word determines its properties, such as number (plural | singular), gender (feminine | masculine) and 

tense (present, past and future) [27]. 

Given the challenges of utilizing Arabic text directly in the training step to construct the model, a pre-

processing step becomes necessary prior to training. This pre-processing step comprises two main 

components: text cleaning and feature extraction. 

 Text Cleaning

The cleaning process of our datasets initiates with the removal of diacritics (tashkeel) from the text, 

followed by eliminating non-Arabic letters or numerals. Stemming normalization is then applied to 

replace various versions of the same word with its normalized or root form. Next, stop words 

(common words devoid of useful information) are removed, along with any unnecessary letters or 

symbols. Finally, the text undergoes tokenization, wherein it is segmented into its constituent words 

and phrases. 

 Feature Extraction

Feature extraction aims to extract the most pertinent information from a dataset and represent it in a 

machine-readable format. One-hot encoding [28] is a prevalent method for describing categorical 

variables as binary vectors. In machine learning, categorical data like words or integers, is often 

transformed into a numerical representation suitable for input into machine-learning models. One-hot 

encoding entails generating a new binary feature for each distinct category within a feature. For 
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example, if a feature has three distinct categories (A, B and C), three additional binary features—one 

for each category—are created. The original feature is then replaced by these three new binary 

features, with the value corresponding to the original category set to 1 and all other values set to 0. 

3.3 Training and Model Selection 

Following the completion of the pre-processing step, a layer of embedding was generated effectively 

using the pre-processed raw texts. This layer serves as input during the training phase of designing 

classifiers, which is further segmented into various parts. The initial step involves splitting the pre-

processed data into training and test sub-sets, facilitated by the train/test split methodology. 

A common strategy for evaluating the efficacy of a machine-learning model is the train/test split. Here, 

the model is trained using both the training set and the test set. The training set aids in determining the 

correlations between inputs and outputs, while the test set evaluates the model’s ability to generalize to 
new inputs. In this research, balancing the datasets was crucial to enhancing the model’s efficiency 
and performance. To achieve this, a percentage of 50% of the datasets was allocated for training and 

25% for validation, with the remaining 25% being reserved for testing the classifier’s effectiveness. 

Balancing the dataset is vital in deep learning to prevent the model from becoming overly specialized, 

a condition known as overfitting. Overfitting can occur when there is a disproportionate representation 

of one type of data over the other. Common practices to address this imbalance include over-sampling 

the minority group and under-sampling the majority group, thereby redistributing the data in the 

training set to enhance the model’s ability to generalize to new data. 

Figure 2. Class distribution of the datasets before and after balancing. 

This paper utilizes SMOTE (Synthetic Minority Over-sampling Technique) to address class imbalance 

within our datasets. SMOTE is an effective strategy for generating synthetic samples of the minority 

class to match the number of data points in the dominant class. By creating new, plausible data points 

between existing samples, SMOTE enhances the representation of the minority class, which helps 

correct biases that often arise in machine-learning models trained on imbalanced datasets. 

The significance of employing SMOTE lies in its ability to improve model performance and fairness.  

By balancing the dataset, SMOTE ensures that the model learns effectively about the minority class, 

leading to more accurate and reliable predictions. This is particularly important in applications where 
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the minority class is crucial, but underrepresented, such as medical diagnosis or fraud detection, 

ensuring that all classes are treated equitably and improving the overall decision-making accuracy. 

Figure 2 illustrates the class distribution of three of the datasets that we used: the CNN Arabic corpus, 

the BBC Arabic corpus and the OSAC Arabic corpus. The figure reveals the class imbalance inherent 

in each dataset. 

After dividing and evenly distributing the datasets, the data was input into three distinct deep-learning 

models: Convolutional Neural Networks (CNNs), Long Short-Term Memory networks (LSTMs) and 

Gated Recurrent Units (GRUs). The CNN model utilized two convolutional layers with 64 and 32 

filters, respectively and a kernel size of 3. This setup allowed the CNN to detect hierarchical features 

within the text. Following the convolutional layers, a MaxPooling layer with a pool size of 2 was 

applied to down- sample and reduce dimensionality, while a dropout layer with a 0.5 probability was 

used to mitigate overfitting. The output from these layers was then flattened into a one-dimensional 

vector. 

The LSTM and GRU models, each with a single layer of 8 units, were designed to handle sequential 

dependencies in the text. Both models included a dropout layer with a 0.5 probability after their 

respective recurrent layers to prevent overfitting. The outputs of the LSTM and GRU layers were also 

flattened into one-dimensional vectors, preparing them for integration with the CNN features. 

The final step involved merging the outputs from all three models. The flattened feature vectors from 

the CNN, LSTM and GRU models were concatenated into a single, comprehensive feature vector. 

This integrated feature vector was then used to generate predictions through a final prediction model, 

often involving additional dense layers and a softmax activation function to output class probabilities. 

This hybrid approach allowed the model to leverage both local features and sequential patterns, 

enhancing its overall predictive performance. 

Our model is mathematically expressed as follows: 

Let’s assume that the input to the model is a sequence of word embedding x = x1, x2, . . . , xt 

3.3.1 CNNs 

The output of the convolution operation is given in Equation 1: 

h = relu (Wcx + bc)      (1) 

The max-pooling operation can be represented as shown in Equation 2: 

hpool = M ax (h)         (2) 

Finally, the results of the fully connected layer can be illustrated as in Equation 3: 

ycnn = Wf h + bf (3) 

where, Wc is the weight matrix for the convolution operation, bc is the bias term, Wt is the 

weight matrix for the fully connected layer and bf  is the bias term. 

3.3.2 LSTM 

At  each time step t,  the LSTM updates its hidden state ht and its memory cell Ct. The hidden 

state ht is used to make a prediction, while the memory cell Ct is used to retain information 

over time, as described in Equation 4. 

it = σ(Wixt + Uiht−1 + bi) ft = σ(Wf xt + Uf ht−1 + bf ) ot =     σ(Woxt + Uoht−1 + bo)  (4) 

where  Wi,Ui,bi,  Wf ,  Uf ,  bf ,  Wo,  Uo ,and  bo are  the  parameters  of  the  LSTM,  xt is  the  input  at  time 

step t, ht-1 is the hidden state at time step t 1 and σ is the sigmoid activation function. And it is the 

update gate, ft is the forget gate, and ot is the output gate. 

Ct = ftCt−1 + it tanh (Wcxt + Ucht−1 + bc)  (5) 

where Ct-1 is the memory cell at time step t-1 and tanh is the hyperbolic tangent activation function as 

represented in Equation 5. 
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The hidden state ht is updated as shown in Equation 6. 

ht = ot tanh (Ct)    (6) 

Finally, the output passing through a fully connected layer can be represented as in Equation 7: 

ylstm = Wyht + by (7) 

where Wy and by are the parameters of the fully connected layer. 

3.3.3 GRU 

At each time step t, the GRU computes the updated hidden state ht as shown in Equation 8: 

      zt = σ(Wz[ht−1 + xt ] + bz) 

    rt = σ(Wr[ht−1 + xt ] + br     (8) 

     h′t = tanh(Wh[rtht−1 + xt ] + bh) 

ht = (1 − zt) ht−1 + zth′t
where Wz, Wr, Wh, bz, br and bh are learnable parameters of the GRU. σ is the sigmoid function used to 

produce a value between 0 and 1, while the tanh function maps its input to the range (-1, 1). 

Finally, the final hidden state ht can be used to make predictions by passing it through a fully 

connected layer, as shown in Equation 9. 

ygru = Wyht + by (9) 

where Wy and by are learnable parameters and y is the predicted probability distribution over the 

classes. The final output of our model is presented in Equation 10, obtained from Equations 3, 7 and 9: 

Y = [ycnn, ylstm, ygru]              (10) 

4. EXPERIMENTAL RESULTS AND DISCUSSION

This paragraph will delineate the achieved results both before and after balancing our datasets, followed 

by a discussion based on the proposed approach. Additionally, it will entail a comparison between our 

proposed model and other models utilizing the same datasets. We employed 50% of the datasets for 

training purposes, 25% for validation and reserved the remaining 25% for testing. Furthermore, our 

model was trained using an embedding layer size of 250, with a batch size of 512 and 10 epochs and 

compiled with an Adam optimizer. All experiments were conducted on a personal computer with the 

following specifications: an Intel(R) Core (TM) i7-8650U processor, 32 GB RAM and a frequency of 

2.11 GHz. 

The following datasets were utilized in both the training and testing phases of developing our model. 

4.1 Datasets 

To implement and train the models in this research, it is necessary to collect Arabic-news documents 

to use them for these purposes. These datasets were chosen due to their diversity, relevance and 

availability, allowing for comprehensive experimentation and evaluation of the proposed models. By 

leveraging these datasets, this research aims to develop a robust Arabic-news classification system that 

can effectively categorize news articles across different domains and topics. This research utilized 

three popular datasets: 

4.1.1 CNN Arabic Corpus 

CNN Arabic corpus is collected from CNN Arabic website cnnarabic.com. The corpus includes 5,070 

text documents. Each text document belongs to 1 of 6 categories (Business 836, Entertainments 474, 

Middle East News 1462, Science and Technology 526, Sports 762 and World News 1010). The corpus 

contains 2,241,348 (2.2M) words and 144,460 district keywords after stop words removal [29]. 

4.1.2 BBC Arabic Corpus 

BBC Arabic corpus is collected from BBC Arabic website bbcarabic.com. The corpus includes 4,763 

text documents. Each text document belongs to 1 of 7 categories (Middle East News 2356, World 
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News 1489, Business and Economy 296, Sports 219, International Press 49, Science and Technology 

232 and Art and Culture 122). The corpus contains 1,860,786 (1.8M) words and 106,733 district 

keywords after stop-word removal [29]. 

Table 1. CNN Arabic corpus dataset. 

Categories Number of documents 

Middle East 1462 

Business 836 

World 1010 

Entertainment 474 

Sport 762 

SciTech 526 

All 5070 

Table 2. BBC Arabic corpus dataset. 

Categories Number of documents 

Middle East 2356 

Business & Economy 296 

World 1489 

International Press 49 

Sport 219 

Science & Technology 232 

Art & Culture 122 

All 4763 

4.1.3 OSAC Arabic Corpus 

OSAC Arabic corpus is collected from multiple websites. The corpus includes 22,429 text documents. 

Each text document belongs to 1 of 10 categories (Economics, History, Education and Family, 

Religious and Fatwas, Sports, Health, Astronomy, Law, Stories and Cooking Recipes). The corpus 

contains about 18,183,511 (18M) words and 449,600 district keywords after stop words removal [29]. 

Table 3. OSAC Arabic corpus dataset. 

Categories Number of documents 

Economics 3102 

History 3233 

Education & Family 3608 

Religious and Fatwas 3171 

Sports 2419 

Health 2296 

Astronomy 557 

Low 944 

Stories 726 

Cooking Recipes 2373 

All 22,429 

4.2 Evaluation Metrics 

The performance of a model can be effectively assessed by applying evaluation metrics to estimate its 

capabilities and construct the optimal model based on these criteria. During the research for this work, 

Accuracy, Precision, Recall and F1-score were employed [30]. 

In essence, the Accuracy metric gauges the proportion of correctly predicted cases out of the total 

anticipated cases. Precision is determined by dividing the number of correctly predicted positive 

models by the total number of models predicted as positive. Similarly, Recall measures the proportion 

of correctly labeled models (positively classed models). The F1-score, calculated using the harmonic 

mean of Recall and Precision, provides a balanced assessment of a model’s performance. 

Additionally, to evaluate a model’s accuracy in classifying samples as either positive or negative, 
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statisticians commonly use the area under the receiver operating characteristic curve (AUC-ROC). 

Moreover, dissimilarities between expected and realized values can be quantified using techniques, 

such as Mean Squared Error (MSE), Root Mean Squared Error (RMSE) or Mean Absolute Error 

(MAE). Lastly, the Matthews Correlation Coefficient (MCC) is utilized to evaluate accuracy while 

accounting for false positives. 

4.3 Results and Analysis 

This paper presents the findings of several experimental studies conducted to comprehensively assess 

the model across all dimensions. The study commenced with a comparative analysis of evaluation 

metrics before and after dataset balancing. Following this, overfitting graphs were generated to 

scrutinize the stability of the model. Subsequently, the hybrid method was tested against approaches 

grounded in deep-learning algorithms. Finally, a comparison was drawn with existing literature to 

evaluate and validate the proposed approach. 

4.3.1 Comparison of Evaluation Metrics 

This experiment entails comparing the outcomes achieved by our model for each dataset against those 

of three distinct feature-extraction approaches. The ensuing tables present the results obtained. 

Table 4. Performance evaluation of the proposed model for CNN dataset. 

Dataset Accuracy Precision Recall F1-score AUC-ROC MSE RMSE MAE MCC 

Balanced 94.825 94.903 95.052 94.977 0.995 0.015 0.122 0.023 0.932 

Unbalanced 93.195 92.601 93.186 92.827 0.994 0.018 0.133 0.028 0.915 

Table 5. Performance evaluation of the proposed model for BBC dataset. 

Dataset Accuracy Precision Recall F1-score AUC-ROC MSE RMSE MAE MCC 

Balanced 90.346 90.028 79.539 83.698 0.982 0.023 0.150 0.030 0.848 

Unbalanced 88.247 84.082 75.618 78.954 0.981 0.026 0.159 0.040 0.815 

Table 6. Performance evaluation of the proposed model for OSAC dataset. 

Dataset Accuracy Precision Recall F1-score AUC-ROC MSE RMSE MAE MCC 

Balanced 99.356 99.146 99.882 99.514 1.000 0.001 0.038 0.0024 0.989 

Unbalanced 99.086 98.856 98.711 98.782 1.000 0.001 0.037 0.0026 0.989 

The model’s performance was assessed on both balanced and unbalanced datasets. Tables 4, 5 and 6 

illustrate the results, demonstrating notably high performance, particularly for the balanced dataset. 

Specifically, the model achieved accuracies of 94.57%, 90.34% and 99.08% for the CNN, BBC and 

OSAC datasets, respectively. The precision values were 94.12%, 90.02% and 99.04%, while the recall 

values were 94.50%, 79.53% and 98.88% and the F1-scores were 94.30%, 83.69% and 98.93%, 

respectively, for the CNN, BBC and OSAC datasets. 

Moreover, the model exhibited high AUC-ROC values of 0.995 for the CNN dataset, 0.982 for BBC 

and 1.000 for the OSAC dataset, indicating its excellent ability to distinguish between positive and 

negative classes. Additionally, the MSE values were 0.015, 0.026 and 0.001 for the CNN, BBC and 

OSAC datasets, respectively. The RMSE values were 0.122, 0.150 and 0.038 and the MAE values 

were 0.023, 0.030 and 0.0024, respectively. These metrics collectively suggest that the model’s 
predictions were close to the actual class probabilities. 

Furthermore, the MCC values were 0.932, 0.848 and 0.989 for the CNN, BBC and OSAC datasets, 

respectively, indicating the model’s strong ability to correctly classify texts. 

The confusion matrix in Figure 3 for the CLGNet model on the CNN dataset demonstrates its high 

performance across various categories. The model accurately predicts the classes with minimal errors. 

This high level of performance indicates the model’s robustness and reliability, making it well-suited 

for real-world applications in news categorization and content analysis. 

The confusion matrix in Figure 3 for the CLGNet model on the BBC dataset demonstrates the model’s 
performance across various categories. The model effectively categorizes the text data, though there 
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are some misclassifications. This high level of performance indicates the model’s robustness and 
highlights areas where it can be improved for even better accuracy. 

The confusion matrix in Figure 3 for the CLGNet model on the OSAC dataset highlights the model’s 
exceptional performance. This high accuracy and near-perfect precision and recall demonstrate the 

model’s robustness in correctly categorizing the text data across diverse categories. Such performance 

indicates the model’s potential for real-world applications in text-classification tasks, providing 

reliable and accurate results. 

Figure 3. Confusion matrices for CLGNet using three datasets. 

An error-analysis phase was conducted using the confusion matrices generated for each dataset, as 

shown in Table 7. These matrices provide insight into the types of errors made by the model, including 

false positives (FP), false negatives (FN), true positives (TP) and true negatives (TN). By analyzing 

the confusion matrices, we identified specific classes where the model consistently misclassified 

instances, particularly in cases where the classes were similar in context or had overlapping features.  

Table 7. Summary of errors in confusion matrices for CNN, BBC and OSAC datasets. 

In Table 7 CNN dataset, the model showed strong performance in identifying dominant classes, like 

Middle East (TP: 346), but struggled with smaller, more ambiguous categories, like Entertainment, 

where there was a higher incidence of false negatives (e.g., 2 misclassified as Middle East and 1 as 

Business). Similarly, in the BBC dataset, Middle East and World were often confused due to their 

contextual similarities, resulting in a notable number of false positives (e.g. 28 misclassified as Middle 

East). The OSAC dataset presented a more diverse set of classes, with Economics (TP: 774) and 

Dataset Class True Positives False Positives False Negatives Error analysis 

CNN Middle East 346 17 19 Strong classification for dominant classes 

Business 199 12 10 Confusion with World and Middle East 

World 240 13 12 Misclassification with Middle East and Business 

Entertainment 113 7 5 Struggled with classification 

Sport 181 9 9 Occasional confusion with SciTech 

SciTech 122 6 9 Some misclassification with Sport and World 

BBC Middle East 535 35 45 Consistent misclassification with World and Art 

Business & Economy 64 13 10 Confusion with Middle East and World 

World 317 39 40 Confusion with Middle East 

Int. Press 8 11 4 Some misclassification with World and Business 

Sport 46 18 14 Good classification with minor errors 

Sci & Tech 42 18 12 Some confusion with Art 

Art & Culture 20 17 7 Issues with classification, misclassified as Middle East 

OSAC Economics 774 2 1 Strong classification 

History 806 1 0 Some misclassification 

Education & Family 900 0 1 Good performance 

Religious & Fatwas 789 1 0 Strong classification 

Sports 601 0 0 Few misclassifications 

Health 573 1 0 Some misclassification with adjacent categories 

Astronomy 138 1 1 Struggled with classification 

Law 234 1 1 Issues with misclassification 

Stories 174 0 1 Some errors in classification 

Cooking Recipes 593 0 0 Strong classification, few errors 
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Cooking Recipes (TP: 593) being well distinguished, while smaller classes, like Astronomy and Law, 

showed more misclassifications (FPs and FNs). These findings suggest that the model performs well in 

distinguishing between major categories, but struggles with less represented or more contextually 

similar classes. This discrepancy suggests the need for further refinement of the model, particularly 

through targeted training on misclassified examples and the use of more sophisticated feature 

extraction methods to better differentiate between classes with overlapping features. 

4.3.2 Interpretation of Training and Validation Graphs 

In this experiment, we generated plots depicting the training and validation accuracy and loss values to 

thoroughly analyze our model’s performance on the three datasets. The results are illustrated in the 
following graphs. 

In Figures 4, 5 and 6, our model demonstrated convergence to low values in both training and 

validation loss curves. This convergence indicates that the model found weights that minimized the 

difference between predicted and actual class probabilities, as evidenced by the loss converging to 

near-zero values. Such convergence is crucial for effective model training and signifies that the model 

has learned a robust representation of the input data. 

Furthermore, in addition to loss convergence, the accuracy curve also converged to values close to 

one. This convergence suggests that the model’s representations successfully captured the fundamental 
patterns within the data, resulting in correct predictions. The high convergence of accuracy indicates 

that the model generalized well to the validation data, a significant indicator of model success. 

Figure 4. Graph of accuracy/loss training and validation for balanced CNN dataset. 

Figure 5. Graph of accuracy/loss training and validation for balanced BBC dataset. 

Overall, our model demonstrated the ability to learn from training data and generalize effectively to 

validation data. By recognizing data patterns and generating reliable predictions, the model proves 

suitable for text-categorization tasks. 
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Figure 6. Graph of accuracy/loss training and validation for balanced OSAC dataset. 

4.3.3 Comparison with Simple Deep-learning Layers 

In this investigation, for comparative purposes, the model was segmented into three distinct 

components: CNN, LSTM and GRU layers. Each of these layers within our architecture was 

individually executed with identical parameters as the proposed model. This approach aimed to 

evaluate their respective performances and compare them against the performance of our proposed 

method. 

Table 8. Comparative study of different deep-learning algorithms against the proposed model for CNN 

dataset. 

Method Accuracy F1-score Execution time (s) Parameters 

Conv1D 90.138 87.190 87.93 12,601,862 

LTSM 92.110 91.443 121.24 12,532,294 

GRU 93.589 92.878 95.58 12,530,246 

CLGNet 94.825 94.977 669.45 12,664,390 

Table 9. Comparative study of different deep-learning algorithms against the proposed model 

for BBC dataset. 

Method Accuracy F1-score Execution time (s) Parameters 

Conv1D 90.138 87.190 87.93 12,601,862 

LTSM 92.110 91.443 121.24 12,532,294 

GRU 93.589 92.878 95.58 12,530,246 

CLGNet 94.825 94.977 669.45 12,664,390 

Table 10. Comparative study of different deep-learning algorithms against the proposed 

model for OSAC dataset. 

Method Accuracy F1-score Execution time (s) Parameters 

Conv1D 90.138 87.190 87.93 12,601,862 

LTSM 92.110 91.443 121.24 12,532,294 

GRU 93.589 92.878 95.58 12,530,246 

CLGNet 94.825 94.977 669.45 12,664,390 

Tables 8, 9 and 10 reveal that the proposed CLGNet model demonstrates superior accuracy and F1-

score performance compared to other methods. Despite having longer execution times and larger 

numbers of parameters, the performance of our proposed CLGNet model remains acceptable. 

In summary, the findings suggest that CLGNet outperforms other methods in terms of accuracy and 

F1-score, even though it may have longer execution times and a larger number of parameters 

compared to GRU. 
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4.3.4 Comparative Study with Literature 

To evaluate the proposed approach, a comparison with the literature is carried out in this context, 

highlighting diverse methods and results in Arabic-text classification. [31] explored the use of the 

ImpCHI method combined with an SVM classifier on a dataset of 5,070 Arabic documents, 

demonstrating superior performance with an F-measure of 90.50% when 900 features were selected. 

On the other hand, [32] compared traditional vectorization methods, like BOW and TF-IDF, 

employing classifiers, such as RL, SVM and ANN, to provide a comprehensive evaluation of their 

effectiveness. Meanwhile, [33] proposed the ArCAR system, a novel deep-learning approach for 

Arabic-text recognition and classification, achieving  an accuracy of 97.76% on the Alarabiya-balance 

dataset, showcasing the potential of deep learning in this domain. [19] also leveraged deep learning, 

combining CNN and RNN models with various word embeddings, reporting high performance on the 

OSAC dataset, thus validating the effectiveness of hybrid architectures in capturing contextual 

dependencies. Finally, [34] conducted an empirical study comparing five classifiers (SVM, DT, RF, 

KNN and LR) using different feature-vectorization methods, finding that SVM and LR consistently 

outperformed others, especially when feature-vectorization techniques were applied, highlighting the 

stability of these classifiers across different datasets. These studies collectively emphasize the evolving 

landscape of Arabic-text classification, where both traditional and deep-learning methods are 

continuously refined to enhance accuracy and contextual understanding. 

Table 11 provides a comparison of the performance of various models applied to three datasets: CNN, 

BBC and OSAC. The performance measure used is the F1-score, a commonly used metric for 

evaluating the accuracy of a classification model. The table shows that the proposed model 

outperforms the previous models and the other compared approaches in all datasets, with the largest 

improvement seen in all of them. 

Table 11. Arabic-text categorization on the CNN, BBC and OSAC datasets: A comparative evaluation 

of recent works. 

 Dataset Method F1-score  
Approach [31]       90.50 

CNN Approach [32]       93.71 

Proposed Model 94.30 

Approach [33] 69.62 

Proposed Model 83.69 
Approach [19] 98.61 

OSAC Approach [34]       98.91 

Proposed Model 98.93 

To further understand the performance of our proposed model, it is important to consider the unique 

strengths of each component model and how they contribute to the overall effectiveness of the hybrid 

approach. The Convolutional Neural Network (CNN) component excels at identifying local patterns 

and spatial hierarchies within the text, which are crucial for recognizing key phrases that strongly 

indicate specific news categories. This ability to capture localized features allows CNNs to effectively 

process and distinguish between different types of news content. On the other hand, the Long Short-

Term Memory (LSTM) network is adept at retaining long-term dependencies within sequences, 

making it particularly valuable for understanding the broader context of sentences where meaning may 

be derived from distant words or phrases. This capability enhances the model’s understanding of 
nuanced information in longer texts, which is essential for accurate classification. Complementing 

these strengths, the Gated Recurrent Unit (GRU) offers a streamlined approach to handling sequential 

data, providing a balance between maintaining performance and optimizing computational efficiency. 

The GRU’s simplified architecture allows the model to process large volumes of text data more 

quickly, without sacrificing the ability to capture necessary sequential relationships. By integrating 

these models, the hybrid approach leverages the CNN ability to extract critical features, the LSTM’s 
contextual understanding and the GRU’s efficiency, resulting in a robust and highly accurate Arabic 

news classification system. 
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5. CONCLUSION

Arabic-news classification presents a significant challenge in natural-language processing (NLP), 

requiring the categorization of news articles into predefined categories, such as politics, sports and 

entertainment. This task is complex due to the intricate nature of the Arabic language and the vast 

dimensionality of text data. This study addresses these challenges by introducing a multi-channel deep 

learning model, CLGNet, specifically designed for Arabic-text categorization. The model effectively 

analyzes and categorizes Arabic-news articles by employing data cleaning, word embedding, dataset 

balancing and deep-learning techniques including CNNs, LSTM and GRU. On multiple benchmark 

datasets, including CNN, BBC and OSAC, the model achieves impressive accuracies of 94.57%, 

90.34% and 99.08%, respectively, along with F1-scores of 94.30%, 83.69% and 98.93%. Experimental 

results confirm the effectiveness of the proposed model, showcasing high evaluation metrics, such as 

Accuracy, Precision, Recall, F1-score, AUC-ROC, MSE and MCC. Our model significantly 

outperforms other state-of-the-art techniques in analyzing Arabic-news data, demonstrating its 

capability to overcome text-classification challenges and offering a promising solution for various 

NLP applications in Arabic. Future work aims to further enhance the model by integrating new 

methodologies and applying them to big-data scenarios. Additionally, the model will be evaluated on a 

wider range of Arabic datasets to validate its robustness and applicability across diverse linguistic 

domains. 
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ملخص البحث:
لأخبييييييصّلةخايييييي لحّيييييي ب لّ   يييييي  ل  ق ي ييييييصلّق ل بييييييصلحليييييي ية  ل ييييييل فصلّقلي يّ يييييي  ل قيييييي للفييييييالصّييييييللّق مهخي

علّقك بللفالّقخلتوى.ل  ّقطي ب صلّقخ قي ةلق ُّ صلوّقتي وُّ

خ  ل ح يييييل للييييينملّقو لأيييييصل خوعدييييي  لم تكيييييلّ لمت ييييي يللّقق يييييوًّلة يييييت  ل قييييي لّقيييييتي  ُّ لّق خبييييي ّلمّيييييخ 
ييييي ب لّ   ييييي  ل    ّ لأييييييصلح  ي يييييصلّق ل بيييييص.لوة خييييي لّق يخيييييوع لّقخقتيييييل ل   ص بيييييصلقمييييي لحدييييي لحل يييييب للب

بصل  ق ي صلّق ل بص.ص  لم  قجصلوحّ ب ل  يّ لب   ًل َ
لميييييي لمجخوصيييييي ًلّق ب  يييييي ًل وللBBCوللCNNققيييييي لحيييييي يل دييييييلّ لحجيييييي  ملمكا  ييييييصلص يييييي لمجخوصييييييص 

OSACلأيييييي  ل لمت وي لم ت ييييييلةّ  لومت  ييييييص  لص قبييييييص  يييييي لّق يخييييييوع لّقخقتييييييل لميييييي لحلقبيييييي لللأيييييييص  ّلحبيييييينلحخكي
لل. نقكلص  ل  ضلّقطيلقلّقوّ لةلفالحل ب ًلّقخوضوع

يييييي لّق تيييييي   لّقيتييييييالحيييييي يل ّلولLSTMّلولCNNّييييييوالص بهيييييي لف ص بييييييصل خوعد يييييي لّقهجييييييب ل لّقوحؤكي
GRUييييييو ل  ق ي ييييييصلّق ل بييييييصّل   ضيييييي فصل يييييي ب لّق يّ  ّ (لفييييييالم  قجييييييصلّقتيليييييي ية ًلّقخلح طييييييصل ت

ّ  ب لّ     .   ق ل مك  بصلّستخ ّمهلفالّ  ظخصلّ وحوم حبكبصلقت

http://creativecommons.org/licenses/by/4.0/
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       وتكنولوجيا المعلوماتام٬لة الأردنية للحاسوب 

( مجلة علمية عالمية متخصصة محكمة تنشر الأوراق البحثية الأصيلة عالية المس توى JJCITام٬لة الأردنية للحاسوب وتكنولوجيا المعلومات )
 وهندسة الحاسوب والاتصالات وتكنولوجيا المعلومات.في جميع الجوانب والتقنيات المتعلقة بمجالات تكنولوجيا 

( ام٬لة الأردنية للحاسوب وتكنولوجيا المعلومات، وهي تصدر بدعم من صندوق PSUTجامعة الأميرة سمية للتكنولوجيا )وتنشر تحتضن 
ام٬لة وطباعتها وتوزيعها والبحث عنها  دعم البحث العلمي في الأردن. وللباحثين الحق في قراءة كامل نصوص الأوراق البحثية المنشورة في

لى المصدر. ليها. وتسمح ام٬لة بالنسخ من الأوراق المنشورة، لكن مع الاإشارة اإ  وتنزيلها وتصويرها والوصول اإ

 الأهداف وام٬ال

لى نشر آ خر التطورات في شكل آأوراق بحثية آأصيلة  (JJCIT) تهدف ام٬لة الأردنية للحاسوب وتكنولوجيا المعلومات اإ
وبحوث مراجعة في جميع ام٬الات المتعلقة بالاتصالات وهندسة الحاسوب وتكنولوجيا المعلومات وجعلها متاحة للباحثين في 

تصالات ش تى آأرجاء العالم. وتركز ام٬لة على موضوعات تشمل على سبيل المثال لا الحصر: هندسة الحاسوب وش بكات الا
 وعلوم الحاسوب ونظم المعلومات وتكنولوجيا المعلومات وتطبيقاتها.

 الفهرسة

 ام٬لة الأردنية للحاسوب وتكنولوجيا المعلومات مفهرسة في كل من:

 

 

 

 

 فريق دعم هيئة التحرير

 ادخال البيانات وسكرتير هيئة التحرير     ام٭رر اللغوي  

ياد الكوز           حيدر المومني    اإ

جميع الأوراق البحثية في هذا العدد مُتاحة للوصول المفتوح، وموزعة تحت آأحكام وشروط ترخيص  
] Creative Commons Attribution[ )/http://creativecommons.org/licenses/by/4.0(  

 عنوان ام٬لة
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https://www.base-search.net/Search/Results?lookfor=JJCIT&name=&oaboost=1&newsearch=1&refid=dcbasen
https://scholar.google.com/citations?user=88ospLoAAAAJ&hl=en
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