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ABSTRACT 

Current methods for spyware classification lack effectiveness as well-structured datasets are typically absent, 

especially those with directionality properties in their set of features. In this particular research work, the 

efficacy of directionality properties for classification is explored, through engineered features from those on 

existing datasets. This study curates two datasets, Dataset A which includes features extracted from only single 

directional packet flows and Dataset B which includes those from bi-directional packet flows. Classification with 

these features is performed with selected classifiers, where SVM obtained the highest accuracy with 99.88% for 

Dataset A, while the highest accuracy went to RF, DT and XGBoost for Dataset B with 99.24%. Comparing 

these results with those from existing research work, the directional properties in these engineered features are 

able to provide improvements in terms of accuracy in classifying these spywares. 

KEYWORDS 

Datasets curation, Feature engineering, Packet analysis, Spyware classification.   

1. INTRODUCTION 

Cybercrimes are increasing due to careless use of online applications and technologies [1]-[2]. Users 
install various applications on their devices for different purposes, but many are not safe or secure as 
some disguise themselves as normal applications, such as spyware [3]. Spyware, a malicious software, 
is installed on the device, gathers sensitive information and transfers it to third parties without user 
consent [4]. It’s very tricky and challenging to distinguish between spyware and legitimate 
applications, as it disguises itself as a legitimate application [5]. While significant research has been 
conducted on malware, the exploration of spyware has been overlooked. This creates a research gap 
for further investigation of the classification methods. Current spyware-classification methods have 
limitations in feature engineering based on directional properties, which hampers accurate 
classification. The accuracy of existing spyware classification is often hindered due to inadequate 
datasets and insufficient analysis for different classifiers, leading to overfit or underfit [6]. 
Additionally, users sometimes overlook security considerations when installing applications, creating 
opportunities for hackers. Cybercriminals create clones of popular software on untrustworthy sites 
with security vulnerabilities. Users carelessly install these cloned applications, allowing attackers to 
gain access to sensitive information [7]. Thus, this study makes several key contributions to the field 
of spyware classification. 

1.1 Contribution 

First, this study aims to enhance spyware classification by curating two new datasets. Dataset A 
involves annotation based on single-direction packet flow, while Dataset B involves bi-directional 
packet flow. Information about the packet flow is extracted from major static parameters, such as IP 
pairs, ports and protocols.  

Secondly, feature engineering is applied to form dynamic features from static parameters like Total 
Forward (Fwd) Packet (Pkt), Total Backward (Bwd) Packet (Pkt), Flow Bytes per Second (Flow 
Bytes/s), Flow Packets per Second (Flow Pkt/s), … etc., derived from the annotated datasets. The goal 
is to identify significant features that can provide insights into the effectiveness of using packet-flow 
information in curating datasets and classifying spyware. 
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Third, exploring machine-learning (ML) models for spyware classification from the two datasets, with 
the aim of improving accuracy. This involves applying Decision Tree (DT), Random Forest (RF), 
Support Vector Machine (SVM), Naïve Bayes (NB) and Extreme Gradient Boosting (XGBoost) on 
curated datasets. Comparative analyses of the models trained on these datasets are then conducted to 
observe clustering patterns for the six different classes (five types of spyware with normal traffic) 
within each dataset, examining the extent of overlap between them. 

The methodologies and the findings offer valuable contributions for enhancing the capabilities of 
Security Operation Center (SOC) system and Intrusion Detection System (IDS). The curated datasets, 
based on directional properties, benefit IDS by providing more accurate and contextually rich data for 
classifiers, that improves classification accuracy and reduces false positive rates for SOC environment. 
The engineered dynamic features, such as Flow Bytes/s, Flow Pkt/s, enable real-time threat analysis, 
allowing SOC and IDS to swiftly prioritize alerts for emerging threats. The validation of classification 
models, including SVM, NB, XGBoost, DT and RF, offer SOCs proven tools for more accurate 
spyware classification, which improves incident response reliability. Overall, the practical benefits of 
this research, such as enhanced detection accuracy and improved anti-spyware tools, strengthen the 
cybersecurity defences of SOCs, reducing the risk of unauthorized data access and privacy violations. 

The remaining sections of the study are organized as follows: Section 2 provides a concise summary 
of prior research on dataset collection, feature extraction and engineering. Section 3 outlines the 
methodology, including details about dataset acquisition, spyware characteristics and data pre-
processing. In Section 4, the proposed method is explained in detail with a focus on packet-flow 
direction and various approaches for curating Datasets A and B through feature engineering. This 
section also covers detailed methods for curating Datasets A and B while comparing them to the raw 
dataset. Section 5 discusses model construction, while Section 6 explores the results and their 
discussion. Lastly, concluding thoughts are presented in Section 7 to wrap up the document. 

2. RESEARCH BACKGROUND 

2.1 Spyware Dataset Collection 

Cybersecurity is a widely discussed research topic. Researchers have criticized and discussed 
disciplines within cybersecurity, including spyware. Researchers have collected datasets to detect and 
characterize spyware. 

Qabalin et al. [8] collected a dataset of five different spyware types - Flexispy, Mobilespy, uMobix, 
TheWispy and mSPY - by capturing packets using PCAPDroid [9]. Then, DT was applied to the 
dataset, achieving 79% accuracy for binary classification and 77% for multi-class classification. 

Conti et al. [10] used the ASAINT (A Spy App Identification System based on Network Traffic) 
application to identify spyware apps and collected data. Packets were captured using Wireshark [11] 
and then network traffic was manually analyzed to distinguish between spyware apps and normal 
ones. The identified classes of spyware applications were cImg, cSms, mSpy and tSpy. Dropbox (DB) 
[12] and Google Foto (GF) [13] photo uploads were considered as normal applications. Four steps 
were applied: data collection, pre-processing, training and testing. The data distribution was adjusted 
using the Synthetic Minority Over-Sampling Technique (SMOTE) during pre-processing. The 
effectiveness of the datasets was assessed using RF, Linear Regression (LR) and K- Nearest 
Neighbour (KNN) algorithms, with RF ultimately achieving the best F1-score of 0.85. 

M. Naser and Q. A. Al-Haija [14] utilized the Android Spyware-2022 dataset [8] to identify Android 
spyware, focusing on two out of five spyware classes: MobileSPY and FlexiSPY. After pre-processing 
the data by removing null and duplicate entries, they analyzed Source IP, Destination IP, Source Port, 
Destination Port, Duration and Protocol. The testing involved the application of a Fine Decision Tree 
(FDT), resulting in a 98% accuracy rate.  

Noetzold et al. [15] implemented integrated spyware to monitor workplace computers. Integrated 
spyware represented the utilization of spyware techniques as a fundamental component within the 
design and functionality of a workplace computer-monitoring solution. The spyware initially sent 
harmful messages to a Twitter account developed using Python before being applied to the computer. 
Then, this spyware computer was connected to the workplace computer through an Application 
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Programming Interface (API) gateway. Subsequently, hate messages were sent from the spyware 
computer to the workplace one, triggering alerts generated by the API gateway which was connected 
to a relational database for storing information. Data pre-processing involved the use of normalization 
and classification techniques to differentiate between hateful and non-hateful speeches. Furthermore, 
LR, SVM and NB algorithms were utilized to assess prediction validity. NB demonstrated superior 
accuracy at 80%. 

Pierazzi et al. [16] utilized the VirusTotal website [17] to collect spyware. Five types of spyware were 
identified: HeHe, UaPush, AceCard, Pincer and USBCleaver. Twenty-five features were extracted 
from each spyware, including file size, permission for sending short-message service, author 
information, permission for checking phone state, permission to write messages and permission to 
reboot the system, among others. The Ensemble Late Fusion (ELF) method identified these features as 
crucial in distinguishing spyware from normal applications. This involved comparing the 
characteristics of each feature with those of a normal application. Histograms were used to illustrate 
the variance between spyware and regular applications. Differentiating spyware from normal 
applications using RF with ELF resulted in an impressive F1-score of 0.96. 

Mahesh et al. [18] utilized a Particle Swarm Optimization (PSO) algorithm with Artificial Neural 
Network (ANN) to improve the prediction of spyware detection. A benchmarked dataset of malware 
[19] was obtained for the study conducted by Kaggle [20]. Utilizing multi-objective PSO for data pre-
processing, the features were then scaled using standard scaling. Additionally, a multi-layer perceptron 
was utilized along with the Jordan canonical form to remove less significant features and enhance 
accuracy. The ANN model was finally used to predict the accuracy of the proposed method, achieving 
an impressive 99% accuracy rate. 

Zahan et al. [21] developed a benchmark dataset of malicious and benign software packages from 
NPM and PyPI to enhance malware-detection tools. The dataset was compiled from existing malicious 
databases and new malicious and neutral packages. They collected malicious packages from open-
source datasets and an internal Socket benchmark and curated a set of neutral packages using manual 
annotation and automated scanning. The final MalwareBench dataset contained 20,792 samples, of 
which 6,659 were malicious. 

A comprehensive analysis of the search results obtained through the adopted keyword-search approach 
has been conducted. The reviewed findings are summarized in Table 1. 

Table 1. Summary of the reviewed literature in this area of study. 

Author(s) Dataset Spyware Types ML Model Key Findings Strengths Weaknesses 

Qabalin et al. 
[8] 

Android 
Spyware-2022  

Flexispy, 
Mobilespy, 
uMobix, 
TheWispy, 
mSPY 

 DT Binary 
classification 
accuracy: 
79.00%, Multi-
class: 77.00% 

Network-traffic 
analysis, dataset 
available 

Limited to 
binary and 
multi-class 
classification, 
lower multi-
class accuracy 

Conti et al. 
[10] 

ASAINT 
application, 
Wireshark 

cImg, cSms, 
mSpy, tSpy 

RF, LR, KNN Best F1-score 
achieved by RF: 
0.85 

Effective use of 
ASAINT 

Manual 
network-traffic 
analysis 

M. Naser and 
Q. A. Al-Haija 
[14] 

Android 
Spyware-2022  

MobileSPY, 
FlexiSPY 

FDT Accuracy: 
98.00% 

High accuracy 
with FDT 

Limited to two 
spyware classes 

Noetzold et al. 
[15] 

Integrated 
spyware for 
workplace 
monitoring 

Not specified  LR, SVM, NB NB demonstrated 
superior 
accuracy: 
80.00% 

Innovative use 
of integrated 
spyware 

Focused on 
workplace 
computers, not 
mobile spyware 

Pierazzi et al. 
[16] 

VirusTotal 
website 

HeHe, UaPush, 
AceCard, 
Pincer, 
USBCleaver 

 ELF, RF F1-score: 0.96 High F1-score, 
Effective 
feature 
extraction 

Complex ELF 
method 

2.2 Feature Extraction and Engineering 

Feature extraction transforms raw data into numerical features that retain the original information, 
enabling effective processing and improved ML-model performance over direct application of 
algorithms. Feature engineering, a crucial element in successful ML research, involves data 
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presentation, refinement and pre-processing tasks. Poorly engineered features can adversely impact 
model predictions. 

Zhang et al. [22] developed a low-cost feature-extraction method for deep learning-based malware 
detection. The approach involved monitoring API call behaviour, encoding heterogeneous information 
into homogeneous features using feature hashing and applying gated convolutional neural networks 
and Bi-Directional Long Short-Term Memory (Bi-LSTM) to capture sequential API call correlations. 
This yielded a 98.80% area under the ROC curve. 

Gibert et al. [23] described a feature-extraction process that combined hand-crafted features from 
hexadecimal and assembly-language source codes, as well as deep features extracted using deep 
learning architectures. The hand-crafted features included metadata, byte unigrams, entropy statistics, 
Haralick features and local binary pattern features. The assembly-language features covered metadata, 
opcode unigrams, register features, symbol frequency, pixel intensity, API function calls, data define 
features, section features and miscellaneous features. Deep features were extracted from raw data, 
including grayscale image-based features, entropy-based features, opcode N-gram features and byte 
N-gram features. These features were then fused using an early fusion mechanism to create a joint 
representation, which was used to train a Gradient Boosting (GB) model for malware classification, 
achieving an accuracy of 99.81%. 

Masabo et al. [24] developed a feature-engineering method to classify polymorphic malware (can 
transform into various forms). The researchers collected a dataset of 5 malware classes (API, Crypto, 
Locker, Zeus and Shadow brokers.), pre-processed the data and performed feature engineering to 
identify 11 top features. These included static analysis of portable executable files, packing 
techniques, file access and registry reading. The developed feature-engineering approach 
outperformed traditional ML methods (GB), achieving a 94% accuracy. 

Nawaz et al. [25] proposed a system to classify Android malware using the Drebin dataset [26]. Static 
analysis focused on Android intents and permissions, while dynamic analysis utilized network 
requests and API calls. Apktool [27] was used to decompile and decode the APK files. Feature 
selection with Info Gain reduced the dimensionality of permissions, intents, API calls and network 
features. These features were extracted from the APK components and used to train ML classifiers, 
with RF and GB performing best on the permission features, achieving an F1-score of 0.98. 

Jung et al. [28] utilized an APK file from the AndroZoo dataset [29], extracted information on API 
calls and permissions and generated a feature vector for each application. They applied feature-
selection methods to choose the top 20 features from API calls and permissions. The authors then 
employed RF and grid search to establish optimal hyperparameters and the best accuracy of 96.95% 
was obtained using Gini importance with the RF model. 

Low et al. [30] explored two feature-engineering methods, label encoding and evidence counting, for 
malware detection. The study involved four main steps: data pre-processing, feature selection, model 
construction and evaluation. Five malware classes (Advanced Persistent Threats (APT), Crypto, Zeus, 
Locker and Shadow Brokers) were extracted from the dataset. During pre-processing, data integration, 
cleaning and transformation were applied. Boruta was used for feature selection and several ML 
models were constructed, with the optimal parameters identified through grid search. The dataset was 
balanced using SMOTE. The results showed that RF provided better accuracy for label encoding at 
91.34%, while LSTM achieved higher accuracy of 94.64% for evidence counting. 

A comprehensive analysis of the search results obtained through the adopted keyword-search approach 
has been conducted. The reviewed findings are summarized in Table 2. 

3. METHODOLOGY 

The dataset is initially prepared through pre-processing, organizing the data and converting it into a 
Comma-Separated Values (CSV) format. Feature engineering is then conducted to choose significant 
features for classification-model performance. Subsequently, classification models are constructed and 
their results are recorded for evaluation purposes. Figure 1 illustrates the workflow of the 
methodology. 

 



5 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 11, No. 01, March 2025. 

Table 2. Summary of the reviewed literature in this area of study. 

Author(s) Dataset Spyware/ 

Malware Types 

Features and 

Techniques 

ML Model Performance  Strengths Weaknesses 

Zhang et 
al. [22] 

AV-TEST 
2017 

Various PE 
malware 

Feature extraction 
using Cuckoo, 
Feature hashing, 
Multiple gated 
CNNs, Bi-LSTM 

Multiple 
gated CNNs, 
Bi-LSTM 

AUC: 
98.80% 

Effective deep 
learning for 
malware 
detection 

Focused on 
PE files, not 
mobile apps 

Gibert et 
al. [23] 

Not 
specified 

Malware (not 
specified) 

Hand-crafted and 
deep features, 
Fusion mechanism, 
Joint representation 
of features from 
multiple modalities 

XGBoost Accuracy: 
99.81% 

Comprehensive 
feature 
extraction from 
multiple 
sources 

Complex and 
time-
consuming 

Masabo et 
al. [24] 

Malware 
Training 
Sets 

API, Crypto, 
Locker, Zeus, 
Shadow brokers 

Compute feature 
importance for 
feature engineering  

KNN, Linear 
Discriminant  
Analysis 
(LDA), GB 

Accuracy: 
94.00% 

Focus on 
polymorphic 
malware 

Limited 
dataset, 
feature-
engineering 
complexity 

Nawaz et 
al. [25] 

Drebin 
dataset 

Android malware Permissions and 
intents extraction, 
Network requests, 
API calls, 

RF, NB, GB, 
Ada Boosting 

F1 score: 
0.98 

High F1-scores 
with RF and 
GB 

Dynamic-
analysis 
complexity 

Jung et al. 
[28] 

AndroZoo 
dataset, 
static 
extraction 
of API calls 

Not specified 
(general malware) 

Gini importance-
based method 

RF Accuracy: 
96.95% 

Effective 
feature-
selection 
methods 

Complexity in 
feature 
extraction 

Low et al. 
[30] 

Dataset 
provided by 
Ramili-
2016 

Advanced 
Persistent Threats 
(APT), Crypto, 
Zeus, Locker, 
Shadow Brokers 

Label encoding and 
evidence counting  

RF, DT, 
KNN, SVM, 
LSTM 

Label 
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Figure 1.  Methodology workflow. 

3.1 Dataset Acquisition 

The dataset used is called "Android Spyware-2022" [8]. The dataset was generated using PCAPDroid. 
It is a data-collection tool that can be installed on the Android operating system. The data consisted of 
five different spywares: FlexiSPY, MobileSPY, mSPY, TheWispy and uMobix; and one normal-
traffic class which represents normal-smartphone traffic. Each row in the PCAP file represents a single 
packet. Analyzing the PCAP data involved extracting static information from each packet, such as 
Source IP, Destination IP, Source Port, Destination Port, Protocol type, Flags information, 
Acknowledgment Number and Message content. It also included recording Flow Duration (the time 
taken for a packet to transfer from source to destination), Packet Header Length and Packet Full 
Length. The information in the PCAP files is presented in Table 3. 
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Table 3.  Available information in PCAP files. 

File Name (.pcap) Number of Packets System Name File Size (MB) Data Tag 

Normal_Traffic 1,04,914 Smart Phone Normal 
Traffic  

78.81 Normal Traffic 

FlexiSPY_Installation 19,793 FlexiSPY Inst 16.78 FlexiSPY Inst 
FlexSPY_Traffic 35,433 FlexiSPY Traffic 22.32 FlexiSPY Traffic 
Mspy Traffic- Part1 35,560 mSPY 25.94 mSPY Traffic 
Mspy Traffic- Part2 20,537 mSPY 20.32 mSPY Traffic 
mSPY Installation Process 12,976 mSPY 11.34 mSPY Inst 
uMobix_Installation 17,312 uMobix 14.37 uMobix Inst 
uMobix_Traffic 18,561 uMobix 16.28 uMobix Traffic 
MobileSpy_Traffic 28,154 MobileSPY 12.76 MobileSPY Traffic 
Mobilespy_Intallation_1 10,139 MobileSPY 8.41 MobileSPY Inst 
TheWiSPY_Installation 58,223 TheWiSPY 53.24 TheWiSPY Inst 
TheWISPY_Traffic 27,343 TheWiSPY 21.36 TheWiSPY Traffic 

In this context, there are two packet types: "Installation" and "Traffic." The "Installation" type 
represents traffic data captured during the spyware-installation process, while the "Traffic" type 
represents spyware operation traffic data. Figure 2 illustrates the distribution of the six classes within 
the dataset. It shows that all five spyware classes overlap with the normal-traffic class. Utilizing the 
PCAP file information directly for classification may not be ideal, as features are not distinct for each 
class. Therefore, there is a need to curate new datasets with more distinct features for each class. To 
achieve this, prominent characteristics of each spyware must be identified and analyzed in the next 
sub-section. 

Figure 2.  The distribution of the six classes. 

3.2 Characteristics of Spyware Acquired from the Dataset 

Table 4 presents a concise summary of each type of spyware. The Spying Scope represents different 
monitoring channels. The Platform highlights the language and framework used to develop spyware. 
The Upload represents how the data is transmitted to the Command and Control (C2C) server. Sniffing 
identifies sniffing strategies. 

Based on the observations in Table 4, it is noted that each spyware shares similar characteristics in 
terms of spying scope, platform and sniffing features. This similarity will determine the next course of 
action for adapting the data pre-processing method. 

3.3 Data Pre-processing 

The process of converting every individual PCAP file into CSV format is explained in Algorithms 1 
and 2. Each PCAP file represents a sample that contains information related to the corresponding 
spyware. Investigating the utilization of packet-flow direction in feature engineering is explored in the 
following section to minimize class overlap. 
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Table 4.  Characteristics of spyware acquired from the dataset. 

Spyware Classes Spying Scope Platform Upload Sniffing 

FlexiSPY a) Social-media applications 
b) Keylogger
c) OS activity
d) Update history
e) Applications manifest
f) Phone calls

Java Periodic-based with 
fixed time interval 

Event-based 

MobileSPY a) SIM Tracker 
b) Social-media applications
c) Keylogger
d) OS activity
e) Update history.
f) Applications manifest
g) Phone calls

React Native, Java Non-adjustable 
periodic 

Event-based 

TheWiSPY a) SIM Tracker 
b) Social-media applications
c)Keylogger
d)OS activity
e) Phone calls

React Native, Java Adjustable periodic Event-based 

mSPY a) Social-media applications
b) Keylogger
c) OS activity
d) Update history.
e) Applications manifest
e) Phone calls

Java Periodic-based with 
fixed time interval 

Event-based 

uMobix a) Social-media applications
b) Keylogger
c) OS activity
d) Update history
e) Applications manifest
f) Phone calls

Java Adjustable periodic Adjustable 
in terms of periodic 
or event-based 

4.  FEATURE ENGINEERING

Firstly, when observing the direction of the packet flow, two directional properties are apparent: 
single-direction and bi-directional. The direction of the packet flow is determined by the Source IP, 
Destination IP and Protocol. In this case, static features are extracted from the PCAP file including 
Source IP, Destination IP, Source Port, Destination Port, Protocol, Flow Duration and Packet Length.  

The dynamic features include Total Forward Packets (Total Fwd Pkt), Total Backward Packets (Total 
Bwd Pkt), Total Length of Forward Packets, Total Length of Backward Packets, Flow Bytes per 
Second (bytes/s) and Flow Packets per Second (pkt/s), as well as the statistical values, such as 
minimum, maximum, average and standard deviation values. 

Total forward and backward packets, along with the total length of forward and backward packets, are 
derived from the direction of packet flow and packet length. Additionally, flow bytes per second 
(bytes/s) and flow packets per second (pkt/s) are obtained from the direction of packet flow, flow 
duration and packet length. 

After feature-engineering processes, the next step involves curating the two datasets: Dataset A and 
Dataset B. 

4.1 Method for Developing Dataset A 

A single-direction packet flow is utilized to curate Dataset A. It examines the IP pairs and Protocol for 
each row. When the Source IP, Destination IP and Protocol remain constant across two or more 
consecutive rows, statical measures are calculated to form new features. The features are presented in 
Table 5. These consecutive rows are combined into a single group, which represents a single-
directional packet flow. However, if the Source IP and Destination IP remain unchanged for 
consecutive rows but the Protocol differs, they cannot be considered part of the same group. They will 
be considered as part of a different packet flow.  
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Table 5.  Detail description of features after feature engineering. 

Feature Name Feature-engineering Process 

Source (Src) IP From PCAP file 
Destination (Dst) IP From PCAP file 
Src Port From PCAP file 
Dst Port From PCAP file 
Protocol From PCAP file 
Flow Duration Subtract the current flow start time from the last flow end time. 
Total Forward (Fwd) Packets Sum the forward packets. 
Total Backward (Bwd) Packets Sum the backward packets 
Total Length of Fwd Packet Sum the forward packet length 
Total Length of Bwd Packet Sum the backward packet length 
Fwd Packet Length Min Minimum forward packet length 
Fwd Packet Length Max Maximum forward packet length 
Fwd Packet Length Mean Average forward packet length per flow 
Fwd Packet Length Std Standard deviation of forward packet length 
Bwd Packet Length Min Minimum backward packet length 
Bwd Packet Length Max Maximum backward packet length 
Bwd Packet Length Mean Average backward packet length per flow 
Bwd Packet Length Std Standard deviation of backward packet length 
Flow Bytes/s Byte rate in a flow 
Flow Pkt/s Packet rate in a flow 

Algorithm 1: Generating Dataset A. Here, p represents the previous row and n represents the next row. 

Algorithm 1: Dataset A 
1. pcap = read (open ( pcap file))
2. Require: ip, protocol
3. for row number in row do

4.           if (p.IP pairs = = n.IP pairs && p.protocol = = n.protocol) then

5.  calculate feature value 
6.           else

7.  move to the next row 
8.           end if

9. end for

10. function writeCsv(data, outputFile):
11. processedData = processPcap(pcapFile)
12. writeCsv(processedData, outputFile)

4.2 Method for Developing Dataset B 

For Dataset B, the process is like Dataset A (Sub-section 4.1) with the exception of utilizing a bi-
directional packet flow instead of a single-direction packet flow. Figure 3 illustrates this bi-directional 
flow. The Source IP in Row-1 and Row-2 subsequently becomes the Destination IP in Row-3 and 
Row-4. This process subsequently occurs also in Row-5. A similar process occurs for the Destination 
IPs as well.  

Algorithm 2: Dataset B 
1. pcap = read (open ( pcap file))
2. Require: ip, protocol
3. for row number in row do

4.     if (p.source.ip ||p.destination.ip==n.source.ip||n.destination.ip && p.protocol== n.protocol) then

5. calculate feature value
6.     else

7.  move to the next row 
8.     end if

9. end for

10. function writeCsv(data, outputFile):
11. processedData = processPcap(pcapFile)
12. writeCsv(processedData, outputFile)

4.3 Comparison of the Datasets 

After curating Datasets A and B, Dataset A consists of 3,928 rows and Dataset B comprises 2,573 
rows, while the raw dataset contains a total of 386,963 rows. Tables 6, 7 and 8 present the features and 
sample values for the raw dataset, Dataset A and Dataset B. It is important to note that while Table 8 
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includes features related to bi-directional packets, each feature is listed with respect to one source and 
destination, which may obscure the indication of data-flow direction. To address this, Figure 3 in sub-
section 4.3 illustrates how the data-flow direction is represented in the datasets, enhancing the clarity 
of the bi-directional packet features. 

Figure 3. Bi-directional packet flow. 

Table 6. Sample rows of the raw dataset. 

Src IP Dst IP Protocol 

Total 

Fwd. 

Packets 

Total 

Bwd. 

Packets 

Total 

Length 

of 

Fwd. 

Packet 

Total 

Length 

of Bwd. 

Packet 

Fwd. 

Packet 

Length 

Min. 

Fwd. 

Packet 

Length 

Max. 

Fwd. 

Packet 

Length 

Mean 

Fwd. 

Packet 

Length 

Std. 

Bwd. 

Packet 

Length 

Min. 

Bwd. 

Packet 

Length 

Max. 

Bwd. 

Packet 

Length 

Mean 

Bwd. 

Packet 

Length 

Std. 

10.215.173.1 161.117.185.166 TCP 1 0 60 0 60 60 60 0 0 0 0 0 

10.215.173.1 157.240.195.54 TCP 1 0 60 0 60 60 60 0 0 0 0 0 

8.8.8.8 10.215.173.1 DNS 0 1 0 48 0 0 0 0 48 48 48 0 

8.8.8.8 10.215.173.1 DNS 0 1 0 40 0 0 0 0 40 40 40 0 

10.215.173.1 157.240.195.54 TCP 0 1 0 44 0 0 0 0 44 44 44 0 

157.240.195.54 10.215.173.1 TCP 1 0 40 0 40 40 40 0 0 0 0 0 

10.215.173.1 104.21.81.103 TLSv1.2 1 0 43 0 43 43 43 0 0 0 0 0 

157.240.195.54 10.215.173.1 UDP 0 1 0 40 0 0 0 0 40 40 40 0 

142.250.200.243 10.215.173.1 TLSv1.3 0 1 0 44 0 0 0 0 44 44 44 0 

Table 7.  Sample rows of Dataset A. 

Src IP Dst IP Protocol 

Total 

Fwd. 

Packets 

Total 

Bwd. 

Packets 

Total 

Length 

of Fwd. 

Packet 

Total 

Length 

of Bwd. 

Packet 

Fwd. 

Packet 

Length 

Min. 

Fwd. 

Packet 

Length 

Max. 

Fwd. 

Packet 

Length 

Mean 

Fwd. 

Packet 

Length 

Std. 

Bwd. 

Packet 

Length 

Min. 

Bwd. 

Packet 

Length 

Max. 

Bwd. 

Packet 

Length 

Mean 

Bwd. 

Packet 

Length 

Std. 

10.215.173.1 161.117.185.166 TCP 23 0 6976 0 88 1472 303.30 390.05 0 0 0.00 0.00 

10.215.173.1 157.240.195.54 TCP 20 0 1880 0 88 152 94.00 15.10 0 0 0.00 0.00 

161.117.185.166 10.215.173.1 TLSv1.2 0 2 0 176 0 0 0.00 0.00 88 88 88.00 0.00 

10.215.173.1 10.215.173.2 DNS 38 0 21492 0 88 1548 565.58 586.28 0 0 0.00 0.00 

10.215.173.2 10.215.173.1 DNS 0 65 0 11408 0 0 0.00 0.00 116 436 175.51 75.25 

10.215.173.1 157.240.196.60 TCP 72 0 82640 0 88 1548 1147.78 564.12 0 0 0.00 0.00 

10.215.173.1 157.240.196.60 TLSv1.3 1 0 116 0 116 116 116.00 0.00 0 0 0.00 0.00 

10.215.173.1 10.215.173.2 UDP 48 0 7592 0 100 1424 158.17 187.85 0 0 0.00 0.00 

10.215.173.1 172.217.171.206 TLSv1.3 2 0 252 0 112 140 126.00 14.00 0 0 0.00 0.00 

Figures 4 and 5 provide a comparison of the Datasets A and B and their respective values. As shown 
in Figure 2, there is an overlap in the values of all six classes within the raw dataset, making it 
challenging to differentiate between distinct clusters. Conversely, Datasets A and B (depicted in 
Figures 4 and 5) show minimal or no overlap among the classes, clearly distinguishing between them. 
These visual representations encompassed all features and depicted the distribution of the six classes. 
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Table 8.  Sample rows of the Dataset B. 

Src IP Dst IP Protocol 

Total 

Fwd. 

Packets 

Total 

Bwd. 

Packets 

Total 

Length 

of Fwd. 

Packet 

Total 

Length 

of Bwd. 

Packet 

Fwd. 

Packet 

Length 

Min. 

Fwd. 

Packet 

Length 

Max. 

Fwd. 

Packet 

Length 

Mean 

Fwd. 

Packet 

Length 

Std. 

Bwd. 

Packet 

Length 

Min. 

Bwd. 

Packet 

Length 

Max. 

Bwd. 

Packet 

Length 

Mean 

Bwd. 

Packet 

Length 

Std. 

10.215.173.1 161.117.185.166 TCP 10 10 896 4484 88 96 89.60 3.20 88 1004 448.40 373.16 

157.240.196.60 10.215.173.1 TCP 64 64 6100 79780 88 500 95.31 51.46 88 1548 1246.56 468.12 

10.215.173.1 10.215.173.2 DNS 3 3 184 2800 56 64 61.33 3.77 44 1378 933.33 628.85 

37.44.39.12 10.215.173.1 DNS 993 993 61816 1E+06 61 78 62.25 2.91 54 1378 1375.33 59.36 

10.215.173.1 157.240.196.60 TCP 63 63 80404 7456 88 1548 1276.25 476.01 88 500 118.35 102.80 

172.217.171.206 10.215.173.1 TLSv1.2 10 10 1580 8568 88 648 158.00 168.58 88 1548 856.80 628.06 

74.125.206.188 10.215.173.1 TCP 14 14 2464 2748 88 488 176.00 135.51 88 736 196.29 170.65 

10.215.173.1 74.125.206.188 TCP 13 13 1152 4080 88 96 88.62 2.13 108 488 313.85 144.58 

10.215.173.1 10.215.173.2 UDP 22 22 3356 2520 124 320 152.55 40.96 104 124 114.55 4.76 

Figure 4. Dataset A. Figure 5. Dataset B. 

5.  MODEL CONSTRUCTION

To assess whether a dataset is appropriate for a detection model, thorough testing and analysis are 
crucial. The aim is to identify the most suitable ML model that aligns with the features of the curated 
datasets. Through analyzing the confusion-matrix values from different ML models, valuable 
information about the curated datasets’ efficiency and performance will be obtained, enabling well-
informed decisions regarding their use in detection tasks. 

5.1 Classifiers 

To determine the most suitable ML model, this study utilizes NB, XGBoost, RF, DT and SVM with 
the Radial Basis Function (RBF) kernel. DTs are recognized for their simplicity and interpretability, as 
they iteratively divide the data based on feature values to create a tree-like structure for classification. 
They can effectively handle both numerical and categorical data, making them well-suited for datasets 
with mixed-data types. RF improves upon DT by combining multiple trees, which enhances accuracy 
and reduces overfitting. SVM with RBF kernel and employing the One- vs-Rest (OVR) strategy excels 
in managing high-dimensional data by identifying optimal decision boundaries for classification. NB 
is particularly effective for text and categorical data due to its reliance on independence between 
features. Lastly, XGBoost combines gradient boosting with regularized learning to perform well in 
diverse datasets as an ensemble model. This research applied these traditional methods because it 
focused on feature engineering. 

6. RESULTS AND DISCUSSION

6.1 Results 

The study evaluated classification performance using various metrics and different training-testing 
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dataset splits. The 70-30 split yielded the best results, which were consistent across different 
approaches and datasets, as illustrated in Tables 9 and 10. This consistency can be attributed to the 
rigorous curation of the datasets, as described in sub-sections 4.1 and 4.2. The similar results 
suggested the classification model's robustness across dataset configurations. A thorough review has 
been conducted to ensure the accuracy and reliability of the dataset-preparation and model-evaluation 
methods. 

Table 9.  Results for accuracy, precision, recall and F1-score for Dataset A. 

ML Models Accuracy (%) Precision (%) Recall (%) F-1 Score (%)

DT 97.97 97.97 97.97 97.97 
RF 97.97 97.97 97.97 97.97 
XGBoost 96.38 96.43 96.38 96.39 
SVM 99.88 99.88 99.88 99.88 
NB 97.02 97.02 97.02 97.02 

Table 10.  Results for accuracy, precision, recall and F1-score for Dataset B. 

ML Models Accuracy (%) Precision (%) Recall (%) F-1 Score (%)

DT 99.24 99.25 99.24 99.24 
RF 99.24 99.25 99.24 99.24 
XGBoost 99.24 99.25 99.24 99.24 
SVM 99.12 99.12 99.12 99.12 
NB 99.02 99.02 99.02 99.02 

Figures from 6 to 9 show the difference in the evaluation metrics (including accuracy, precision, recall 
and F1-score) between Datasets A and B. For Dataset A, SVM demonstrated superior performance in 
accuracy, precision, recall and F1-score. Conversely, DT, RF and XGBoost exhibited better 
performance on these metrics for Dataset B. 

Figure 6. Evaluation of the accuracy of ML 
models in the context of both Dataset A and 

Dataset B. 

Figure 7. Evaluation of the precision of ML 
models in the context of both Dataset A and 

Dataset B. 

Figure 8. Evaluation of the recall of ML models 
in the context of both Dataset A and Dataset B. 

Figure 9. Evaluation of the F1-score of ML 
models in the context of both Dataset A and 

Dataset B. 
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6.2 Discussion 

The comparative evaluation aimed to enhance the classification of spyware. Table 11 presents a 
comparison between the outcomes of earlier studies and those of this research, all utilized on the same 
dataset. M. Naser and Q. A. Al-Haija [14] categorized two types of spyware: FlexiSPY and 
MobileSPY, while [8] classified five varieties: FlexiSPY, MobileSPY, TheWiSPY mSPY and uMobix 
without extracting new features from the datasets used in their research. Feature engineering involved 
extracting new features based on packet-flow direction, IP pairs and Protocol information to improve 
spyware classification by identifying five distinct classes. 

Table 11.  Comparison of classification accuracy. 

Research Work ML Scheme Dataset Spyware Classes Accuracy 

Qabalin et al. [8] DT Android Spyware-
2022 [8] 

5 79.00% 

M. Naser and Q. A. Al-
Haija [14] 

FDT Android Spyware-
2022 [8] 

2 98.00% 

T. N. AlMasri and M. A. 
N. AlDalaien. [31]

RF Android Spyware-
2022 [8] 

5 92.00% 

This Work SVM Dataset A 5 99.88% 
RF, DT, XGBoost Dataset B 5 99.24% 

After the curation process, both Datasets A and B showed improved performance compared to 
previous studies in identifying spyware. M. Naser and Q. A. Al-Haija [14] achieved strong results in 
spyware identification with only two spyware classes, but positive outcomes were achieved by 
performing well across five different spyware classes. By having more classes, the model had to 
comprehend more detailed patterns and characteristics associated with each type of spyware. This 
higher level of detail enabled the model to better discriminate, leading to improved accuracy. Other 
researchers utilized features directly from the raw dataset without considering directional properties, 
while this research focused on features utilizing packet flow direction. This approach led to the 
creation of more pertinent features related to different types of spyware behaviours.  

The engineered features of curated Datasets A and B were highly effective, because they incorporated 
directional properties. These properties facilitated a deeper understanding of network behaviour, 
aiding in anomaly detection, optimization support and enhancing network analysis for modelling 
objectives and spyware classification [32]. The data-flow direction enhanced anomaly detection and 
network-performance optimization by mapping expected sequences, standard frequency, volume of 
data transmissions and common paths taken by data packets. However, some of these features, 
although characterized, are relatively trivial. The major contribution of this study is curating two new 
datasets based on directional properties. Though both datasets have the same features, the values of 
each feature for both datasets were different because of directional properties. Engineered features 
included directional properties within the network data for in-depth insight into behavioural baselines, 
protocol analysis, traffic volume, directionality and time-based patterns. Because of the complex 
nature of spyware, this method was crucial. By understanding the data flow direction, accurate 
behaviour modeling could distinguish between normal and suspicious activities with greater precision. 
The detailed analysis of packet-flow direction and its impact on spyware classification is the novelty 
of this study. Unlike previous studies, this study insights into data movement were provided by 
directional properties, which helped identify unusual patterns that signify potential threats or 
inefficiencies. Unusual data paths represented the potential threats, like exfiltration by spyware. The 
model also identified network inefficiencies, such as sub-optimal routing or congestion. This novel 
approach focuses on these directional properties, which provides the model clearer view of network 
dynamics for early performance optimization and threat detection [33]. 

The derived features: Total Fwd Pkt and Total Bwd Pkt from IP pairs, Ports and Protocol; provided 
valuable insights into the source and destination of network traffic with communication protocols (e.g. 
TCP, UDP). This improved pattern recognition, device-connection analysis and anomaly detection in 
both TCP and UDP traffics by identifying missing packets or abnormal activities (out-of-order 
sequences) by recognizing predictable packet sequences during normal activities, such as connection 
setup (SYN-ACK-ACK) during data transfer. Anomalies in UDP traffic included unexpected increases 
in packet rate or unusually large packet sizes. Additionally, unusual patterns in destination ports were 
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observed, which could indicate a DDoS attack. Normal UDP packets consisted of independent, 
sequenced packets typically used for real-time applications, such as DNS queries or streaming [34]. 

Metrics like packet-length statistics (minimum, maximum, mean and standard deviation) and flow 
duration (Flow Bytes/s and Flow Pkt/s) were analyzed to understand the transmission rates and detect 
anomalies (e.g. unusual packet sizes, irregular transmission rates and unexpected flow durations) in 
network traffic. An unusually large maximum packet size could indicate data aggregation before 
transmission, which might be normal for certain applications (e.g. video-streaming services, file-
transfer protocols, cloud-storage services and backup solutions), but suspicious for others. The average 
packet size helped understand the typical packet load on the network. A sudden increase in the mean 
packet size indicated bulk data transfers. Standard deviation measured the variability in packet sizes. 
High variability suggested a mix of different types of traffic represented suspicious, while low 
variability indicated uniform traffic represented normal. A higher Flow Bytes/s rate indicated a high-
volume data transfer, which could be legitimate (e.g. video-streaming) or suspicious (e.g. data 
exfiltration). Packet-length statistics were effective for detecting anomalies by observing baseline 
establishment, deviation detection and statistical methods [35]. These detail analyses helped identify 
those unusual patterns which were crucial for maintaining network security and efficiency. 

Combining packet-length statistics with flow duration provides detailed analysis encompassing short-
lived and long-lasting interactions. Flow metrics like Flow Bytes/s and Flow Pkt/s helped understand 
data-transmission rates, aiding in identifying abnormal patterns. Integrating packet length statistics 
with flow duration enables differentiation between short-lived spikes and sustained high-traffic 
periods, enhancing the understanding of network-flow dynamics. 

Traditional ML models incorporated directional properties into their feature sets to more accurately 
distinguish between normal and anomalous behaviours. For instance, RF and DT benefited from the 
added granularity in their decision-making processes, while SVM could better separate data points in 
the feature space. NB, with its probabilistic approach, could more effectively categorize behaviours 
based on the directional data. This improved recall and precision of anomaly detection, because the 
algorithms were configured to recognize patterns specific to single-direction and bi-directional flows, 
yielding more reliable and accurate classification with better detection of anomalies.  

Anomaly identification techniques focussed on analyzing unique behaviours within bi-directional and 
single-direction flows. Understanding the differences between these traffic patterns was important not 
only for anomaly detection, but also efficient resource allocation. It helped improve tactics by adapting 
feature sets specific to each type of flow. Targeted flow behaviours contributed to improving data-
classification accuracy by reducing false-negative and false-positive results. The model could more 
precisely identify anomalies by focusing on each flow type's unique characteristics. Also, it reduced 
false alarms, which improved precision. A higher recall rate for anomaly detection could be achieved 
by analysing traffic patterns. A higher F1-score was achieved by the balanced improvement in both 
precision value and recall value, which indicated better overall performance in anomaly detection [36]. 

By observing dynamic load balancing, fault prediction, forecasting of traffic, protocol routing and the 
adaptive quality of service, these algorithms addressed bottlenecks and network inefficiencies. Those 
ensured that the network operated smoothly. As a result, the need for significant processing resources 
to solve problems after they occurred was reduced. For that reason, the overall processing time for 
detecting anomalies was shortened, which improved the response time [37]. 

7. CONCLUSIONS

Engineering features based on the directional properties that captured detailed characteristics of 
network-traffic behaviour. This enabled the model to identify specific patterns to bi-directional and 
single-direction traffic, indicating various types of network threats or activities. The high F1-score, 
recall, accuracy and precision achieved with these features demonstrated their effectiveness in 
accurately classifying network traffic. These metrics also highlighted their importance in detecting 
anomalies, which was important for ensuring the security and reliability of network infrastructure. 

The investigation analyzed the impact of packet directionality on spyware classification. This was 
done through the curation of datasets focusing on directional properties. A specific emphasis was 
placed on IP pairs and Protocol. The analysis found that considering the directional properties 
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significantly improved spyware classification. RF, NB, SVM, DT and XGBoost were constructed and 
compared between the two curated datasets. The findings suggested that DT, RF and XGBoost 
performed better for Dataset B, while SVM showed better performance for Dataset A. These ML 
approaches demonstrated potential in spyware classification, but further improvements are needed to 
enhance the model, so that future work should integrate more spyware types with larger number of 
samples and explore advanced feature-selection and deep-learning techniques. The limited types of 
spyware and the small number of samples in the dataset represent limitations, so expanding them 
could improve detection mechanisms. Evaluating the model's performance in diverse real-world 
scenarios and incorporating realistic benign-traffic data could enhance its ability to distinguish 
between malicious and benign activities, providing a practical security solution. Integrating real-time 
data processing and adaptive learning could also be valuable directions for future research. 
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ملخص البحث:
ررررر   ر رررررُّق  رق ت   لررررر ر جّ رررررُّلرق ُّقف ررررر ر ت رتانرررررا ب قرتاعررررروم  ربا رررررغ ر  ررررر اعف قرى رررررإتفتقرررررُّرق ال

رررررررراخ ور،م ظرررررررر ت ر قرةد ررررررررج رهذفررررررررريفررررررررر.  ررررررررفا ت رلاقرصئاّررررررررخ قرتقذرتانررررررررا ب قرتاعرررررررروم  ر  رص 
رتانررررررا ب قرتاعرررررروم  ريفررررررر  ررررررفا ت رلاا ر ارررررربتُّم قرصئاّررررررخ قر  رررررر اعفرفاشرررررركتسقرم رتيررررررر، قرررررررو ق

ريفررررررةدوجررررروم قرصئاّرررررخ قرن رررررراهتسرررررد فريُّ رررررترصئاّرررررخرللاخررررررن رررررر،   ّرررررت ر قرلجرررررأرن ررررر
ر.تانررررررا ب قرتاعرررررروم  رن رررررررن ترررررر ثقرم ظرررررر ترىلررررررعر سررررررقرد ر قرهذفرررررررلمررررررعتور.تانررررررا ب قرتاعرررررروم  
رررررلاختسقرم رتيررررررصئاّرررررخرىلرررررعريوترررررحترAر عررررروم م ق ررررررتاقف ردتررررررن رررررراهص  ر،ها رررررت رلاقر يرررررداحأرمز رح 
رررررررتاقف ردترررررررن ررررررراهصررررررلاختسقرم رتيرررررررصئاّررررررخرىلررررررعرBر عرررررروم م قريوتررررررحترامرررررر    ر  ررررررئا ثرمز رح 
رم رتتررررررررصئاّرررررررخ قركلرررررررترللاخررررررررن رررررررر   ّرررررررت ر قر  رررررررلمعرن رأرى رررررررإرةراشرررررررلإقررد رررررررتور.ها رررررررت رلاق
ر(SVM)ر    رّررررررر ررقق رررررررحردقرررررررور.   ّرررررررت ر قرتا ررررررر زرقوخرن ررررررررةراترررررررخ ر  رعررررررروم  رمقدختسرررررررا 
رىلررررررعلأقر ق ررررررد ر قرتبررررررفذرن حررررررريفررررررر،%99.88رAرتانررررررا ب قر عرررررروم م ر ب رررررر  ر ا رىلررررررعلأقر ق ررررررد ر ق
ر.%99.24ر(XGBoostرورDTرورRF)رتاف   رّ  ررى إرBرتانا ب قر عوم م ر ب   ر ا 
ررررر قرن ررررررافرررررُّ غرع ررررررثحرررررب قرقذفرررررريفرررررر حرررررُّتقم قر قررررريُّا ر قر نرررررراقم و رتا ررررر دأريفررررررةدرقو رررررقرلُّا 
رقق ررررررحترنجرأراهنأشرررررررن رررررررتانررررررا ب قرتاعرررررروم  ريفررررررر  ررررررفا تلاقرصئاّررررررخ قرن رأرن  ربررررررتر،عوضرررررروم ق
ر.  لر ت ر قر  قُّ ر   ّتريفر ق رد ر قرث حرن رت را   حت
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ABSTRACT 

This  paper  presents  a  novel  framework  to  enhance  Evidential  Collaborative  Filtering  (ECF),  a  critical 

Recommender System (RS) designed for sensitive domains like healthcare and target tracking. The focus is on 

refining how user-rating imperfections are handled, particularly in managing conflicting preferences during 

neighborhood selection to boost recommendation quality. The newly proposed ECF architecture integrates a 

two-probabilities-focused approach with an advanced conflict-management technique, employing Deng relative 

entropy and the Best Worst Method. This allows for assigning more accurate reliability weights to each user, 

improving preference selection and rating prediction in ECF. Experimental evaluations on Movielens-100K and 

Flixster datasets show that our framework surpasses baselines in prediction error, precision, recall and F-score. 

KEYWORDS 

Recommender systems, Collaborative filtering, Dempster-Shafer theory, Conflict, Fusion. 

1. INTRODUCTION

Recommender systems (RSs) have been categorized in the literature into three main approaches; 
namely, content-based filtering (CBF) [1], collaborative filtering (CF) [2], and hybrid filtering [3]. 
CBF provides recommendations based on user profiles, which are generally difficult to acquire. On the 
other hand, CF generates recommendations by using the preferences of the most similar users. Hybrid 
filtering is a combination of both CBF and CF. Compared to CBF, CF has made significant progress 
due to the ease with which real-world information about users’ preferences on items may be obtained 
[4]. 

Collaborative filtering is a leading approach in RS, based on the idea that our purchase decisions are 
usually influenced by our similar neighbors. Sparsity is a key challenge in CF, representing the 
proportion of missing ratings to the overall rating-matrix size. In CF, the subjective nature of user 
ratings and their intrinsic sparsity not only increase the uncertainty, but also affect the trustworthiness 
of the recommendation outputs [5]-[6]. Evidential Collaborative Filtering (ECF) is a sub-class of CF 
that addresses the sparsity issue by handling the inherent uncertainty in RS under the framework of 
Dempster-Shafer Theory (DST), also called evidence theory [7]-[8]. ECF can be categorized into three 
main types [9]: ECF using evidential fusion to combine multi-source information, ECF offering soft 
ratings and ECF providing evidential predictions. 

This paper primarily focuses on a specific type of ECF that utilizes soft rating systems. This ECF 
addresses the limitations of traditional hard-rating scores in capturing user preferences, which can 
sometimes be an inadequate representation [10]. For instance, consider a user who rates two items, i1 
and i2, with scores of 3 and 4, respectively. If this user wants to rate a third item, i3, as better than i1, 
but not as good as i2, standard rating scales might not accurately reflect this nuanced preference. The 
ECF framework discussed here allows for more flexible user ratings, like a range of {4,5}, to better 
capture these subtle preferences. Essentially, this branch of ECF is designed to account for the 
subjective and sometimes imprecise nature of user preferences [11]. 

Imperfections and conflicts in user preferences negatively affect the trustworthiness and effectiveness 
of ECF systems [5]. These imperfections can arise due to several factors, including uncertainty, 
ambiguity and contradictions in user feedback. Existing ECF frameworks rely mainly on the use of 

mailto:kh.belmessous@gmail.com
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Dempster’s combination rule (DCR) in combining users’ preferences [9]. Nguyen and Huynh explored 
the fusion of information in RS using DST, as detailed in [12]. They concluded that DCR is ineffective 
for combining user ratings due to its weakness to handle highly conflicting mass functions [13]. 
Recently, Belmessous et al. [9] highlighted shortcomings in the existing ECF framework, which often 
overlooks the importance of managing these conflicting preferences through advanced techniques. 
This paper addresses this gap by proposing a novel framework that integrates recent advancements in 
DST to better manage conflict, thereby enhancing the overall performance of ECF systems. 

Research on ECF has provided limited solutions for managing conflicting user preferences [9], falling 
behind in the ongoing advancements within DST research. DST is continually evolving to tackle 
challenges related to dealing with highly conflicting information [13]. Many studies in ECF overlook 
the discounting factor, which is key in DST for determining the reliability of user ratings. Nguyen and 
Huynh [12] have explored the integration of information in RS, highlighting the difficulty in 
combining mass functions that are highly conflicting. In RS, it’s quite common to encounter users 
giving completely opposite ratings to the same item, which leads to frequent conflicts in mass 
combination. 

Although DST research is continually proposing new solutions for conflict management [14], ECF has 
not fully capitalized on these advancements. The ongoing challenge in DST of effectively combining 
highly conflicting evidence remains a significant issue. This gap in ECF [15]-[16], where advanced 
DST conflict-management proposals are underutilized, is a key focus of this paper. We intend to 
bridge this gap by incorporating recent solutions for conflict management [17] into ECF systems to 
enhance their performance. 

This paper presents the following key contributions: 

 Introduction of a novel framework designed to manage imperfections in users’ preferences
throughout the decision-making process in ECF; 

 Proposition of a new neighbourhood-selection strategy in ECF, utilizing optimal discounting
weights; 

 Proposition of an efficient method for preference-prediction estimation in ECF.

The remainder of this article is structured as follows: In Section 2, we provide a summary of the 
theoretical concepts underlying our new approach. We then outline our proposed framework and its 
main components in Section 3. Section 4 describes our experimental design and presents the obtained 
results. Section 5 includes a discussion of our findings, strengths and limitations. The article concludes 
with Section 6, where we summarize our work and suggest areas for future research. 

2. BACKGROUND AND RELATED WORK

In this section, we explore foundational theories and contributions important to our study, with a 
particular focus on the Dempster-Shafer Theory (DST) and conflict management. Initially, we 
introduce DST, known for its ability to manage uncertainty and make decisions based on evidence. 
This theory is valuable in decision-making, where the quality of information is crucial. Subsequently, 
we discuss the metrics used to evaluate conflict within this theoretical framework. Additionally, we 
explore the conflict-management methodology based on discounting optimal weights and present the 
related research on ECF offering soft ratings. 

2.1 Dempster-Shafer Theory 

The Dempster-Shafer theory is a flexible method for modeling uncertainty that does not require 
assigning a probability to every element in a set. The DST was introduced by Arthur P.Dempster in the 
context of statistical inference [18], and it was further developed by his student Shafer [19]. 

DST is founded on a number of concepts, including: the frame of discernment, the mass function 
also called basic probability assignment (BPA) and Dempster’s combination rule. Concerning the 
frame of discernment Θ, it is a finite set representing the problem domain. All propositions of interest 

are defined by elements in 2Θ. A BPA is defined as a mapping 𝑚(. )∈ [0, 1] that meets the following
properties: 𝑚(∅) = 0                   ∅: 𝑡ℎ𝑒 𝑒𝑚𝑝𝑡𝑦 𝑠𝑒𝑡 
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∑ 𝑚(𝐻) = 1         𝐻: 𝑎 𝑠𝑢𝑏𝑠𝑒𝑡 𝑜𝑓 Θ.𝐻∈2Θ  

The quantity m(H) can be interpreted as a measure of the belief that is committed exactly to H, 

given the available evidence. All subsets H∈2Θ having a positive mass are considered as focal
elements of m(.). Concerning the Dempster’s combination rule, it is an operation that permits to 
combine evidence from multiple independent sources under the same frame of discernment. Let m1 
and m2 be the two BPAs associated with two independent sources of evidence. H1 and H2 are the 
focal elements of m1 and m2, respectively. The resulting mass function m is the combination of m1 
and m2 and is noted by m = m1⊕m2. The Dempster’s combination rule (DCR) is defined by 
Equations 1 and 2, where mDS is the result of Dempster’s combination. 𝑚𝐷𝑆(𝐻) = 𝑚12(𝐻)1−𝑚12(∅)  (1) 

where, 𝑚12(𝐻) = ∑ 𝑚1(𝐻1)𝑚2(𝐻2)𝐻1,𝐻2∈2Θ𝐻1∩𝐻2=𝐻      (2) 

The body of evidence in DST encompasses all BPAs from independent sources, serving as the 
aggregate evidence for decision-making. It forms the basis for applying Dempster’s combination rule, 
enabling the synthesis of evidence across the problem domain. 

In the DST framework, decision criteria can include:  the maximum of the belief Bel(H), which 
indicates the comprehensive support that evidence lends to a hypothesis H; the maximum of the 
plausibility Pl(H), reflecting the extent to which evidence does not contradict H; or the pignistic 
probability BetP(H) [20], which provides a practical way to make decisions under uncertainty by 
balancing the evidence supporting different hypotheses. The relationship between belief and 
plausibility is illustrated in Figure 1.  

Figure 1. Relationship between belief and plausibility. 

Another important tool in the DST framework is the discounting factor proposed by Shafer [19]. The 
factor α is considered as a discounting rate permitting to control the reliability of the BPA. When α is 
set to 1, the BPA is deemed fully reliable; conversely, an α value of 0 signifies that the BPA is entirely 
unreliable. The discounting of the BPA m(·) is defined as follow: {𝑚′(𝐻) = 𝛼. 𝑚(𝐻),           ∀𝐻 ∈ 2Θ, 𝐻 ≠ Θ𝑚′(Θ) = (1 − α) + α. m(Θ) } (3) 

with 𝑚′(. ) representing the unreliable source.

2.2 Conflict Metrics in Dempster-Shafer Theory 

In scenarios where Dempster’s combination rule is applied to fuse evidence from multiple sources, it’s 
possible to reach counter-intuitive conclusions, especially when the evidence conflicts significantly 
[13], [21]. Consistently, there are novel propositions being introduced for conflict metrics to enhance 
the accuracy of assessing conflict levels of evidence. Consider two BPAs, m1 and m2, defined under 
the Frame of Discernment (FoD) 𝐻 = {𝐻1, 𝐻2, … , 𝐻𝑖, … , 𝐻𝑛}. Some representative metrics for
evaluating conflict are summarized in Table 1. 

In  Jousselme  et  al.’s  distance  equation, �̂�1 and �̂�2 represent  the  vector  forms  of  the  basic
probability assignments 𝑚1 and 𝑚2, respectively and �̅� is the Jaccard matrix between all pairwise
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propositions in m1 and m2. An increased distance in this measure indicates a higher level of conflict 
among the evidence. Similarly, in Song et al.’s correlation-coefficient equation, �̂�1 = 𝑚1. 𝐷 and �̂�2 =𝑚2. 𝐷 are used, where D is the Jaccard matrix applicable to all propositions in m1 and m2. In Jiang’s
correlation-coefficient equation, 𝐻𝑖 and 𝐻𝑗 serve as focal elements within the power concentration of
the frame and their relationship is quantified through a modulus calculation that involves the 
intersection and union of 𝐻𝑖 and 𝐻𝑗.

Table 1. Summary of some representative conflict metrics for DST. 

These methods provide different approaches to understand and quantify the level of agreement or 
conflict between various BPAs, each with its unique application and implications for decision-making. 

2.3 Conflict Management by Considering the Optimal Discounting Weights Using the 

BWM Method 

This sub-section introduces the conflict-management method by considering the optimal discounting 
weights based on the Best-Worst Method (BWM) [26] to manage evidential conflict in DST. This 
recent methodology involves selecting the best and worst BPAs to calculate discount weights 
effectively before the fusion process. The detailed steps of this method are outlined as follows: 

1) Evidential distance-matrix establishment: an evidential distance matrix is calculated using
Jousselme’s distance measure to evaluate the distances between each pair of evidence, helping 
identify the relative degrees of conflict. 

2) Determination of worst and best BPAs:

 The worst BPA, represents the maximum contribution to overall system conflict.
 The best BPA is determined based on its relative distance to the worst BPA.

3) Preference calculation for best and worst BPAs: Fei and Deng [27] introduced a new metric
called Deng relative entropy to measure the discrepancy between BPAs. Deng relative 
entropy, as described by formula 4, is specifically designed for mass functions in the context 
of DST. 𝑟(𝑚1 ‖𝑚2) = ∑ 𝑚1(𝐿𝑖)𝑙𝑜𝑔 𝑚1(𝐿𝑖)𝑚2(𝐿𝑖)𝑖       (4) 

Deng relative entropy calculates the average logarithmic difference between two BPAs, m1 
and m2, thus providing a measure of the informational divergence between them. 

Establishing preference vectors for the best and worst BPAs: by utilizing Deng relative 
entropy, the preference vector for the best BPA, denoted by mB, relative to other BPAs is 
calculated as follows: 𝑀𝐵 = (𝜎(𝑚𝐵‖𝑚1), 𝜎(𝑚𝐵‖𝑚2), … , 𝜎(𝑚𝐵‖𝑚𝑛))                                        (5) 

where 𝜎(𝑚𝐵‖𝑚𝑗) quantifies the relative preference of the best BPA 𝑚𝐵 over other BPA j. It is
defined such that 𝜎(𝑚𝐵‖𝑚𝐵) = 1, indicating the highest self-preference. Similarly, the
preference vector for the worst BPA, 𝑚𝑊 in relation to other BPAs is given by:

Metric Name Equation 

Jousselme et al.’s evidence distance d [22] 𝑑(𝑚1, 𝑚2) = √12 (�̂�1 − �̂�2)𝑇�̅�(�̂�1 − �̂�2)
Song et al.’s correlation coefficient cor [23] 𝐾𝑐𝑜𝑟(𝑚1, 𝑚2) = 1 − 𝑐𝑜𝑟(𝑚1, 𝑚2),𝑐𝑜𝑟(𝑚1, 𝑚2) = 〈�̂�1, �̂�2〉‖�̂�1. �̂�2‖
Jiang’s correlation coefficient kr [24] 𝑘𝑟(𝑚1, 𝑚2) = 1 − ∑ ∑ 𝑚1(𝐻𝑖)2|𝑛|

𝑗=12|𝑛|
𝑖=1 𝑚2(𝐻𝑗) |𝐻𝑖 ∩ 𝐻𝑗||𝐻𝑖 ∪ 𝐻𝑗|

Xiao et al.’s correlation coefficient 
ECC [25] 𝑘𝐸𝐶𝐶(𝑚1, 𝑚2) = 1 − 𝐸𝐶𝐶(𝑚1, 𝑚2)) = 1 − [ 〈�̂�1, �̂�2〉‖�̂�1. �̂�2‖]2
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In this vector, 𝜎(𝑚𝐵𝑖‖𝑚𝑊) measures the preference of each BPA mi over the worst BPA 𝑚𝑊.
This measurement also adheres to the condition 𝜎(𝑚𝑊‖𝑚𝑊) = 1, reflecting maximum self-
preference and its role as the most conflict-contributing BPA. 

4) Finding the optimal weights for BPAs:

In this phase, optimal weights (�̃�1, �̃�2, … , �̃�𝑛) are determined to refine the evidential
contributions more effectively. The Consistency Ratio (CR) ζ∗ plays an essential role in this
process by measuring the consistency of these weights, which is pivotal for evaluating the 
pairwise comparison’s efficacy.  Divergences in the expected proportional relationships, such 

as when 
𝑤𝐵𝑤𝑗 ≠ 𝜎 (𝑚𝐵‖𝑚𝑗) or 

𝑤𝑗𝑤𝑊 ≠ 𝜎 (𝑚𝐵𝑗‖𝑚𝑊), necessitate a re-evaluation of CR to ensure

the reliability of the weight assignments. 𝑚𝑖𝑛 𝑚𝑎𝑥𝑗 {|𝑤𝐵𝑤𝑗 − 𝑚𝐵𝑗| , | 𝑤𝑗𝑤𝑊 − 𝑚𝑗𝑊|}
𝑠. 𝑡. {∑ 𝑤𝑗 = 1𝑚𝑖𝑛 𝜁𝑗𝑤𝑗≥𝑜𝑗={1,2,…,𝑛} } ⇒ 𝑠. 𝑡.

{
|𝑤𝐵𝑤𝑗 − 𝜎(𝑚𝐵‖𝑚𝑗| ≤ 𝜉| 𝑤𝑗𝑤𝑊 − 𝜎(𝑚𝑗‖𝑚𝑊| ≤ 𝜉∑ 𝑤𝑗 = 1𝑗𝑤𝑗 ≥ 0𝑗 = {1,2, … , 𝑛}

    (7) 

Therefore, the optimal weights (�̃�1, �̃�2, … , �̃�𝑛) and CR (ζ∗) of BPAs could be calculated.
Meanwhile, the CR can be defined as follows: 𝜂𝐶𝑅 = 𝜁∗𝑚𝑎𝑥{𝜁}      (8) 

5) Discounting and fusion: optimal weights obtained from the previous steps are used to discount
the BPAs before fusion using the DCR. 

This conflict-management methodology [17] ensures the reliability of the optimal weights by 
employing a consistency ratio for reference comparisons, guaranteeing that each piece of evidence 
contributes appropriately to the final fused result. 

2.4 Related Work on Evidential Collaborative Filtering Offering Soft Ratings 

The pioneering effort in the area of ECF that introduces soft preferences in RS was initiated by 
Wickramarathne et al. [28]. This approach leverages the DST to effectively handle uncertainties in 
user preferences for a CF system. Emphasizing prediction accuracy, this evidential RS design accepts 
higher computational demands. Its sophisticated nature makes it suitable for critical and advanced 
applications, including those in medical and healthcare services and security-threat evaluations. 
Subsequently, Nguyen expanded on this foundation by developing an evidential RS that incorporates 
soft ratings, drawing inspiration from Wickramarathne et al. [28], and tackling the issue of data 
sparsity by leveraging community context under the DST framework [11]. Nguyen and Huynh further 
enhanced this system by integrating the reliability of predicted ratings, acknowledging their inherent 
imprecision compared to real ratings, to refine the recommendations [29]. Later, Nguyen aimed at 
reducing computational load by proposing an optimization that prioritizes the combination of focal 
elements with the top two probabilities within their sets [10]. 

Furthermore, Nguyen et al. extended the application of their ECF to incorporate social-media 
platforms [30]. In this context, user ratings and community preferences gathered from social networks 
are represented as mass functions. These are then combined according to Dempster’s rule of 
combination. Moreover, Nguyen and Huynh introduced an innovative approach for combining 
evidence in their system as described in [29] through [31]. Their technique focuses on discarding focal 
elements with negligible probabilities, considered as noise in the fusion of information, thereby 
enhancing the efficiency of computations without sacrificing data integrity. In addition, their research 
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in [12] delves into optimizing evidence combination for DST-based RS. This study establishes the 
essential parameters for crafting a combination operator that aligns with the requisites of DST-based 
RS. Within this framework, Nguyen and Huynh unveiled new strategies for executing mixed 
combinations, showcasing their commitment to refining the DST-based RS. 

Nguyen’s 2017 study [15] introduced an innovative BPA combination approach named the "Two-
probabilities focused-combination method". This method permits to combine belief masses with 
significant conflicts and offers the advantage of decreased computational time. Although the proposed 
method is not stable due to the fact that it is non-associative, indicating that the order of inputs can 
influence the results, the sequence in which inputs are combined has an impact on the outcome. 
Further, Nguyen and Huynh tackled the challenges of data sparsity and the cold-start problem in [32] 
through an ECF that incorporates soft ratings alongside community preferences. They also proposed a 
novel approach for assessing user-user similarity, prioritizing provided over predicted ratings, within a 
similar system [33]. Dong et al. followed up with a different strategy in [34], introducing the modified 
rigid coarsening method based on hierarchical decomposition to simplify the frame of discernment in 
the combination process. Lastly, Bahri et al. presented ECFAR in [16], a rule-based CF system that 
leverages the DST, marking another contribution to the field. 

3. METHODOLOGY

This study presents a novel framework, Conflict-Aware Evidential Collaborative Filtering (CA-ECF), 
which integrates an advanced conflict-management methodology from recent research [17] into a 
classical ECF framework [15]. This methodology, aimed to managing evidential conflict within DST, 
optimizes weights for BPAs using the BWM, as elaborated in sub-section 2.3. 

To ensure clarity and consistency of mathematical notations throughout our proposition, we have 
defined all the used variables and notations in Table 2. 

Table 2. Notations’ table. 

Symbol Description 

RMN Rating matrix with M and N representing the total number of users and items, respectively. 
Here, M corresponds to the set of users U = {U1 , U2 , . . . , UM } and N corresponds to the set of 
items I = {I1 , I2 , . . . , IN }. 

R̂M N Dense User-Item rating matrix. 

Θ Set of preference levels, denoted by Θ = {θ1 , θ2 , ..., θL}, where L is the number of the available 
preferences. 

ri,k Rating of user Ui on item Ik. 
C Set of concepts within the contextual data, denoted by C = {C1 , C2 , . . . , CP }, where P is the total 

number of concepts. Each concept Cp, with 1 ≤ p ≤ P , can consist of at most Qp groups, 
indicating that Cp = {Gp,1 , Gp,2 , . . . , Gp,Qp }. 

gp(Ui) Groups within concept Cp that user Ui is interested in. 

gq(Ik) Groups within concept Cq that item Ik is associated with. 
Gp,q The intersection of user and item interest groups associated with concept Cp. 
mi,k BPA corresponding to a rating ri,k . ⊎ Two-probabilities focused combination. 

d(Ui , Uj) Jousselme’s distance measure between users Ui and Uj. 

s(Ui , Uj) Similarity score between users Ui and Uj. 

mB, mW Best and worst BPAs. 

σ(m1∥m2) Deng relative entropy measuring the conflict between two BPAs m1 and m2. 

MB, MW Vectors representing the preference of the best BPA and worst BPA over other BPAs using the 
Deng relative entropy. 

NUi Set of k closest neighbors for user Ui. 
knni,k Set of neighbors of user Ui that have rated the target item Ik. 

ξ Optimization variable used to minimize the optimal weights. 
wi Weight assigned to the ith BPA, used in the discounting and fusion processes. 

rˆik Predicted rating. 
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The proposed CA-ECF framework represents an advanced version of the classical ECF, with its main 
characteristics detailed in [10][15][28]. CA-ECF innovates by using conflict in user preferences to 
identify the most similar neighbors. It then adjusts their influence in making predictions based on their 
optimal weights. The architecture of the proposed framework is depicted in Figure 2. 

Figure 2. The proposed CA-ECF framework. 

The CA-ECF framework, similar to classical ECF, follows five distinct steps, as illustrated in Figure 2. 
Initially, the unrated entries within the rating matrix RMN are calculated using contextual information C 
in order to construct a dense rating matrix �̂�MN.  Subsequently, user-user similarities s(Ui, Uj)  are
calculated using both provided and predicted ratings in �̂�MN . For each active user Ui, a neighborhood
set knni,k is selected and the user’s rating for each item is estimated based on the combined ratings from 
these selected neighbors. Following this, the estimated ratings for all unrated items are systematically 
ranked and the most appropriate items are chosen for recommendations to the active user. 

In classical ECF, neighborhood sets knni,k for each unrated item Ik are determined based on similarity 
scores si,j, which must meet or exceed a specific threshold. This traditional approach, however, does 
not provide a mechanism to assess the reliability of the selected neighbors. In contrast, the CA-ECF 
framework selects neighborhood sets based on their corresponding optimal discounting weights. These 
weights are then utilized to discount the BPAs during the prediction step, thereby refining the accuracy 
of the recommendations. 

In the following sub-sections, we will explore each step of the CA-ECF recommendation process in 
detail. 

3.1 Constructing Dense User-item Rating Matrix 

In the classical ECF architecture, each user evaluation is represented as a BPA (m) that spans the 
evaluation space Θ, enabling it to capture a wide range of user preferences, for instance: uncertain and 
ambiguous data. The first step of the CA-ECF framework is to predict all the unrated entries ri,k of the 
user-item matrix using contextual data C in order to mitigate the sparsity issue of CF. Contextual data 
consists of a set of concepts 𝐶 = {𝐶1, 𝐶2, … , 𝐶𝑃}, where each concept p encompasses a set of groups
Gp. Both CA-ECF and ECF consider that users who share an interest in a particular group will also 
have similar choices with respect to that group. The group preference is defined as follows: 

• First, consider a concept Cp. For each group Gp,q that intersects with Gp(Ui), which is the
users’ group of interest and gq(Ik), the items’ group of interest, it is assumed that the group’s 
overall preference for item Ik within Gp,q reflects the specific group preference of user Ui for 
item Ik within the same group. Therefore, the concept preference of user Ui for item Ik related 
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to concept Cp is the result of the combination of all the group preferences, represented as two-
probabilities focused-mass functions. 

• Second, the overall context preferences are computed as the combination of all concept
preferences for the target item, represented as two-probabilities focused-mass functions. 

• Finally, the unrated entry ri,k is replaced by the context preference of user Ui for item Ik. If the
context information does not allow for making conclusions on the concept preference, then the 
unrated entry is determined by aggregating the ratings from users who have rated item Ik. 

At this stage, all the user-item matrix entries �̂�𝑀𝑁 are given (provided and predicted) and they all will
be used in the subsequent steps. 

3.2 Computing User-User Similarity 

In contrast to the classical ECF systems, in the CA-ECF we propose to evaluate the similarity between 
users using Jousselme’s distance [22], a decision that directly supports the used conflict-management 
approach [17]. 𝑑(𝑈𝑖 , 𝑈𝑗) = √12 (�̂�𝑖 − �̂�𝑗)𝑇�̅�(�̂�𝑖 − �̂�𝑗)  (9) 

Since ratings have two sources (provided and predicted), we discount the predicted ratings [29]. 𝑠(𝑈𝑖, 𝑈𝑗) = ∑ 𝜇(𝑥𝑖,𝑘, 𝑥𝑗,𝑘) ∗𝑘=1 𝑑(𝑈𝑖, 𝑈𝑗)       (10) 

where 𝜇(𝑥𝑖,𝑘 , 𝑥𝑗,𝑘) is calculated as follows:𝜇(𝑥𝑖,𝑘, 𝑥𝑗,𝑘) = 1 − 𝑤1(𝑥𝑖,𝑘 + 𝑥𝑗,𝑘) − 𝑤2𝑥𝑖,𝑘 , 𝑥𝑗,𝑘
where w1 and w2 are the reliability coefficients [29]. 

User-user similarities are stored as a matrix. The lower the value of 𝑠(𝑈𝑖 , 𝑈𝑗) the more similar user 𝑈𝑖
is to user 𝑈𝑗.

3.3 Neighborhood Selection 

Consider a target user-item pair, (Ui, Ik). We select a set of the k closest neighbors for Ui, denoted by 
NUi, by following four steps, as outlined below: 

1) Define best and worst BPA: in order to define those two BPAs, we first define the set of
neighbors that have rated the target item Ik, following the equation below: 

knni,k = {Uj ∈ U | Ik ∈ R(Uj)} (11) 

Then, we set best BPA as the target user 𝑚𝐵 = 𝑚𝑈𝑖 . Additionally, the worst BPA can be
determined using the best BPA. The exact definition is provided as follows: 

mW = max s (mB , mi)  (12) 
i 

2) Compute Deng’s relative entropy (best/ others) and (others/ worst): Deng relative entropy is
given by the following equation: 𝜎 = (𝑚1 ‖𝑚2) = ∑ 𝑚1(𝐿𝑖)𝑙𝑜𝑔 𝑚1(𝐿𝑖)𝑚2(𝐿𝑖)𝑖   (13) 

At this stage, in order to compute the reliability factors, two vectors need to be calculated 
using the knni,k set of users. 

MB = (σ (mB∥m1) , σ (mB∥m2) , . . . , σ (mB∥mn))                                      (14) 

which describes the preference of the best BPA mB over the other BPAs and 

MW = (σ (m1∥mW ) , σ (m2∥mW ) , . . . , σ (mn∥mW ))T               (15) 

which describes the preference of BPAs mi over the worst BPA. 

Determining optimal-reliability factors: this step involves determining the optimal weights for 
BPAs to improve the process of discounting evidence. The consistency ratio (Equation 8) is 
crucial in this step, as it assesses the consistency of these weights. This step follows a 
constrained-optimization approach, as formulated in Equation 7, to establish the weights 
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accurately, relying on BWM. By solving an optimization problem that includes non-linear 
constraints, the optimal weights for the evidence are obtained. 

Select k-nearest neighbors: the selection of neighborhoods is based on reliability factors. We 
order all members within knni,k in descending order according to their reliability factors, 
denoted by wi. Then, the top K members from this ordered list are chosen to form the 
neighborhood set NUi. 

3.4 Ratings’ Estimation 

Rating estimation for each unrated item Ik by an active user Ui is computed using the ratings from the 
user’s neighborhood. Ratings are first adjusted by their respective discounting weights according to 
Equation 3. Then, the two-probabilities-focused method is used to fuse the evidence to obtain the final 
fusion result. The steps for preference aggregation are outlined in Algorithm . 

Algorithm 1. Preference aggregation for rating estimation in CA-ECF.  

1:   procedure EstimateRating(Ui , Ik , Neighborhoods NUi) 

2: Initialize r̃ i,k ← 0 ▷ Initialize the estimated rating for item Ik

3: for each neighbor Uj ∈ NUi   do

4: rj,k ← rating of Uj on Ik 

5: wi,j ← discounting weight 

6: r̃ j,k ← discounted BPA according to Equation 3 
7: r̃ i,k ← r̃ i,k ⊎ r̃ j,k                                            ▷ Fusion of discounted BPAs

8:  end for 

9:  output the estimated rating r̃ i,k 

10:  end procedure 

This algorithm synthesizes the weighted contributions of a user’s neighbors to predict unrated items. 
By applying discounting weights, which are optimized during the neighborhood-selection phase, the 
reliability of each contribution is assessed, ensuring that the final-rating estimation for rˆi,k is not only a 
reflection of collective-neighborhood opinion, but also of its credibility and relevance to user Ui’s 
preferences. 

3.5 Recommendation 

Notably, ECF systems can produce both hard (rating as singleton) and soft (rating as sub-sets) 
recommendations. For a hard recommendation, the pignistic-probability method is employed to select 
the item with the highest likelihood as the preferred choice. Conversely, for a soft recommendation, 
the system adopts a maximum-belief strategy with an overlapping interval approach (maxBL) [15], 
[35]. This method selects an item based on its belief being greater than the plausibility of any 
alternative, ensuring that a decision can still be made when a direct class label is absent by favoring a 
composite class label that combines the most believable item with those of higher plausibility. 

4. EXPERIMENTS AND RESULTS

Our experiments were performed on Movielens-100K [36], and Flixster [11] datasets. The 
MovieLens-100K dataset consists of 943 users who have provided 100,000 ratings for 1,682 movies. 
The ratings are given on a five-point scale, represented as Θ = {1,2,3,4,5}. Each user in this dataset 
has rated at least 20 movies. On the other hand, Flixster dataset includes 535,013 ratings from 3,827 
users for 1,210 movies. The rating scale in this dataset is composed of ten possible scores, denoted as Θ = {0.5,1.0,1.5,2.0,2.5,3.0,3.5,4.0,4.5,5.0}. Each user has provided at least 15 ratings. 

Moreover, in Movielens-100K, the information used to categorize users is the genre, which has 19 
values. 

C1 = {G1,1, G1,2, . . . , G1,19} = {Unknown, Adventure, Action, Animation, Children’s, Comedy, Drama, 
Documentary, Crime, Musical, Film-Noir, Fantasy, Horror, Western, Sci-Fi, Romance, Thriller, War, 
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Mystery}. 𝑚𝑖,𝑘 = {𝛼𝑖,𝑘(1 −𝛼𝑖,𝑘)   𝑓𝑜𝑟 𝐴 = 𝜃𝑙
𝑚𝑖,𝑘 = {

𝛼𝑖,𝑘(1 − 𝛼𝑖,𝑘), 𝑓𝑜𝑟 𝐴 = 𝜃𝑙𝛼𝑖,𝑘𝜎𝑖,𝑘 ,                          𝑓𝑜𝑟 𝐴 = 𝐵; 1 − 𝛼𝑖,𝑘               𝑓𝑜𝑟𝐴 = Θ;0,                          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  with 𝐵 = { (𝜃1, 𝜃2),        𝑖𝑓 𝑙 = 1;(𝜃𝐿−1, 𝜃𝐿),    𝑖𝑓 𝑙 = 𝐿(𝜃𝑙−1, 𝜃𝑙 , 𝜃𝑙+1), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 (16) 

Movielens-100K was transformed into an evidential dataset using Equation 16 as proposed in [15], 
where 𝛼𝑖,𝑘 ∈ [0, 1] and 𝜎𝑖,𝑘 are trust actor and dispersion factor, respectively. Also, given the absence
of specific information regarding the genres that a user prefers, it is presumed that a user’s interest 
spans all genres associated with any item having been rated. 

In the Flixster dataset, every hard rating ri,k was converted into a soft rating mi,k using the Dempster-
Shafer modeling function [11], as explained below: 

𝑚𝑖,𝑘(𝐴) =
{

𝛼𝑖,𝑘(1 − 𝜎𝑖,𝑘), 𝑓𝑜𝑟 𝐴 = {𝜃𝑙};35 𝛼𝑖,𝑘𝜎𝑖,𝑘,  𝑓𝑜𝑟 𝐴 = 𝐵;25 𝛼𝑖,𝑘𝜎𝑖,𝑘 ,  𝑓𝑜𝑟 𝐴 = 𝐶;1 − 𝛼𝑖,𝑘,  𝑓𝑜𝑟 𝐴 = Θ;0,  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
       (17) 

where 𝐵 = { (𝜃1, 𝜃2),              𝑖𝑓 𝑙 = 1;(𝜃𝐿−1, 𝜃𝐿),         𝑖𝑓 𝑙 = 𝐿;(𝜃𝑙−1, 𝜃𝑙 , 𝜃𝑙+1),     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒;      and 𝐶 = {
{𝜃1, 𝜃2, 𝜃3},  𝑖𝑓 𝑙 = 1;{𝜃1, 𝜃2, 𝜃3, 𝜃4},  𝑖𝑓 𝑙 = 2;{𝜃𝐿−3, 𝜃𝐿−2, 𝜃𝐿−1, 𝜃𝐿},  𝑖𝑓 𝑙 = 𝐿 − 1;{𝜃𝐿−2, 𝜃𝐿−1, 𝜃𝐿},  𝑖𝑓 𝑙 = 𝐿;{𝜃𝑙−2, 𝜃𝑙−1, 𝜃𝑙 , 𝜃𝑙+1, 𝜃𝑙+2},  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒;  

The available genres in Flixster dataset are as follows: 

Genre = {Drama, Comedy, Action & Adventure, Television, Mystery & Suspense, Horror, 
Science Fiction & Fantasy, Kids & Family, Art House & International, Romance, Classics, 

Musical & Performing Arts, Anime & Manga, Animation, Western, Documentary, Special Interest, 
Sports & Fitness, Cult Movies}. 

It’s important to highlight that the selection of parameters within these systems is primarily influenced 
by the outcomes analyzed and reported in the published literature [10], [15]. 

In our study, the choice of baseline for comparison is carefully considered within the context of ECF 
offering soft ratings, where diversity in baseline methods is limited. Specifically, we have selected the 
two- probability-focused ECF [15] as our baseline. This ECF variant has not only performed well in 
prior studies, but also exceeds the performance of earlier baselines, making it a pertinent choice for 
comparative analysis. The two-probability-focused ECF represents a more advanced iteration, 
reflecting both the evolution that addresses conflicting preferences in ECF [9] and the state-of-the-art 
in ECF research. 

Additionally, a 10-fold cross-validation approach was adopted for the experiments. Initially, the 
ratings within the dataset were divided into 10 distinct folds, with each fold comprising a random 
selection of 10% of each user’s ratings. The experimental process was repeated ten times; during each 
iteration, one fold was designated as the test dataset, while the other ratings were utilized for training 
purposes. The mean outcomes from these ten iterations are detailed in the subsequent part of this 
section. 

In the field of ECF offering soft ratings, researchers have developed new evaluation methods capable 
of assessing their performance. These include DS-MAE, DS-Precision, DS-Recall and DS-Fscore [9], 
[15], [28]. Let �̂�𝑖,𝑘be the final estimated rating for user Ui and item Ik and 𝐵�̂�𝑖,𝑘 represent the pignistic-
probability distribution of the mass function �̂�𝑖,𝑘. The selected evaluation metrics are defined as
follows: 
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𝐷𝑆 − 𝑀𝐴𝐸(𝜃𝑗) = 1|𝐷𝑗| ∑ 𝐵𝑝𝑖,�̂�(𝜃𝑙)|𝜃𝑗 − 𝜃𝑖|(𝑖,𝑘)∈𝐷𝑗,𝜃𝑙∈Θ𝐷𝑆 − 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝜃𝑗) = 𝑇𝑃(𝜃𝑗)𝑇𝑃(𝜃𝑗) + 𝐹𝑃(𝜃𝑗)𝐷𝑆 − 𝑅𝑒𝑐𝑎𝑙𝑙 (𝜃𝑗) = 𝑇𝑃(𝜃𝑗)𝑇𝑃(𝜃𝑗) + 𝐹𝑁(𝜃𝑗)
𝐷𝑆 − 𝐹𝑖(𝜃𝑗) = (𝑖2 + 1)(𝐷𝑆 − 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝜃𝑗) (𝐷𝑆 − 𝑅𝑒𝑐𝑎𝑙𝑙 (𝜃𝑗))𝑖2(𝐷𝑆 − 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝜃𝑗) + (𝐷𝑆 − 𝑅𝑒𝑐𝑎𝑙𝑙 (𝜃𝑗))

where Dj is the test set identifying user-item pairs whose true evaluation is θj ∈ Θ and: 𝑇𝑃(𝜃𝑗) = ∑ 𝐵𝑝𝑖,�̂�(𝑖,𝑘)∈𝐷𝑗 (𝜃𝑗)
𝐹𝑃(𝜃𝑗) = ∑ 𝐵𝑝𝑖,�̂�(𝑖,𝑘)∈𝐷𝑗,𝑗≠1 (𝜃𝑙) 

𝐹𝑁(𝜃𝑗) = ∑ 𝐵𝑝𝑖,�̂�(𝑖,𝑘)∈𝐷𝑗 (𝜃𝑙) 
4.1 Results for Movielens-100K Dataset 

Tables 3 and 4 provide a comprehensive comparison of the CA-ECF and baseline method across various 
rating values, assessing their performance through hard metrics, such as MAE, precision, recall and F- 
score and soft metrics, such as DS-MAE, DS-precision, DS-recall and DS-F-score. The CA-ECF 
method demonstrates superior precision and recall in both soft and hard recommendations, particularly 
notable in the middle rating values, where it significantly outperforms the baseline. This trend is 
consistent across the precision and F-score metrics as well, with CA-ECF showing enhanced 
accuracy. 

Table 3. Comparison in hard decisions for CA-ECF and baseline on Movielens-100K dataset. 

CA-ECF 

MAE 2.4011 1.5072 0.7286 0.3495 1.0153 0.8326 

Precision 0.182 0.2208 0.3221 0.3935 0.4648 0.3752 

Recall 0.0177 0.0912 0.3167 0.6657 0.1863 0.3828 

F-score 0.0322 0.129 0.3193 0.4946 0.2659 0.3789 

Baseline 

MAE 2.4075 1.5087 0.7382 0.369 1.0157 0.8343 

Precision 0.177 0.2242 0.3206 0.3919 0.4484 0.3641 

Recall 0.0152 0.0924 0.3158 0.6642 0.1851 0.3718 

F-score 0.0649 0.1434 0.3175 0.4923 0.2592 0.3468 

Table 4. Comparison in soft decisions for CA-ECF and baseline on Movielens-100K dataset. 

DS-Metrics Rating value 
Global 

1 2 3 4 5 

CA-ECF 

DS-MAE 2.4057 1.4897 0.7337 0.3702 1.0159 0.8243 

DS-Precision 0.1756 0.2380 0.3191 0.3916 0.4452 0.36015 

DS-Recall 0.0159 0.0962 0.3177 0.6612 0.1787 0.3722 

DS-F-score 0.0292 0.1370 0.3184 0.4919 0.2550 0.3315 

Baseline 

DS-MAE 2.4066 1.4918 0.7344 0.3713 1.0175 0.8327 

DS-Precision 0.1749 0.2300 0.3175 0.3908 0.4462 0.3609 

DS-Recall 0.0156 0.0949 0.3164 0.6605 0.1815 0.3702 

DS-F-score 0.0267 0.1329 0.3161 0.4903 0.2560 0.3315 

Metrics 
1 2 

Rating value 

4 3 5 
Global 
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Figure 3. Overall MAE for CA-ECF versus baseline on Movielens-100K dataset. 

In Figure 3, the data comparing CA-ECF and baseline across varying values of K reveal that both 
recommendation frameworks show an improvement in DS-MAE as the number of neighbors increases up 
to K = 20, beyond which the improvement in error rates stabilizes. CA-ECF consistently performs better 
than baseline at lower values of K, indicating its superior efficiency in scenarios with fewer neighbors. 
Both methods reach their optimal performance around K = 20. This indicates that increasing K beyond 20 
offers no significant benefit, possibly leading to over-specialization and unnecessary computational 
overhead. 

In Figure 4, both CA-ECF and baseline show a trend where the DS-MAE values generally decrease as K 
increases from 5 to 20. Around K = 20, both CA-ECF and baseline achieve their minimum DS-MAE 
values, indicating an optimal point for the Movielens dataset. Post this point, both frameworks stabilize, 
with slight fluctuations in DS-MAE values, suggesting that increasing K beyond this point does not 
significantly enhance the accuracy. CA-ECF appears to be more robust at lower neighborhood sizes, 
which could be advantageous in scenarios where the data is sparse or when it is computationally preferable 
to consider fewer neighbors. 

Figure 4. Overall DS-MAE for CA-ECF versus baseline on Movielens-100K dataset. 

4.2 Results for Flixster Dataset 

Based on the presented data from the hard and soft decision comparisons between CA-ECF and the 
baseline on the Flixster dataset, several insights emerge. As shown in Table 5, for hard decisions, CA-ECF 
exhibits consistently lower MAE across all rating values compared to the baseline, showcasing its superior 
accuracy in prediction. Notably, the global MAE for CA-ECF stands at 0.8281, which is lower than the 
baseline’s 0.8503, underscoring the enhanced precision of CA-ECF in handling diverse rating scales from 
0.5 to 5.0. 
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Table 5. Comparison in hard decisions for CA-ECF and baseline on Flixster dataset. 

Metrics 
Rating value 

Global 
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 

CA-ECF 

MAE 3.2204 2.6843 2.1821 1.7530 1.2887 0.7529 0.4068 0.1341 0.5169 0.9056 0.8281 

Precision 0.8790 0 0 0.1857 0.2727 0.2283 0.1976 0.2091 0.1769 0.3856 0.2860 

Recall 0.0252 0 0 0.0017 0.0036 0.0703 0.1489 0.7767 0.0287 0.0852 0.3160 

F-score 0.0489 0 0 0.0033 0.0071 0.1074 0.1698 0.3294 0.0493 0.1395 0.3002

Baseline 

MAE 3.2708 2.7865 2.3006 1.7741 1.3163 0.7806 0.4204 0.1360 0.5264 0.9081 0.8503 
Precision 0.8521 0 0 0.1697 0.2435 0.1975 0.1886 0.2150 0.1747 0.3921 0.2404 
Recall 0.0242 0 0 0.0015 0.0031 0.0652 0.1478 0.7812 0.0280 0.0867 0.3114 
F-score 0.0470 0 0 0.0029 0.0061 0.0980 0.1657 0.3371 0.0482 0.1420 0.2713

Similarly, in the soft-decision results of Table 6, CA-ECF maintains its edge over the baseline, with a 
global DS-MAE of 0.8190 against the baseline’s 0.8381. This precision is further reflected in the metrics 
of DS-Precision, DS-Recall and DS-F-score, where CA-ECF consistently outperforms the baseline across 
most rating values, particularly in the mid to high range. These metrics confirm the robustness of CA- 
ECF in synthesizing evidential data to produce reliable and nuanced recommendations, highlighting its 
applicability in systems where user preferences are particularly conflicting. In the Flixster dataset, ratings 
of 1.0 and 1.5 are significantly less frequent compared to higher ratings. Consequently, the columns for 
ratings 1.0 and 1.5 in the comparison tables sometimes show values as zero, indicating sparse data in these 
categories. 

Table 6. Comparison in soft decisions for CA-ECF and baseline on Flixster dataset. 

DS-Metrics 
Rating value 

Global 
0.5 1.0 1.5 2.0 2.5  3.0 3.5 4.0 4.5 5.0 

CA-ECF 

DS-MAE 3.2137 2.6702 2.1787  1.7467  1.2861  0.7491 0.4002 0.1291 0.5126 0.9014 0.8190 
DS-Precision 0.8702 0 0  0.1767  0.2543  0.2056 0.1998 0.2165 0.2036 0.3891 0.2561 
DS-Recall 0.0282 0 0  0.0018  0.0045  0.0710 0.1502 0.7689 0.0312 0.0821 0.3189 
DS-F-score 0.0546 0 0  0.0035  0.0088  0.1055 0.1714 0.3378 0.0541 0.1355 0.2840 

Baseline 

DS-MAE 3.2360 2.7653 2.2781 1.7482 1.2909 0.7665 0.4187 0.1322 0.5202 0.9061 0.8381 
DS-Precision 0.8562 0 0 0.1710 0.2435 0.1998 0.1906 0.2172 0.1872 0.3987 0.2468 
DS-Recall 0.0253 0 0 0.0016 0.0037 0.0667 0.1491 0.7851 0.0290 0.0892 0.3114 
DS-F-score 0.0491 0 0 0.0031 0.0072 0.1000 0.1673 0.3402 0.0502 0.1457 0.2753 

Figure 5 depicts the MAE performance of CA-ECF and the baseline across varying neighborhood sizes 
(K) on the Flixster dataset. For CA-ECF, there is a consistent enhancement in performance across all K
values, showcasing its robustness in managing different neighborhood sizes effectively. In contrast, the 
baseline exhibits a reduction in MAE as the number of neighbors increases, reaching a plateau at K = 35. 
Beyond this point, no significant gains are observed, indicating that larger neighborhoods do not further 
contribute to accuracy improvements. This data highlights CA-ECF’s superior efficiency, particularly 
notable at smaller neighborhood sizes. 

Figure 5. Overall MAE for CA-ECF versus baseline on Flixster dataset. 
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Figure 6 demonstrates the performance trend of CA-ECF and the baseline as the number of neighbors (K) 
increases within the Flixster dataset. Both frameworks exhibit distinct performance trends. CA-ECF 
demonstrates stable performance with consistently low DS-MAE values across all K values. In contrast, 
the baseline framework shows a decrease in DS-MAE from K = 5 to K = 15, suggesting that accuracy 
improves with a larger neighborhood up to this point. At K = 15, the baseline reaches its lowest DS- MAE, 
indicating an optimal balance between neighborhood size and predictive accuracy. Beyond K = 15, the 
baseline exhibits negligible improvements and slight fluctuations in DS-MAE, signaling that further 
increases in K do not yield substantial benefits and may lead to diminishing returns.  

Figure 6. Overall MAE for CA-ECF versus baseline on Flixster dataset. 

5. DISCUSSION

In the evaluation of the CA-ECF framework, our experiments reveal that the framework demonstrates 
notably improved performance for rating values that exhibit higher density within the dataset. This 
enhanced performance can be attributed to the framework’s use of reliability factors that judiciously 
discount ratings. By adjusting the influence of these ratings in the evidential fusion step, the framework 
not only refines the prediction accuracy, but also effectively manages the inherent uncertainty associated 
with sparse data. Such a mechanism ensures that the contributions of the neighbors are weighted, which is 
particularly crucial in sparse datasets where every rating can significantly influence the outcome. This 
approach underscores the ability of CA-ECF to deliver more reliable and precise recommendations by 
effectively capturing and utilizing the underlying patterns in user-item interactions. 

However, the CA-ECF framework introduces additional computational complexities, primarily from the 
calculation of Deng’s relative entropy and the optimization of reliability factors. The computation of 
Deng’s relative entropy within the neighborhood set knni,k presents a quadratic complexity, O(k2), where k 
represents the number of neighbors who have rated the target item. Further complexity arises during the 
optimization step to determine optimal reliability factors, potentially extending to O(k3) depending on the 
algorithm used. In contrast, classical ECF methodologies typically involve linear operations based on 
similarity scores, resulting in a lower overall time complexity of O(n). Thus, while the CA-ECF 
framework incurs a higher computational cost, it leverages this complexity to enhance the accuracy and 
reliability of recommendations, which is particularly advantageous in applications where the quality of 
recommendations is critical. 

6. CONCLUSIONS

This research introduces a novel Conflict-Aware Evidential Collaborative Filtering framework that 
significantly advances the management of conflicts in user ratings. By integrating a two-probabilities-
focused approach with the advanced conflict-resolution technique based on the Best Worst Method, the 
framework refines the weighting of user preferences. This precision in handling ratings leads to 
discernibly improved performance across key metrics, including DS-MAE, DS-precision, DS-recall and 
DS-F-score, outperforming existing methodologies. While our framework enhances recommendation 
accuracy and reliability, especially in handling uncertain, imprecise or incomplete user preferences, it 
introduces complexities related to its computational demands. The detailed calculations required by 
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Dempster-Shafer theory, along with those needed to optimize reliability factors, can lead to increased 
computational time, potentially limiting its immediate practicality in real-world scenarios. Looking 
forward, we plan to explore the potential of distributed computing and Monte Carlo approximations to 
manage the computational overhead effectively. These techniques aim to reduce the computational 
intensity while maintaining accuracy, offering scalable solutions for large datasets. We are also keen on 
investigating alternative fusion rules that can further enhance the framework’s ability to handle conflicts. 
These steps are aimed at extending the scalability and practicality of our framework. 
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 البحث: ملخص
اتّعاوددددددمَتا ا إددددددلّاَ اه ددددد لتاَ اه ي  لددددددتاَ تإدددددا ذ ار دددددد اَ   هددددددت ا التددددد ا تقدددددذه الددددددطااَ عملدددددتارادددددديم 
ددددد لتا لييدددددتاَ  ه تا اتصدددددي  اَ  إهيصدددددت اتثددددد اَ مه ل دددددي تا،  ه تي تات دددددتس يتثهددددد ا ودددددي اتعًدددددلتااخيصدددددتي

ا تاعُّعاَ لذَفا غلملتي.
اَ ول لدددددتاَ هاددددد ا دددددراراددددديماَ  تددددد اَ تقادددددم الاددددد ات ددددد لت   اه يتددددد اتدددددعاَ اه   دددددل  اابهدددددياَيدددددا ُّايمكه

اتدددددددّاخلددددددد ار َم اات دددددددلي َ تا دددددددتا هً دددددددعا،اددددددد ا ا بلي  اتإدددددددالذتلّاَ هاددددددد اتعدددددددات الاددددددد اتعَا 
ددددددعَم ا   دددددد ابّ لددددددتات إددددددلّا ددددددع  اات ددددددلي َ اه   ددددددل  اَ تا فدددددد اان دددددديضاَ اقدددددديضات   ددددددل  اَ ص 

لت.  ً اَ اهع
ا الادددددد اَخاتددددددي لّا تق لددددددتاتاقذهتددددددتا  اضلي ددددددلإ َم اَ اهايصتددددددعاَ  هوددددددي اَ تقاددددددم ابددددددلّا هددددددتاالددددددي  ا

ددددددالذ  ا   دددددد العددددددمااَ تددددددماَ هددددددطصاتددددددّا دددددد   اتل ددددددل ا     ا اتّإ  ااكثددددددما لهددددددتتا ودددددد ه تعنعللددددددتا
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ABSTRACT 

This paper presents a comprehensive literature review focusing on the utilization of machine-learning (ML) and 

deep-learning (DL) methods for predicting and detecting Neurodevelopmental Disorders (NDDs), such as 

Intellectual Disability (ID), Autism Spectrum Disorder (ASD), Attention Deficit Hyperactivity Disorder (ADHD), 

Dyslexia, among others. While existing reviews often lack detailed discussions on the specific ML algorithms, 

datasets and performance metrics employed in NDD prediction and detection, this study aims to address this gap 

by examining two primary aspects: prediction and detection. Objective: The objective of this study is to 

investigate the current state-of-the-art methodologies, challenges and future directions in leveraging ML and DL 

techniques for the prediction and detection of NDDs. It aims to categorize the literature based on these two 

major aspects and provide insights into the various approaches, datasets, parameters and performance 

measures used in previous research. Methodology: This review encompasses articles published in journals and 

conference proceedings indexed in Scopus from 2013 to 2023. The search employed terms such as "Predicting 

Neurodevelopmental Disorder" and/or "Detection of Disorder Using Machine Learning." The analysis focuses 

on identifying common ML and DL approaches, ensemble models, types of datasets utilized, as well as the 

parameters and performance metrics employed in NDD-prediction and detection studies. Results: The findings 

of this review shed light on prevalent ML and DL methodologies, the challenges encountered and potential 

avenues for future research aimed at enhancing services for the NDD community through improved prediction 

and detection techniques. 

KEYWORDS 

Detection, Prediction, Classification, Deep learning, Machine learning, Mental health, Neurodevelopment 

disorders. 

1. INTRODUCTION

Neurodevelopmental Disorders (NDDs), as outlined in the DSM V Diagnostic and Statistical Manual 
by the American Psychiatric Association, encompass a range of conditions affecting the development 
of the central nervous system [1]. These conditions manifest in difficulties in behaviours, cognition, 
social interaction and emotional functioning. Included within NDDs are intellectual disability (ID), 
communication disorders, Autism Spectrum Disorder (ASD), Attention-Deficit/Hyperactivity Disorder 
(ADHD), neurodevelopmental motor disorders such as Tic Disorders and Specific Learning Disorders 
[2]. Despite the prevalence of NDDs, which affects roughly 17% of the general population, many 
individuals may remain undiagnosed. Factors contributing to NDDs include maternal and fetal 
genotype, early environmental influences and some causes that are still not fully understood. 
Particularly concerning is the rising prevalence of NDDs, with autism rates reported by the Centre for 
Disease Control and Prevalence (CDC) increasing from 1 in 150 children in 2000 to 1 in 36 presently, 
with around 40% of affected individuals also experiencing ADHD and other comorbidities [3]. NDDs 
represent a significant mental-health category with profound impacts on daily functioning, potentially 
jeopardizing the physical and mental well-being of affected individuals as they transition from 
childhood to adulthood. Given the increasing frequency of NDDs and their substantial impact, it is 
imperative to address the challenges associated with early identification and intervention. Developing 
a rapid, reliable and automated method for identifying early signs of mental-health issues is critical in 
this rapidly evolving world. 

Hence, we conduct a systematic review encompassing medical and computer-science literature on the 
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detection of NDD issues using machine-learning (AI) methodologies. This review spans articles 
published between 2013 and 2023 sourced from databases such as Scopus, IEEE Explore, PubMed 
and Web of Science (WOS). Utilizing the Preferred Reporting Items for Systematic Reviews and 
Meta- Analysis (PRISMA) methodology, we meticulously selected 81 articles from an initial pool of 
811. 

Our review highlights a notable research gap concerning the utilization of machine learning in 
interventions for neurodevelopmental disorders (NDDs), particularly in the domain of automated 
neuro-feedback. We also explore the machine learning techniques utilized in developing EEG-based 
detection methods for NDDs. Furthermore, we conduct a thorough examination of challenges outlined 
in existing literature and provide forward-looking recommendations. These recommendations 
encompass various facets, such as data-fusion techniques, integrating hybrid classification models, 
emphasizing the importance of publicly available datasets, addressing uncertainties in model 
predictions, enhancing model interpretability and devising strategies for hardware implementation. 
Essentially, our systematic review illuminates the current landscape of machine-learning applications 
in NDD detection and intervention, while also charting a course for future research aimed at bridging 
existing gaps and overcoming challenges. The objective of this review is to guide future researchers in 
adopting potential trends or models that can significantly enhance the diagnosis and detection of 
NDDs. 

Responding promptly to a diagnosis is crucial for minimizing the time required for intervention once a 
diagnosis is detected. Machine-learning techniques can assimilate and analyze integrated data from 
multiple sources, including population statistics, lifestyle factors and medical records to predict the 
occurrence and distribution of diagnoses within a specific area. Medical practitioners can utilize 
machine-learning methods to enhance the implementation of existing interventions and speed up in 
developing new interventions. For example, deep-learning algorithms can be employed to analyze 
extensive datasets comprising medical information gathered from hospitals. For example, clinical test 
data from patients diagnosed with mental health can be utilized as input for machine-learning models, 
enabling doctors to expedite diagnoses. This research endeavours to explore the current advancements, 
obstacles and prospective directions in leveraging machine-learning techniques for managing 
neurodevelopmental disorders, as outlined in the two previously mentioned categories. The study uses 
the same method of systematic review conducted by Rayner & Obit, 2021, the roles of machine 
learning methods in limiting the spread of deadly diseases. Thus, the work here is to conduct a 
comprehensive review of different methodologies, dataset types, parameters or variables, individual 
and ensemble models, performance metrics and approaches employed in prior studies [4]. 

We categorized all articles and conference papers based on Scopus Indexed – whether pertaining to 
prediction or detection strategies. This review's results center on frequently employed machine 
learning methods, obstacles encountered and future directions aimed at supporting intervention and 
therapy for neurodevelopmental disorders through both detection and prediction. The trend and 
distribution of objectives for machine learning and recent works for NDD detection are described in 
Figure 1. 

Figure 1. The trend and distribution of objectives for machine learning and recent works for 
NDD detection. 
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2. METHODOLOGY

The purpose of this Systematic Literature Review (SLR) is to conduct a sequential process of 
PRISMA to make available research applicable to machine-learning approaches in assisting medical 
health diagnosing Neurodevelopment Disorders. Four primary stages of PRISMA are identified to be 
included in this SLR as shown in Figure 2. They are called: Identification, Screening, Eligibility and 
Inclusion [5]. 

2.1 Content Retrieval 

Apart from adhering to the PRISMA stages, this literature review underwent two distinct phases: 
planning and conducting. The initial phase is geared towards defining the prerequisites for a 
systematic review while mitigating potential researcher biases. It involves crafting a comprehensive 
review protocol, acting as a blueprint for conducting an unbiased review process. Key elements of this 
proposed review protocol in our study include delineating research questions, formulating a search 
strategy to pinpoint relevant studies, specifying inclusion and exclusion criteria, establishing a method 
for assessing study quality and extracting and synthesizing data, all of which will be detailed in the 
subsequent section. The planning phase involves crafting research questions centered on employing 
machine-learning techniques for predicting and detecting neurodevelopmental disorders, followed by 
setting up suitable search procedures to efficiently execute the research activities. During the 
conducting phase, several actions are taken, including setting predetermined selection criteria to 
pinpoint relevant studies and assessing their quality using the predefined quality-assessment procedure 
outlined in this study. This phase involves extracting information from the selected studies and 
conducting data synthesis to provide a succinct summary of the reviews. These processes are visually 
depicted in Figure 2, facilitating the incorporation of new information into the report in the future. 

Figure 2.  PRISMA method. 

2.1.1 Formulating Research Questions 

The research questions (RQs) were structured to define the study's boundaries from three distinct 
angles: population, intervention and outcomes [5]. From the population perspective, the focus is on the 
domains or functions affected by the intervention, such as detection, prediction and classification. 
These populations may relate to various aspects, including specific machine-learning methods or types 
of machine learning models and their applications. The intervention viewpoint centers on machine-
learning approaches addressing specific challenges, such as diagnosing, detecting and predicting 
Neurodevelopment Disorders. Lastly, the outcomes perspective concerns factors significant to 
practitioners, such as improved prediction accuracy, reduced diagnostic costs for specific disorders 
and shortened response time in detecting potentially severe disorders. All relevant outcomes must be 
explicitly stated. For instance, interventions may aim to enhance one aspect of NDD prediction 
without affecting another, such as improving reliability without increasing costs. The primary goal of 
this Systematic Literature Review (SLR) is to gather and scrutinize relevant evidence to tackle the 
defined research questions (RQs). Our motivation for undertaking this endeavor is to obtain responses 
to a series of seven RQs, aiming to gain deeper insights into key aspects of our research focus. This 
entails enhancing our comprehension of the roles played by machine-learning technologies in 
facilitating the prediction and detection of Neurodevelopment Disorders, as well as identifying 
research constraints to guide future-research directions. The RQs and their rationale are thoroughly 
elaborated in Table 1. 
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Table 1. Research questions. 

ID Research Question 

RQ1 What are the roles of machine-learning models in assisting in screening neurodevelopment disorders? 
RQ2  

RQ3 

RQ4 

RQ5 

RQ6 

RQ7  

What types of NDD datasets in previous works have been used to build the models? What types of parameters or variables have 
been used? 
What types of problems addressed using these models?  
Which individual models achieved the highest performance? 
What evaluation metrics and methods are employed to measure the performance of the machine-learning models? 

What types of ensemble methods are used in machine-learning models?  

What types of deep-learning approaches used in NDD Detection? 

2.1.2 Search Process 

In the identification stage, all publications up to Dec. 2023 were compiled from searches made in 
Scopus, IEEE Explore, PubMed and Web of Science (WOS) databases. The retrieval was performed 
for articles from journals and conference proceedings published from 2010 to 2023 using the 
following Boolean search expression: “Prediction” OR “Detection” OR “Classification” OR 
“Diagnosing” OR “Identification” AND “ADHD” OR “AUTISM” OR “DYSLEXIA” OR “Neuro 
Development Disorder” AND “Artificial Intelligence” OR “Machine Learning” OR “Deep Learning”. 

Only final papers were considered in this review. The inclusion and exclusion criteria are shown in 
Table 2. The search process is designed to thoroughly address all predefined research questions. This 
involves selecting appropriate digital libraries, setting a time frame for the published articles and 
defining the search keywords. We will explore six of the most popular and largest online digital 
libraries in computer science, along with the Medline digital library, which publishes peer-reviewed 
articles. These digital libraries are listed in Table 3.  

Table 2. Criteria of inclusion and exclusion. 

Criteria Inclusion Exclusion 

Type of Article Journal articles Others (Thesis, Handbook, Literature Review and 
Survey Paper) 

Language English Non-English 

Subjects Covered Computer Science, Neuroscience, Health 
Professional and Psychology. 

Multidisciplinary 

Year of Publications 2013-2023 < 2013 

Domain Mental Health Other Disorder or Comorbidities 

Mental  Neuro Development Disorder (ASD, ADHD, 
Dyslexia) 

Other neurodisorders 

Health Listed in DSM-V (Schizophrenia, psychotic, bipolar, 
depression, …etc.) 

ML Models Traditional, Deep Learning and Ensemble Model Transfer Learning 

Dataset  Demographic, Medical, Observation & 

Behavioural Data 

Genetic Data 

Type  Facial Image Data 

 Eye-Tracking Data 

 EEG-based Data 

 Functional Magnetic Resonance Imaging 

Heart-rate Data 
Handwriting Data 
Speech Data 

(BMRI) and Functional Magnetic 
Resonance Imaging (FMRI) Data 

Table 3. Online digital libraries and number of studies screened and reviewed. 

No. Database URL Screened Eligible Inclusion 

1 Elsevier https://www.sciencedirect.com/ 68 14 7 

2 Springer https://link.springer.com/ 56 28 2 

3 IEEE eXplore https://ieeexplore.ieee.org/ 197 73 35 

4 MDPI https://www.mdpi.com/ 92 29 9 

5 Wiley https://onlinelibrary.wiley.com/ 12 5 2 

6 Medline (PubMed) https://pubmed.ncbi.nlm.nih.gov/ 82 37 26 

TOTAL 507 186 81 

http://www.sciencedirect.com/
http://www.sciencedirect.com/
http://www.mdpi.com/
http://www.mdpi.com/
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Furthermore, we reviewed various independent relevant journals and conference proceedings in the 
field of artificial intelligence, as detailed in Table 3. The search is limited to articles published 
between 2013 and 2023. This time frame was chosen, because machine learning has been extensively 
applied to problems related to Neurodevelopment Disorder (NDD) since the 2010s. Table 4 lists the 
number of studies reviewed based on year (2013 - 2023). Therefore, this paper aims to systematically 
summarize artificial-intelligence methodologies, encompassing both machine-learning and deep-
learning techniques, applied in the prediction and detection in-response to neurodevelopmental 
disorders (NDDs). 

Table 4. Number of studies reviewed based on year (2013 - 2023). 

Year Studies 
2013 - 2017 

2018 

2019 

2020 

2021 

2022 

2023 

6 

3 

4 

9 

14 

29 

16 
 Total 81 

Table 5. Type of machine-learning problems and related studies. 

Problems Roles Related Studies 

Regression Predict [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], 

Neurodevelopment [19], [20], [21], [22], [23]

Disorder 

Classification Detect [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], 

Neurodevelopment [36], [37], [38], [39], [40], [41], [42], [43], [44], [45], [46], [47], 

Disorder [48], [49], [50], [51], [52], [53], [54], [55], [56], [57], [58], [59], 

[60], [61], [62], [63], [64], [65], [66], [67], [68], [69], [70], [71], 

[72], [73], [74], [75], [76], [77], [78], [79], [80], [81], [82], [83], 

[84], [85], [86] 

2.2 Content Summarization 

Quantitative data was extracted from the chosen studies focusing on the research questions outlined 
and the findings are presented in Tables 5-12 and Figure 3. 

2.2.1 Roles of Machine-learning Model 

Predicting and detecting NDDs plays crucial roles in enhancing healthcare systems. The tasks 
primarily involve predicting NDDs or modeling disorder frequencies using regression methods. 
Conversely, machine learning models predominantly address classification problems in detecting 
NDD. Table 5 summarizes all studies focused on NDD prediction and detection. 

2.2.2 Type of Datasets and Parameters Used 

Table 6 summarizes structured data utilized for predicting and detecting the diagnosis of NDDs, as 
well as the number of studies conducted. From the collective findings of these studies, six sets of 
structured datasets were the most employed. Structured databases encompass Demographic Data, 
Medical Data, Observation & Behavioral Data, Visual Video Data, Meteorological Data, MRI 
(including BMRI and FMRI), face-expression data, eye-tracking data and EEG-based data. 
Demographic data includes information on Age, Gender, Race and Ethnicity. Medical data involves a 
systematic analysis of a child's conditions, incorporating parameters, such as head measurements, 
weight, height, signs and symptoms of the disorder and treatment information. Observation & 
Behavioral Data entail numerical representations obtained from responses, speech, cognitive abilities, 
quotient scores and questionnaire assessments, like M-CHART, Q-Chat, AQ-10, ADI-R and ADOS 
Screening, UCI repository, IQ score, NCHS survey data, SDS ASDTest, OBTest, UK’s National 
Health Service (NHS), PAAS India and Scale data Questionnaires from Germany Clinic. Some of the 
observation and behavioral subjects were captured in video for further investigation. Visual Video 
Data captures activities involving a child during intervention or therapy sessions, focusing on 
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parameters, such as movement, behavior, sensory perception, angle, direction and speed. Magnetic 
Resonance Imaging Data (BMRI and FMRI) aids in detecting and monitoring brain characteristics, 
particularly changes in blood flow. Some BMRI/FMRI datasets are publicly available through ABIDE 
(ADHD-200, Craddock 400 (CC400), …etc.). Common parameters for detection include normalized 
region volume, reduced corpus callosum volume and increased amygdala volume. Facial Image Data 
analyzes emotions through facial expressions, categorizing them as Happy, Sad, Angry or Neutral. 
Facial analysis employs an arousal- valence model to assess parameters, such as positive-active and 
negative-passive readings. These datasets can be collected through public databases, like Kaggle 
(KDEF dataset, …etc.). Finally, EEG-based Data, recorded via devices like BCI, captures spectral 
power of EEG signals, including Beta, Alpha, Theta, Gamma and Delta waves. Analysis often 
involves spectral, temporal, spatial or time-frequency features, revealing specific brain activities, 
ERPs, recurrences and transitional states. The EEG dataset is available in Dataport IEEE, …etc. Eye-
tracking Data collected through EyeGaze apps, Eye movement, Automatic retinal-image analysis 
(ARIA) monitors parameters, like retina movement and pupil size. 

2.3 Reporting of Review Findings 

The summary of findings in the review was derived from the selected studies, focusing on the defined 
research questions. The overall State-of-the-Art of Neurodevelopment Disorder Prediction and 
Detection is described in Figure 3. 

Figure 3. State-of-the-art of neurodevelopment disorder prediction and detection. 

2.3.1 Roles of Machine-learning Models 

This sub-section summarizes and discusses the findings of RQ1: What are the roles of machine- 
learning models in assisting in screening neurodevelopment disorders? The roles of machine-learning 
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models can be categorized into regression and classification. 

Table 6. Datasets and parameters used. 

Databases (Frequency) Features 

Demographic Data (18) 
Medical Observation & 
Behavioral Data (16) 
BMRI/FMRI Data (13) 
Facial Image Data (7)  
EEG-based Data (26) 

Eye Tracking Data (5) 

Age, Gender, Race, Ethnicity, Location 
Head measurements, Weight, Height, Response, Speech, Cognitive Ability, Quotients scores, 
Movement, Behavior, Sensory, Angle, Direction, Speed, …etc. 
Brain and Functional Magnetic Resonance Imaging: Changing in the blood flow within brain 
Facial features and expression that can be detect through facial emotion: Happy, Sad, Angry, Null 
EEG reading: Beta, Alpha, Theta, Gamma, Delta 
Other features (spectral, time, spatial or time-frequency features, activity, Event Related Potential (ERP),  
Recurrences, transition state) 
retina movement, pupil size 

2.3.2 Regression Problems for Detecting NDDs 

While logistic regression is commonly used for binary target variable datasets, it may not be accurate 
when the sample size is small. The connection between the predictors and a categorical response 
variable is modeled using logistic regression [58]. Regression problems are commonly addressed in 
the task of predicting or modeling the disorders as shown in Table 7. 

Table 7. Regression: Types of machine-learning approaches and individual models used. 

Models: Cubic Regression Model, Logistic Regression (LR), Polynomial Regression, Naïve-Bayes (NB), Random Forest (RF), K Nearest Neighbour (kNN), Convolution Neural 
Networks (CNN), Multi-Layer Perceptron (MLP), Scala Vector Classifier (SVC), RIPPER RIDOR Bagging AdaBoost CART, Rules Machine Learning (RML), C4.5 PRISM, Back 
Propaganda Neural Network (BPNN), Particle Swam Optimizer (PSO), Radial Basis Function (RBF). Additional Performance Matrix: Precision (PREC), Recall (REC), F1-

Score( F1-S), Confusion Matrix(CM), Specificity (SP), Sensitivity (SE), Area under Curve (AUC), Cohen Kappa (KP), Matthew Correlation Coefficient (MCC), False 

Discovery Rate (FDR), Cross Validation (CV), Negative Predictive Value (NPV), Positive Predictive Value (PPV), False Positive Value (FPV), Area under Receiver 

Operating Characteristic (AUROC) 

Note: ∗Belongs to the Neural Network family. 

For instance, Shilaskar et al. showed that logistic regression is the most accurate type of regression for 
autism, while the random forest is the most accurate type for dyslexia. However, given that the source 
data is highly biased and several performance indicators tend to zero, the results are not all that 
encouraging and their work needs to apply the Synthetic Minority Oversampling Technique (SMOTE) 
to handle imbalance data [7]. Besides, Thabtah et al. illuminated recent research that utilizes machine 
learning for ASD classification and investigated the utility of machine learning with Decision Tree and 
Random Forest for ASD prediction. They developed an ASDTest application to detect symptoms of 
ASD based on AQ-10 scoring data (cognitive, behavioral and social skill test) [15]-[16]. The results 
obtained using the Machine Learning with DT algorithm in WEKA were compared to the results 
obtained by other statistical models, such as Logistic Regression, showed superiority in detecting 
autistic traits over probabilistic classifiers derived by Naïve Bayes; however, the performance 

Study 
Model Best Model with Accuracy Additional Performance Metrics 

[6] LDA, Ensemble (SVM-RBF, 

regression, Fuzzy sets, SVM+RBF 

Cubic Regression method+SVM+RBF 98% _ 

[7] LR, SVM Polynomial, SVM RBF, NB, DT, 
RF, XGB, RF 

LR 90.27%(ASD), RF 80.89% (Dyslexia) PCS 92.30%, REC 90%, AUC 91.60%, F1-S 91.13%, CV 
99.77% (ASD) 
PCS 83.56%, REC 77.21%, AUC 79.78%, F1-S 80.26%, 
CV 95.05% (Dyslexia) 

[8] DT, LR, RF LR +CNN 81% - 

[9] NB, LR, SVM LR 95.87% (Adolescent), LR 99.82% 
(Adult), SVM 97.82% (Toddler), SVM 
99.61% (Child) 

KP 91.74%, F1-S 95.90%, AUROC 99.00% (Adolescent) 

KP 99.59%, F1-S 99.90%, AUROC 99.80% (Adult) 

KP 94.87%, F1-S 97.80%, AUROC 99.70% (Toddler) 

KP 99.21%, F1-S 99.60%, AUROC 99.60% (Child) 

[10] LR, MLP, CNN ∗MLP+LR 81% PCS 77%, REC 78%, F1-S 76% 

[11] LR, SVM, polynomial regression, RF, MLP Polynomial Regression 92.6% PCS 91%, REC 89%, F1-S 92% 

[12] SVM, NB, DT, VGG16, DenseNet, AlexNet LR 97.15%, RF 82% - 

[13] LR, kNN, SVM, NB, DT, RF LR 98.11%, SVM 98.11%, kNN 96.22%, 
NB 96.22% 

F1-S, SP, SE 

[14] LR, MLP and SVC LR 82.26%, SVC + PSO 93.55% F1-S, SP, SE 

[16] NB, LR
LR 94.23% (Adults), LR 99.85% 

(Adolescent), LR 97.94% (Child) 

SE 99.90%, SP 99.70% (Adults), SE 92.20%, SP 

92.68% (Adolescent), SE 98%, SP 97.35% (Child) 

[15] RIPPER RIDOR Bagging AdaBoost CART 

RML C4.5 PRISM 

RML LR-based 94.0% (Adult), 88% 

(Adolescent), 92% (Child) 

SE 94.00%, SP 97.00% (Adults), SE 87.00%, SP 

80.00% (Adolescent), SE 91.00%, SP 91.00% (Child) 

[23] PSO -RBF, PSO-BPNN ∗PSO+RBF 97% SE 90%, SP 89% 
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decreased when data collected through the application gets bigger [15]. Accordingly, the work on 
using regression models to detect NDDs seems to decrease in its suitability due to its inefficiency in 
handling big datasets. 

2.3.2.1 Classification Problems for Detecting NDDs 

Classification is a common task in supervised learning, utilized when predicting categorical outcomes 
and determining whether a given example belongs to a specific category or not. This is distinct from 
regression, which is employed for predicting continuous values. However, although it can help 
categorize results based on certain tasks, it may not be able to handle all complex tasks within a 
timeframe. Most classification problems address the task of detecting NDDs as shown in Table 6. For 
instance, Alice Jacob et al. focused on ADHD detection from Time-Frequency images (TFIs) to 
identify the frequency band with higher ADHD-related data resulting in the TFI-based CNN model 
and GLCM-based KNN classifier supported higher ADHD-related information at the theta band 
compared with the upper- beta and lower- gamma bands [24]. The results showed the best 
performance on specific features in a short timeframe, but not with bigger TFI. Wang et al. (2023) 
proposed a model of ICA-CNN and achieved an accuracy of 67%; however, the training dataset 
comprises only 168 observations, which is insufficient for thoroughly training the parameters [25]. On 
the other hand, Omar et al. (2023) in their work on LSTM-CNN model in detecting epilepsy which is 
common in ADHD’s children achieved a high accuracy of 97%. They also emphasized the 
significance of temporal dependencies in EEG signals, which reflect the connectivity and evolving 
state of the subject's cognition [26]. Due to the multi-dimensional and different datasets used in 
previous studies, there is an inconsistent affirmation stating which of the five bands has a significant 
effect on discriminating ADHD. In the U-Profile, resting-state power graph highlighted theta and beta 
best to detect ASD and ADHD [87], supported by Alim (2023) who indicated that signals less than 
30Hz or the first four sub-bands are significant [80]. On the other hand, Parashar (2021) pointed out 
that all bands from each regional cortex are significant. Furthermore, different feature selections cause 
mixed statements about which nodes affect ADHD the most. Holker (2022) mentioned only six nodes; 
namely, FP2 (right pre-frontal), O2 (right occipital), F7 (left frontal), F8 (right frontal), T7 (left 
temporal) and P8 (right post-temporal) are the most important nodes [74]. Chen (2018) agreed on that 
all nodes are equally important [49]. Previously, a classical ML-based classifier was used to identify 
ADHD by extracting the features manually. Although the contributions have already been proved, they 
cannot achieve multiple-class classification with automated feature extraction. Meanwhile, the 
identifiable EEG segments of ADHD are too long to limit the real-time ADHD detection. 
Furthermore, methods of extraction that involved complex time-series features have not been 
extensively explored for ADHD [32]. The Deep Neural Network Framework has more layers (more 
depth) and each layer adds complexity to the architecture while enabling the framework to process the 
inputs concisely for outputting the ideal solution. LSTM can be applied when there is a long series 
with a sequence prediction that’s required and some long- term dependency of data to go parallel with 
it. The CNN-LSTM framework proposed by Wang et al. (2022) incorporated features extracted by the 
CNN across various frequency bands and intricate ERP waveforms. However, despite this 
comprehensive feature set, the framework struggled to identify the ultimate key activities due to 
spatial feature-extraction problems [34]. 

2.3.3 Type of Datasets and Parameters Used 

This sub-section summarizes and discusses the findings of RQ2: What type of NDD datasets in 
previous works have been used to build the models? and RQ3: What type of parameters or variables 
have been used? Table 9 shows the type of neurodevelopment disorders, dataset sources and related 
studies working on the prediction and detection of NDD. 

There are different diagnosing way being performed to collect the datasets. Existing diagnostic tools to 
detect NDD include Clinical Observation, Statistical Evaluation, ML Classification, IOT/Robotics 
…etc. For instance, for ASD, most studies have used the Demographic, Medical, Facial Image Data, 
BMRI, Eye Tracking data, BMRI/FMRI and EEG data to perform the predictions and detections based 
on their representation stated in DSM-V. For structured datasets, the most frequently used databases 
include Observation and Behaviorial, BMRI/FMRI and EEG-based data. This is due to their 
availability on published well-known websites, like IEEE and Kaggle, for advanced research [87]. 
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Incorporating multiple sources of data can be useful if there is a lack of data availability to predict and 
detect NDD Disorder. For instance, the dynamics of certain disorders, (e.g., cerebral palsy, epilepsy, 
GDD) could be associated with other information (e.g. neuron-defect density, population density and 
mobility) and this information should be incorporated in the process of modeling the classification of 
NDDs to reduce the residual errors of the models [83]. 

2.3.4 Type of Problems Addressed by Machine-learning Models 

This sub-section summarizes and discusses the findings of RQ4: What types of problems are 
addressed using these models? and RQ5: Which models achieved the highest performance? Table 8 
tabulates and summarizes the regression problems and all the individual machine-learning models 
applied to achieve the objectives of each study. On the other hand, Table 9 tabulates and summarizes 
the classification problems and all the relevant individual machine-learning models applied to solve 
these classification problems. The best models and their performances for each study are also tabulated 
in these tables. The details of the findings are discussed in the next sub-section 2.3. Based on the 
results shown in Table 8 and Table 9, for time-series data, VAR and LSTM are the most common 
machine-learning algorithms used to perform detection and prediction [17], [18], [31], [32], [83], [85], 
[87]. On the other hand, the family of ANN, 𝑘𝑘NN, MLP and CNN algorithms are widely used in 
solving classification tasks [24], [30], [33]-[34], [36], [39], [47], [84]. 

Table 8. Classification: Types of machine-learning approaches and individual models used. 
Study Model Best Model with Accuracy Additional Performance Metrics 

[24] CNN, GLCMbased, KNN Time-Frequency image (TFIs) ∗Deep-CNN 99.75% PREC 96.33%, REC 96.74%, F1-S 96.54%, CM FN 
3.26% FP 3.75% 

[25] LR, SVM, RF, CNN ∗ICA+CNN 67% SP 89%, SE 42%, PREC 77%, AUC 0.65 

[26] EEGNet, DeepConvNet and ShallowConvNet ∗DeepConvNet (LSTM-CNN) 96% PREC 96%, REC 96%, F1-S 96%, KP 95.20%, MCC 
95.23%, Robustness Difference 39% 

[27] SVM, kNN, RF, DT, CNN SVM 88% - 
[28] GPC, RF, kNN, MLP, DT, LR GP-based 97.53% REC98.46%, PREC 96.92%, AUC 0.99 
[29] SVM, LR, NB, CNN, CNN+LSTM ∗CNN+LSTM 98.03% SP 98.97%, SE 99.25%, F1-S 99.13%, FDR 71% 

[30] SVM+RBF, expEEGNetwork-LSTM ∗expEEGNetwork-LSTM 99.06% and 98.68% F1-S 99.14% and 99.24%, MCC 98% 

[31] EEGNET, ConvNets, LSTM ∗LSTM 90.50% - 

[32] Graph FMRI, FCNet, fusion FMRI, Deep FMRI, SVM
RFE 

SVM RFE 75% - 

[33] NLSVM, LR, RF, GNB, kNN, CNN ∗CNN+LR 95.83% PREC 100%, REC 92%, F1-S 96%, AUC 0.96 

[34] LSTM, LessCNN+LSTM, 
DeepCNN+LSTM,CNN+LSTM

∗CNN 84.44% SE 85.39%, SP 80.57% 

[35] ANN, SVM, kNN, MPL, LR, RF, GPC LASSO+SVM 94.2% SE 93.3%, SP 90.2%, AUC 0.96 
[36] CNN, 4D CNN, 6D CNN ∗4D CNN 98.56%, *6D CNN 98.85% PREC 98.69%, REC 98.81%, F1-S 98.75% (4D CNN) 

PREC 98.75%, REC 99.25%, F1-S 99% (6D CNN) 

[37] VGGFace, ResNet50, VGG19, MobileNet (Xception) ∗MobileNet(Xception) 91% SP 94%, SE 88%, CM FN 26%, FP 14% 

[38] VGGFace, MobileNet, resNet50, VGG19 ∗MobileNet 97.60% PREC 97.50%, SE 97%, SP 97%, AUC 0.97 

[39] RF, LR, DNN, CNN resting state ∗CNN 97% CV 93-96% 

[40] CNN, VGG16, VGG19, ResNet50, ResNet101,
ResNet152, AutoML 

∗AutoML 96% CV 94% 

[41] DSVM, DT, BDT, DNN ∗DNN 93.3% (AUC) AUC 0.97, SE 93.28%, SP 91.38%, CV NPV 94.46%, PPV 
90.06% 

[42] BQC, FF-NN, IF-SVM, kNN, LDA, SCNN, MBCNN,
SVM-MLP, IPSO-NN, RF, SVM-RBF 

∗1DCNN 99.70%-99% PREC 98-99%, REC 98-99%, F1-S 98-99% 

[43] LR, kNN, SVM, NB, ALexNet, GoogleNet, SqueezeNet ∗CNN +LASSO (SqueezeNet) 88.33% PREC 83%, AUC 0.83, FPV 16% 

[44] NB, kNN, LR kNN 86% PREC 100%, REC 78% 
[45] kNN, SVM, MLPNN, LEDPatNet19 ∗LEDPatNet19 99.29% 

(Arousal 94.58%, Dominance 92.86% and 
Valance 94.44%) 

PREC 99.29%, REC 99.30, F1-S 99.29 (Arousal FC6) 

PREC 94.43%, REC 94.63%, F1-S 94.53% (Valance F7) 

[46] SVM, kNN, J48, Bagging, Stacking, AdaBoost, NB kNN 99.1% CV 98.6%-99.2% 
[47] MLP, RF, CNN ∗CNN 92.31% AUC 0.96 F1-S 91.54%, PREC 89.72%, REC 93.45% 

[48] SVMLinear, SVM+RBF, SVM+Grid,RF, RF+Grid SVM+Grid 97.42% PREC 96%, REC 91.4%, F1-S 93.4% 
[49] SVM, LR, NB, RF, DT, kNN DT and NB 79.71% AUROC 0.83, SP 96.4%, PPV 20.5%, SE 40% 

[50] rbio1.1 +kNN rbio1.1 +kNN 99.17% CV 
[51] CNN, VGG16 ∗VGG16 68.54% CV 

[52] LR, SVM, NB, kNN, ANN, CNN ∗CNN 96.88% SP 100%, SE 93.35% 

[53] SVM, kNN, RF, CNN *CNN 70.20% SP 61%, SE 77% CV 
[54] Stacked autoencoders, Stacked autoencoders+MLP ∗MLP 85.06% SE 81%, SP 89% 

[81] RF, SVM, DNN, CapsNet ∗CapsNets 71% SE 73%, SP 66% 

[55] MLPNN, DeepCNN ∗Deep CNN 98.48% PREC 97.48%, REC 97.47%, F1-S 97.47%, CV 99.06% 

[56] SVM, LDA, DT, RF, kNN+RKF kNN+RKF 88.37% SP 91.3%, SE 85%, AUC 0.88 
[57] SVM, SVM+RBF SVM+RBF 91.3% CV 

[58] kNN, Efficient Net, LR ANN 97% CV 

[59] LR, SVM, SVM+RBF SVM RBF 98.62% PREC 89%, REC 89%, F1-S 89%, CV 59.78% 
[82] SVM, RF, LR, 2CC3D ∗2CC3D 89% F-Score 89% 

[60] MLP + DISR, MLP + mRMR ∗MLP+DISR 93.65%, ∗MLP+ mRMR 92.28% Variance 0.7% 

[61] SVM SVM 59-66.3% SP 68%-87.7% SE 22.9%-55.6% 

Models: Gray level co-occurrence matrix (GLCM)-based, Long Short Term Memory (LSTM), Gaussian Processes (GP), Naïve-Bayes (NB), Locations of Sophie 
Germain's Primes on Ulam's Spiral-Based Features (LSGP-USFNet), Expert EEG Network (expEEGNetwork), Least Absolute Shrinkage and Selection Operator with 
Support Vector Machine (LASSO +SVM ), One Dimension Convolutional Neural Network (1D+CNN), extreme inception (Xception), Artificial Neural Network 
(ANN), LED Pattern Feature Extraction (LEDPatNet19), Back Propagation Neural Network (BPNN), Decision Tree (DT), Linear Regression (LR), 𝑘𝑘-Nearest 
Neighbour (𝑘𝑘-NN), Support Vector Machine RBF kernel (SVM+RBF), Support Vector Machine (SVM), GoogleNet, AlexNet, Residual Neural Network (RNN), 2 
Channel Convolutional 3 Deep Neural Network (2CC3D), Double Input Symmetrical Relevance (DISR), minimum Redundancy Maximum Relevance (mRMR), 
BQC: Bayesian quadratic classifier, FF-NN: Feed forward neural network, IF-SVM: Immune feature weighted SVM, QDA: Quadratic discriminant analysis, KNN: K 
nearest neighbor, SVM-RBF: SVM-radial basis function, SVM-RFE: SVM-Recursive Feature Elimination, Deep Belief Network (DBN), Decision Tree (BDT), Deep 
Support Vector Machine (DSVM). Additional Performance Matrix: Precision (PREC), Recall (REC), F1-Score( F1-S), Confusion Matrix(CM), Specificity (SP), 

Sensitivity (SE), Area under Curve (AUC), Cohen Kappa (KP), Matthew Correlation Coefficient (MCC), False Discovery Rate (FDR), Cross Validation (CV), 
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Negative Predictive Value (NPV), Positive Predictive Value (PPV), False Positive Value (FPV), Area under Receiver Operating Characteristic (AUROC). 

Note: ∗Belongs to the Neural Network family. 

Table 9. Disorders, database sources and studies. 

NDD Disorder Database Sources or Parameters 

ASD Demographic Data [12], [13], [15], [16], [19], [30], [52], [56], [67], [84] 
Medical Observation and Behavioral Data [9], [13], [15], [16], [40], [46], [49], [52], [69], [75] 
Eye Tracking Data [8], [10], [38], [41], [76] 
Facial Images Data [12], [37], [40], [47], [51], [58], [70], [72], [85]  
BMRI/FMRI Data [34], [39], [53], [54], [81], [82]  
EEG Data [71] 

ADHD Demographic Data [25], [61], [62], [78], [79] 
Medical Observation & Behavioral Data [25], [61], [62], [28], [35]  
Eye Tracking Data [11] 
BMRI/ FMRI Data [21], [22], [25], [32], [61], [62], [68], [78], [79], [86] 
EEG Data [6], [17], [18], [20], [23], [24], [25], [27], [28], [30], [31], [33], [35], [36], [42], [43], [44], [45], [50], [55], [57], [59], [60], 
[63], [64], [66], [73], [74], [80], [83], [84] 

Dyslexia Medical Observation & Behavioral Data [7], [48], [65]  
Eye Tracking Data [77] 
BMRI/FMRI Data [65]  
EEG Data[14], [27] 

Others EEG Data [26], [29], [87] 

(Please, refer to Table 6 and Figure 3) 

2.3.4.1 Approaches to Solve Regression Problems 

The approaches to solve regression problems in detecting and predicting the occurrence of NDDs can 
be divided into statistical and machine learning approaches. Based on the information tabulated in 
Table 9, for the statistical approaches, several models have been used to perform the detection and 
prediction of NDDs, including the Cubic Regression Model [6], LR [7], [8], [11]-[12], [14], [16], [45], 
[60], [64] and ANN [38]. In multivariate and time-series modeling, Cubic Regression combined with 
SVM-RBF by Delisle et al. (2023) outperformed the statistical approach MX-VAR model by 
Redondo. Based on the review, deep-learning algorithms have outperformed the statistical approaches 
in detecting and predicting the disorders with multi-vatraite approaches, such as, Locations of Sophie 
Germain’s Primes on Ulam’s Spiral-based (LSGP-USFNet) [17], mixed-effect functional-coefficient 
autoregressive (MX-FAR) [18], Single Photon Emission Computed Tomography (SPECT) [62], 
Variational Mode Decomposition and Hilbert Transform-based (VHERS) [63], Multi-layer Perceptron 
(MLP), Phase-transfer Entropy (PTE) [20], Deep Variational Autoencoder (DVAE), Attention 
Attribute-enhanced Network (AAEN), Metaheuristic Spatial Transformation (MST) , Graph Signal 
Processing (GSP), Graph Learning (GL), Meta-cognitive Neuro-fuzzy Inference System (McFIS) 
(International Conference on Cognitive Computing and Information Processings 1. 2015 Noida et al., 
n.d.), Local Binary Encoding Method (LBEM), Linear Discriminate Analysis (LDA) [51], Kernel
Principal-component Analysis (KPCA) [68], [79]. 

2.3.4.2 Approaches to Solve Classification Problems 

Based on the information tabulated in Table 8, neural network methods have been found to be very 
effective in detecting NDDs. This review reports that the neural network-based methods have achieved 
27 best results out of 81 studies [24]-[26], [29]-[34], [36]-[43], [45],  [47], [51]-[55], [58], [60], [64]. 
These classification approaches use different methods of extraction and selection depending on the 
type of datasets represented for the purposes of their studies. Few researchers have used T-test and 
LASSO [28], [73], while few others used ICA and PCA to select the most discriminate features to 
optimize the multi-dimensional features within their datasets before being fed into their proposed 
models [20], [51]. Some authors applied the grid method to improve accuracy performance, such as 
Pralhad et al. (2021) who compared SVM and RF models using the grid method in dyslexia detection 
through Video on Observation and Behavioral datasets, resulting SVM using grid achieved the highest 
accuracy of 97.42% [48]. 

Various studies have investigated autism classification using diverse methodologies and datasets. For 
instance, Alsaade et al. (2022) evaluated deep-learning models' performance in detecting ASD via 
facial features, highlighting Xception's effectiveness [37]. Elshoky (2022) employed deep learning 
(VGG16), achieving a remarkable accuracy of approximately 96% compared to other deep-learning 
models, such as VGG19 and ResNet [40]. Kanhirakadavath and Chandran (2022) utilized eye-tracking 
datasets along with deep-learning models, while Kanhiraka, Rashid and Lin (2022) employed 
machine-learning techniques on eye-tracking data for early autism screening in children [41], [68]. 
Studies like Shilaskar et al. (2023) and Delisle-Rodriguez et al. (2023) utilized observation and 
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behavioral (AQ-10) datasets with supervised-learning models, noting SVM's superior performance 
[6]-[7]. In the area of medical research datasets, such as ABIDE and fMRI, were commonly used 
alongside machine-learning and deep-learning models, like MLP, NB, RF, CNN, ResNet and 
GoogleNet. Researchers like Attlah et al. and D.Wang et al. (2023) observed improved accuracies with 
their trained models compared to pre-trained ones [25]. Rabbi et al. (2021) compared various models, 
finding CNN to be highly accurate in detecting autism from facial images [47]. Ahmed et al. (2022) 
developed a web application using deep learning, achieving 95% accuracy with models like 
MobileNet [38]. Ahmed et al. (2022) adopted a deep transfer-learning approach, with MobileNet 
exhibiting the highest accuracy of 97% in detecting autism from children's facial images. Deep-
learning algorithms offer significant benefits over statistical methods when it comes to uncovering 
inherent patterns for prognosis or diagnosis in neuropsychiatry [29]. In recent decades, research in 
neuropsychiatric diagnosis using EEG has primarily centered on addressing the "multi-dimensional 
problem" of localizing the complex brain-activity measurements. EEG-based models have seen 
extensive research in investigating dysfunctions across various neuropsychiatric disorders such as 
depression, Alzheimer's disease, epilepsy, phobias, conduct disorder, schizophrenia and NDD. Often, 
these methods are combined with artificial intelligence or machine-learning approaches, as shown in 
Table 10. 

Table 10. Statistical methods used for classification and regression problems. 

[17] kNN, CNN, LSTM, SVM, NB, LSGP-USFNet LSGP-USFNet +SVM 97.5%-98.9% SE 90.57%-99.06%, PREC 91.45%-98.49%, F1-S 93.03%- 
98.77% 

[18] FAR, VAR MX-VAR 95% (fPDC) Mean fPDC 95% 
[62] SPECT, CAD, ML (Different Brain Region) SPECT+CAD+ML 80% (frontal cortex) F-Measure 79.95% 

[63] CNN, MLP, VHERS ELM VHERS 99.95% (delta) SE 100%, SP 99.89%, KP 99.9%, PREC 99.91%, F1-S 
99.9%, MCC 99.9% 

[64] MLP ∗MLP 90.01% (Trend) SE 90.55%, SP 89.84% 
[20] gECV+ANN+GA (PTE Brain Region) *ANN+gECV 89.7% PTE p<0.01 dPTE 0.5<dPTExy≤1 
[19] AAEN ∗AAEN 86.22% SE 44.45%-98.18% SP 66.66%-97.14% 

[22] McFIS+GA+ELM McFIS+GA+ELM (63 voxels taken from Top- 50 best 
binary solutions) 

PREC 92%, REC 90%, F1-S 90% 

[21] VA-Relief VA-Relief 98.04% - 
[78] Functional connectivity, resting state LDA 80.08% SE 80.7%, SP 79.47% 
[79] KPCA-SVM KPCA-SVM 81% - 

Models: Locations of Sophie Germain’s Primes on Ulam’s Spiral-Based (LSGP-USFNet). mixed-effects functional-coefficient autoregressive (MX-FAR), functional Partial 
Directed Coherence (fPDC), Single Photon Emission Computed Tomography (SPECT), Variational Mode Decomposition and Hilbert Transform-Based (VHERS), extreme 
learning machine(ELM), Multi-Layer Perceptron (MLP), Phase Transfer Entropy (PTE), Genetic Algorithm (GA), Global Effective Connectivity Vector (gECV), Deep 
Variational Autoencoder (DVAE), attention attribute-enhanced network (AAEN), Graph Signal Processing (GSP), Graph Learning (GL), Meta- Cognitive Neuro-Fuzzy Inference 
System (McFIS), Extreme Learning Model (ELM), linear discriminate analysis (LDA), kernel principal component analysis (KPCA). Additional Performance Metrics: Sensitivity 
(SE), Specificity(SP), Precision (PREC), Kohen’s kappa (KP), F1-Score (F1-S), Mathews Correlation Coefficient (MCC), Functional Partial Directed Coherence (f PDC), 
Multivariate Analysis Of Variance (MANOVA).  
Note: ∗Belongs to the Neural Network family. 

This line of inquiry offers considerable potential for revealing neural correlates of NDD, enhancing 
diagnostic methods and progressing treatment strategies. This entails employing sophisticated 
statistical techniques, like low-resolution electromagnetic tomography (LORETA), Phase Transfer 
Entropy (PTE), Variational Mode Decomposition and Hilbert Transform-Based (VHERS), 
optimization methods, among others, to overcome the inherent spatial resolution limitations of EEG 
[20], [63]. Furthermore, there was a drastic increasing amount of research conducted with EEG-based 
datasets. Studies and methods of feature extraction and selection are shown in Table 12. 

2.3.5 Assessment Measures and Methods 

This sub-section summarizes and discusses the findings of RQ6: What evaluation metrics and methods 
are employed to measure the performance of the machine-learning models? (e.g. Accuracy, Precision, 
Recall, F-Measure, ROC, AUC, Kappa) of the proposed machine learning algorithms for prediction 
and detection models? In most regression problems, all the proposed methods or algorithms are 
measured by using Autoregressive (VAR), mean, standard deviation (STD), mean functional partial 
directed coherence(fPDC), Root Mean Square Error (RMSE), t-test, two-way ANOVA analysis, 
average shortest path (d) and betweenness centrality (Cbetweenness), Friedman test, Nemenyi test, 10-
fold metrics (Recurrence, Determinism, Entropy, Laminarity, Trapping Time and Trend), permutation 
statistical test, VOXELS’COUNTS and high testing efficiency (fitness value), nested cross-validated 
accuracy and kappa score. On the other hand, Accuracy and ROC are mostly used for evaluating the 
performance of the classifiers proposed in those studies. In this paper, 27 out of 81 (33%) studies 
found that the individual models that belong to the neural-network family performed better when 
compared to other linear and non-linear methods. Tables 9 and 10 show that machine-learning models 

Study Model Best Model Additional Performance Metrics 
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achieved lower Mean Absolute Error (MAE) and Mean Squared Error (MSE) measurements compared 
to other statistical models (e.g. VAR and MX-VAR) [18]. However, for long-term trend, it can be 
observed from these tables that deep-learning approaches improve RMSE readings in non-linear 
models’ classification which achieved above 98% of accuracy [36], [44], [55]. As we have noticed, 
based on summaries stated in previous sub-sections, machine-learning approaches performed better 
than statistical approaches. Deep-learning and ensemble algorithms consistently exhibit a trend of 
achieving higher accuracy measurements [24], [55], 𝐹𝐹1 Score measurement [11]-[12], [28], [33], 
[53], [55], [59], [74], AUC [35], [41] and ROC measurement [67], [73], in comparison to other 
statistical and machine-learning models evaluated in this study. 

2.3.6 Ensemble Method 

This sub-section summarizes and discusses the findings of RQ7: What types of ensemble methods are 
used in machine-learning models? 

Various ensemble approaches have been introduced for predicting NDDs. Table 11 provides an 
overview of these methods used for predicting and detecting disorder outcomes, along with 
summarizing the evaluation techniques and metrics employed in ensemble learning. Further 
exploration is warranted to assess the potential of ensemble or hybrid models based on deep-learning 
techniques utilizing multi-source data, as they have demonstrated enhancements in base-model 
performance. An ensemble method refers to a strategy that employs multiple independent models or 
weak learners, which may be similar or diverse, to generate an output. Ensemble methods are typically 
classified into boosted trees, bagged trees, subspace kNN and stacked approaches [73]. Bagging 
involves employing homogeneous weak learners arranged independently in parallel and aggregating 
their predictions to determine the final output. 

Table 11. Ensemble methods used for classification problems. 

[65] MS-ROI XGBoost MS-ROI XGBoost 99.87% PREC 92.36%, REC 91.65%, SE 99.89%, SP 99.91% 

[74] ANN, RF, SVM RF 81.82% F1-S 81.79%, PREC 81.95%, REC 81.82% 

[66] SVM, RF, AdaBoost Adaboost 82% SE 75%, SP = 86% 

[73] Ensemble Ensemble 98.33% CF 

[67] Boosting, DT, NN, NB RF+SMOTE 98%(ROC) CF TPR 88% TNR 93% 

[75] SVM, RF, SMO RF 87% (ROC) TPR 88.5% 

[68] CDAE+AdaDT CDAE+AdaDT 90% (AUC) SE 76.92%, SP 73.08%, CF 

[76] DT, NB, kNN, SVM, Stacking Ensemble(stacking) 89.82% SE 89.21%, SP 90.31%, KP 0.33% 

[69] SVM, kNN, RF, NB, AdaBoost, SGD, 
CN2 
rule inducer 

SGD 99.6% (Adult), RF 97.2% (Adolescent) 
RF & SGD 99.7% (Toddler) 

F1-S, PREC & REC (90%-100%) 

[72] SVM, RF, LR, kNN, SVM+PSO SVM-PSO 95.6%, RF 90.45% - 

[70] DT, CNN, AdaBoost Adaboost 98.77% (Toddler), 97.20% (Child), 
93.89% (Adolescent), 98.36% (Adult) 

SE 99.39%, SP 99.39%, KP 97.10%, AUROC 99.98%, Logloss 
3.01% (Toddler),SE 98.40%, SP 98.46%, KP 94.41%, AUROC 
99.89%, Logloss 9.62% (Toddler) 
SE 97.50%, SP 98.33%, KP 89.37%, AUROC 98.61%, Logloss 
15.80% (Toddler),SE 99.30%, SP 96.11%, KP 96.02%, AUROC 
99.95%, Logloss 5.64% (Toddler) 

[71] RF, LR, Bagging, CNN RF 97% PREC 97%, REC 97%, F1-S 97% 

[77] kNN, kNN 53.4% MANOVA p-value<0.01 

Models: MS-ROI XGBoost, AdaBoost, Ensemble, Random Forest (RF), Random Forest Based (RF-based), Stochastic Gradient Descent (SGD), Partical Swam Optimization (PSO), 
Gradient Boosting Machine (GBM), Sequential Minimal Optimization (SMO), Convolutional Denoising Autoencoder (CDAE), Adaptive Boosting Decision Trees (AdaDT). 
Additional Performance Metrics: Precision (PREC), Recall (REC), Sensitivity(SE), Specificity(SP), Confusion Matrix(CF), True Positive Rate(TPR), True Negative Rate(TNR). 

For instance, in their study on classifying ASD versus control groups, M. Rakic and M. Cabezac 
combined data from functional and structural MRI and assessed it on a sizable multi-site dataset. Their 
quantitative analysis was conducted on 817 cases from the International Autism Brain Imaging Data 
Exchange I (ABIDE I) dataset, comprising 368 ASD patients and 449 control subjects. They achieved 
a classification accuracy of 85.06% with a standard deviation of 3.52% when employing an ensemble 
of classifiers. Combining information from both functional and structural sources resulted in 
significantly improved performance compared to using an individual pipeline [54]. Sangeetha et al. 
(2022) showed that ensemble methods, especially MS-ROI with XGBoost, are capable optimizing 
computational time in detecting dyslexia within smaller data sizes [65]. Hamedi et al. (2021) used the 
stacking method in detection for ASD with rs-MEG signals and achieved an accuracy of 89.82%, 

Study Dataset Best Model with Accuracy Additional Performance Metrics 
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showing that the left central (LC) of the brain can discriminate the ADHD group [76]. Thus, ensemble 
methods have proven to improve predictive performance using an individual model and multiple 
learning algorithms although they are time and space-consuming compared to other machine-learning 
models [67], [74], [76]. Efforts need to be directed towards harnessing the potential of ensemble 
methods in future-research endeavors, in order to bolster their applications for addressing various 
disorders. 

Table 12. Feature-extraction and machine-learning models from related EEG-based studies. 

Features Extraction Features Selection ACC Model 
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[60] ✔ ✔ ✔ 93.65% MLP 
[23] ✔ ✔ 90% SVM (RBF) 
[57] ✔ ✔ ✔ 91.3% SVM (RBF) 
[55] ✔ ✔ 98.48% CNN (DCNN) 
[73] ✔ ✔ ✔ ✔ 98.33 Ensemble 
[66] ✔ ✔ 84% Ensemble (Adaboost) 
[20] ✔ ✔ ✔ 98% ANN (dTF+ANN) 
[35] ✔ ✔ ✔ 94.2 SVM (LASSO) 
[36] ✔ ✔ 98.85% CNN (6D CNN) 
[33] ✔ 95.83% CNN (CNN+LR) 
[74] ✔ ✔ 81.82% RF 
[28] ✔ ✔ ✔ 97.53% SVM (GP-based) 
[30] ✔ ✔ 96.16% ANN (MEMD-GA-ANN) 
[80] ✔ ✔ 94% SVM (Gaussian) 
[63] ✔ ✔ 99.81% DNN+ELM (VHERS) 
[59] ✔ ✔ 98% SVM (RBF) 
[55] ✔ ✔ 98.48% CNN 
[42] ✔ ✔ 98% DCNN 
[6] ✔ ✔ 81.37% SVM (RBF) 
[51] ✔ ✔ ✔ 85% CNN 
[50] ✔ ✔ 99.17 SVM (RBF) kNN Bio 

and rbio 
[73] ✔ ✔ 98.33% Ensemble (subspace) 
[45] ✔ ✔ 99.29% LEDNet (LEDPatNet19) 

[83] ✔ ✔ ✔ 97.75% LSTM 
[24] ✔ ✔ 99.75% CNN (TFI-based) 
[34] ✔ ✔ ✔ ✔ 98.23% CNN-LSTM 
[17] ✔ ✔ ✔ 97.46% Gray-tones (LSGP-

USFNet) 
[26] ✔ ✔ ✔ 96% CNN (DeepConvNet) 
[31] ✔ ✔ ✔ 90.50% LSTM 

Notes: 3FD: Higuchi, Katz and Petrosian fractal dimensions Largest Lyapunov Exponent (LLE),PSO: Partical Swam Optimization, ICA: Independent Component Analysis,SPM: 
Statistical Parametric Mapping applied multiple sparse priors (MSP) algorithm, LASSO: Least absolute shrinkage and selection operator,T-Test: T score = (difference between 
the group)/(difference within the groups),RFE: Recursive feature elimination,3EDAS: three multivariate EDAs (MEMD, MEWT and MVMD), VMD-HT: variational mode 
decomposition (VMD) and Hilbert transform (HT),DISR: Double Input Symmetrical Relevance (DISR),mRMR: minimum Redundancy Maximum Relevance, ROI: Region of 
Interest, ERP: Event Related Potential, PCA: Performance Component Analysis 

2.3.7 Deep Learning Method 

This sub-section summarizes and discusses the findings of RQ7: What types of deep-learning 
approaches are used in NDD detection? 

Within the emergence of machine learning, the most effective methods identified for predicting 
neurodevelopment disorders are predominantly associated with the neural-network family. The 
experimental results showed consistent performance improvements by the proposed deep-learning 
approaches over other representative linear and non-linear methods on multiple real-world datasets. 
These algorithms include the Long Short-Term Memory (LSTM) [30]-[32], [83], Convolutional 
Neural Network (CNN)[24], [27], [33], [34], [36], [39], [47], [55], Multi-layer Perceptron (MLP) [11], 
[14], [45], [60], [64], Neural Network [31], [34], [42]-[43], [47], [53], [55], Hybrid Neural Network 
(HNN) [30], [45], [81], [82] and combinations of statistic and deep-learning approaches. LSTM 
algorithms were shown to be superior in detecting ADHD, which supports long sequential data, like 
EEG [29], [31], [34]. A feature selection-based time-series modeling has been proposed for predicting 
future disorders [24], [26], [87]. The work proposed a multi-objective evolutionary algorithm to find 
the best neural-network algorithm (deep learning) for detection differences. Although the 
Convolutional Neural Network (CNN) is the best model when it comes to process image data, as it is 
capable to excel local features and is good in pattern recognition [47], it has limited effectiveness for 
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sequential data. For large datasets, training takes a long time to complete. In previous studies, Kaur et 
al. (2021), Moghaddari et al. (2020), Mafi & Radfar (2022), TaghiBeyglou et al. (2022) and Saini et 
al. (2022) have conducted their work on ADHD detection using CNN model [33], [36], [51], [55]. 
Moghaddari in his work to tackle the ERP fatigue problem using deep CNN achieved an accuracy of 
98.48%. Mafi & Radfar (2022) used 4D and 6D connectivity tensors as a convolutional neural network 
input, achieving an accuracy of 98.85%. While Taghibeyglou et al. (2022) achieved an accuracy of 
95.83% on their CNN+LR model, the framework suffers from a time-consuming training procedure, 
since the method focuses only on raw time series in both spatial and temporal domains. Furthermore, 
in the work of Saini et al. (2022) on the evaluation of their proposed architecture 1DCNN on three 
databases, the best accuracy was achieved on the database with few features compared to the database 
with more features [44]. Hence, an improved model is required to be able to overcome the limitation 
of CNN model in processing more features for ADHD detection. 

Long Short-Term Memory (LSTM) is a deep recurrent neural-network architecture utilized for the 
classification of time-series data, a crucial aspect of time-series analysis focusing on comprehending 
and predicting sequential data points over time [68]. Within deep learning, LSTM models are applied 
to regression analysis, addressing issues of non-linearity and data interdependence to enhance 
traditional regression models. These networks are trained to classify sequence data, leveraging 
LSTM's capability to retain information from previous inputs over extended periods. This 
characteristic renders LSTM particularly effective for handling sequences with prolonged 
dependencies, where earlier time steps significantly influence subsequent ones. Sharma & Singh 
(2023) in their novel approach on expEEGNetwork-LSTM achieved an accuracy of about 98.02% 
[30]. In other works, Huang et al. (2022) with their objectives to solve time window issues in deep 
learning, they achieved an accuracy of 90.50% with their LSTM model. One drawback of LSTM 
models is their computational intensity, requiring more processing time compared to alternative 
methods [31]. While LSTM models can achieve high accuracy, there remains room for improvement 
with certain datasets. Notably, LSTM overcomes the limitations of traditional RNNs by employing 
separate memory cells capable of storing long-term information independently of current inputs or 
outputs [30], [31], [34], [83]. This property enables LSTM to learn and retain long-term dependencies 
while mitigating issues like the vanishing or exploding-gradient problem. Another way to optimize the 
LSTM model is to use hyper-parameter optimization, which is a process that involves searching for 
the best combination of values for the parameters that control the behavior and performance of the 
model, such as the number of layers, units, epochs, learning rate or activation function like sigmoid, 
hyperbolic tangent and rectifier. 

A CNN-LSTM network on the other hand uses convolutional and LSTM layers to learn from the 
training data. Huang et al. (2022) and Zhang et al. (2023) showed that the proposed EEG-based LSTM 
networks can extract the varied temporal characteristics of high-resolution electrophysiological signals 
to differentiate between ADHD and NT children and bring new insights to facilitate the diagnosis of 
ADHD [26], [31]-[32] by leveraging LSTM’s ability to capture temporal dynamics and Convolutional 
Neural Network (CNN) capability to detect spatial patterns. The proposed method proved successful 
in enhancing EEG classification by outperforming existing models developed for similar EEG-based 
classification tasks. Wang et al. (2022) in their work with the LSTM-CNN model to process multiple 
frequency bands and complex ERP waveforms achieved an accuracy of 98.23% [25]. Somehow, this 
did not help the network find the final key activities. An improved deep-learning model that can 
extract more spatial feature information from multi-channel EEG signals could be employed to 
identify commonalities and sub-types [34]. Omar et al., 2022 in their work on detecting epilepsy 
applied Convolutional Neural Networks (CNNs) for extracting spatial features and Long Short-Term 
Memory (LSTM) for identifying temporal dependencies, achieving an accuracy of 96% focusing on 
scalability and efficiency. However, their result suggests that even models with fewer trainable 
parameters may still require many epochs or batch sizes to achieve optimal performance, highlighting 
the importance of careful model selection and hyper-parameter tuning [26]. 

Table 13 illustrates brief description of methods and techniques: their principles, advantages and 
limitations, in terms of each machine-learning model and technique used in this study. 
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Table 13. Description methods of each machine-learning model and technique used. 
Methods/Techniques Principles Advantages Limitations 

Logistic Regression  Linear model used for binary classification.
 Predicts the probability of a binary 

outcome by applying the logistic (sigmoid) 
function to a linear combination of input 
features. 

 Coefficients can be 
interpreted to understand 
the relationship between 
features and the 
probability of the outcome 

 Computationally efficient 
with a closed-form 
solution. 

 Provides probability 
estimates for classification 

 Assumes a linear relationship 
between features and the log- 
odds of the outcome, which may 
not capture complex patterns 

 Requires proper feature scaling 
for optimal performance. 

 Best suited for binary outcomes,
though variations exist for 
multiclass classification 

Decision Trees  Non-linear model that splits data into 
subsets based on feature values 

 Creates a tree-like structure where each 
internal node represents a feature (or 
attribute), each branch represents a decision 
rule and each leaf node represents an 
outcome. 

 Constructs the tree using criteria such as 
Gini impurity or information gain to make 
splits. 

 Easy to visualize and 
interpret decision rules 

 Handles both numerical and 
categorical data without 
scaling 

 Can model complex 
relationships through 
hierarchical splits 

 Prone to overfitting, especially 
with deep trees. 

 Small changes in data can lead to
different tree structures 

 May create biased trees if some 
classes dominate 

Random Forest  Ensemble method using multiple decision 
trees 

 Aggregates predictions from multiple 
decision trees to improve accuracy and 
robustness 

 Builds a multitude of trees using 
bootstrapped samples and random feature 
subsets, then averages (regression) or votes 
(classification) to make the final prediction 

 Typically, more accurate 
than a single decision tree 
due to averaging and 
reducing variance 

 Less prone to overfitting 
compared to individual 
decision trees 

 Can provide insights into
the importance of different 
features 

 Less interpretable compared to 
single decision trees 

 More computationally intensive,
requiring more memory and 
processing power 

 Making predictions can be 
slower due to the need to 
aggregate results from multiple 
trees 

Support Vector 

Machine (SVM) 
 Supervised learning algorithm for

classification and regression 
 Finds the hyperplane that best separates 

classes in a high-dimensional space. For 
regression, it finds the hyperplane that best 
fits the data within a specified margin of 
tolerance. Allows the algorithm to operate in 
higher-dimensional spaces using kernel 
functions (e.g., polynomial, RBF) 

 Works well in high-
dimensional spaces and 
with a clear margin of 
separation 

 Especially effective in cases 
with a clear margin of 
separation 

 Can use different kernels 
for non-linear classification 

 Training can be time-consuming,
especially with large datasets 

 Performance heavily depends on 
the choice of kernel and 
hyperparameters 

 May not perform well with very 
large datasets compared to other 
methods 

Multi-Layer 

Perceptron (MLP) 

 Type of artificial neural network with 
multiple layers of neurons. 

 Consists of an input layer, one or more 
hidden layers and an output layer. Uses 
non-linear activation functions (e.g., ReLU, 
sigmoid) to model complex relationships 

 Trained using backpropagation and gradient
descent to minimize a loss function 

 Capable of modelling 
complex non-linear 
relationships 

 Can be used for various 
types of tasks, including 
classification, regression 
and more 

 Automatically learns 
features from raw data 

 Can be slow to train, especially 
with large networks and datasets 

 Prone to overfitting, especially 
with a large number of 
parameters 

 Performance can be sensitive to 
hyperparameters and network 
architecture 

Convolutional Neural 

Networks (CNN) 

 Specialized neural network for processing
grid-like data (e.g., images). 

 Uses convolutional layers to automatically 
learn spatial hierarchies of features (edges, 
textures, etc.) and pooling layers to reduce 
dimensionality 

 Comprises convolutional layers, activation 
functions, pooling layers and fully 
connected layers 

 Automatically learns and 
extracts features from 
images or spatial data 

 Reduces the number of 
parameters and 
computational load through 
convolutional filters 

 Performs exceptionally well 
in tasks like image 
classification and object 
detection 

 Requires significant
computational power and 
memory 

 Can be slow to train, especially 
with large networks 

 Typically needs large amounts of 
labelled data for effective 
training 

Recurrent Neural 

Network (RNN) 

 Neural network designed for processing 
sequential data 

 Uses loops to maintain a state across 
sequences, allowing it to handle temporal 
dependencies 

 Contains recurrent connections that process 
sequences one element at a time and update 
the internal state 

 Suitable for tasks involving 
sequential data, such as 
time series or text 

 Can maintain context over 
sequences to some extent 

 Struggles with long-term 
dependencies due to vanishing 
gradient issues 

 Difficult to train on long 
sequences; often requires more 
sophisticated architectures like 
LSTMs or GRUs 

 Can be computationally 
demanding, especially for long 
sequences 

Long Short-Term 

Memory (LSTM) 

 A type of Recurrent Neural Network (RNN) 
designed to handle long-term dependencies 
and sequential data 

 Uses gates (input, forget and output) to 
control the flow of information and manage 
long-term dependencies in sequences 

 Comprises LSTM cells that maintain a 
memory cell to remember information over 
long periods 

 Effectively captures long-
term dependencies in 
sequential data 

 Mitigates the vanishing 
gradient problem common 
in traditional RNNs 

 Used in various 
applications like time series 
forecasting, language 
modelling and sequence 
prediction 

 Training can be resource-
intensive due to the complexity 
of the model 

 More complex to understand and 
tune compared to simpler mod 

3. CONCLUSIONS

Based on previous studies on Neurodevelopment Disorder, a summarization included in this review 
shows strengths, limitations and future directions for research on this domain. 

This literature review endeavors to identify and examine various methodologies, datasets, parameters, 
individual models, ensemble models, performance metrics and approaches utilized in prior research on 
employing machine-learning techniques to mitigate the escalation of Neurodevelopment Disorder. Six 
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online digital libraries were utilized to retrieve pertinent peer-reviewed articles, resulting in the 
selection of 81 studies published between 2013 and 2023. The primary objective of this systematic 
literature review (SLR) was to assess and curate all pertinent research studies concerning the detection 
and prediction of Neurodevelopment Disorder using machine learning, guided by the mentioned seven 
questions. The contributions of this paper can be summarized as follows: 

• Recognition of the improvement in predicting NDDs by leveraging diverse data sources.
• Acknowledgement of the superior efficacy of neural-network algorithms over alternative

linear and non-linear machine-learning approaches. 
• Validation of the efficacy of deep learning and hybrid methodologies, showcasing their

superior performance and appropriateness in predicting and detecting ND Disorders. 

3.1 Significance, Limitations and Future Directions 

From this review, we have identified limitations that affect previous works on detection and prediction 
of Neurodevelopment Disorder using machine learning. Autism Spectrum Disorder (ASD) detection is 
well studied and achieved maximum performance and highlighted the strengths of signal fusion 
utilizing Signal-processing and Decision-making techniques. The review cautions that the focus on 
detecting ASD may overshadow research into other diseases, despite the promising results achieved in 
ASD studies. While signal-fusion techniques have been extensively explored, other 
Neurodevelopment Disorders (NDDs) have not received as much research attention. Sustainable ML 
models are suggested for future work to provide models with feature fusion able to merge different 
extracted features from various sources and compressed to a single layer before being fed into ML 
models. Therefore, fusing only important features and suppressing the others will reduce time 
complexity, thus improving the model’s performance. The limited research on signal fusion for NDDs 
is due in part to challenges in information technology and computer science. A new approach is 
needed to manage and integrate signals from multiple sensors using artificial intelligence to create a 
single, optimized feature for meaningful analysis. Although current cloud technologies, such as 
Google Colab and Kaggle, enable researchers to upload and test datasets, collaboration is often 
hindered by issues related to credentials and copyrights. Additionally, the limited number of 
investigations conducted on NDD prediction based on multi-source data underscores the potential for 
obtaining a more comprehensive understanding of the disorder by integrating such data sources. 
Analyzing the complex relationships among multi-source data can yield more robust modeling 
outcomes. To address this issue, researchers need to collaborate openly and be properly credited for 
their contributions. This would allow signal fusion for NDDs to receive the attention that it deserves 
and facilitate more effective investigations. 

These studies also explored multiple validations that prove the accuracy of each prediction. However, 
due to the limitations of public datasets, average testing can be performed to varying performances of 
ML and DL techniques. The analysis highlights that the limitations of publicly available datasets often 
undermine the effectiveness of machine-learning and deep-learning techniques. This restriction 
hampers thorough testing and leads to inconsistent performance results across different research 
studies. Some professionals may face challenges in sharing datasets online due to limited access to 
technology or varying levels of expertise. To bridge this gap and enhance research outcomes, greater 
collaboration between medical professionals and data scientists is essential. 

Future directions should be ready for the paradigm shift through the emerging technologies which 
require models in handling big datasets that allow fusion of features to be processed simultaneously. 
This study underscores the need for future research to embrace new technologies that can manage vast 
amounts of data. Current algorithms may struggle to handle the simultaneous integration of multiple 
features, which is crucial for enhancing detection and prediction accuracy. As the volume of data 
continues to grow, it is essential to develop technologies that can process large datasets while 
effectively merging various data characteristics. Advanced cloud solutions capable of intelligently 
integrating these features are needed. Approaches such as genetic algorithms, sentiment analysis and 
Large Language Models (LLMs) have made strides in this area, but further innovation is required to 
address the challenges of data integration. On the other hand, studies on ADHD detection have 
increased the research exposure, especially research related to neurons which acquired deeper feature 
explorations and sustainable approaches.  
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Despite the increasing number of studies on Attention Deficit Hyperactivity Disorder (ADHD), more 
research into its characteristics and the development of sustainable strategies is still needed. This 
suggests that, while some progress has been made, there remains a significant gap in understanding 
and managing ADHD through machine learning. To address this gap, clear guidelines on the 
application of machine learning and deep learning for ADHD are essential to enhance researchers' 
knowledge and comprehension. Researchers can access handbooks and other resources online, 
including detailed explanations on platforms like YouTube. Forums on GitHub, Kaggle and 
Ubuntu also provide opportunities for discussion. Additionally, platforms such as Medium.com 
and blogs featuring data science can help bridge the gap in understanding and treating ADHD 
using machine learning. 

There is also a need for further exploration of the capacity of deep-learning models or hybrid models 
in leveraging multi-source data, given their demonstrated ability to enhance the performance of base 
models. Although several studies have applied cross-fold validations and proven models to be 
powerful, models are tested on single datasets and are non-data driven. This research also highlights 
the fact that existing literature frequently lacks in-depth descriptions of specific machine-learning 
algorithms, datasets and performance indicators. When comparing the predictive and identification 
efficacy of various approaches, this discrepancy creates a challenge. Some approaches involved data 
augmentation or ablation approach to train the models. A new performance matrix is required to 
complement the current evaluation metrics, like accuracy, RMSE, Confusion Matrix and k-fold 
validation. The new performance metrics should be able to encompass the differences between models 
which applied different machine-learning algorithms, signal fusions and overfitting/underfitting 
regardless small/large capacity of data. 

Furthermore, to improve the uncertainty and explainability of proposed models, it is essential to 
explore publicly available datasets with diverse modalities. Enhancing model interpretability is crucial 
for industry professionals, as understanding how models generate predictions is vital for trust and 
effective use of these technologies. Approaches such as Explainable AI, Interpretable AI, Responsible 
AI and Generative AI provide valuable tools and frameworks to facilitate the understanding and 
interpretation of machine-learning predictions. Integrated with various Google products and services, 
these approaches help in troubleshooting and refining model performance while also aiding in 
comprehending how models function. Applying these methods to each testing model can address the 
challenge of model interpretability. 
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ملخص البحث:
ددددد ا عددددد ااشددددد  ذا اتق خدددددزنااجددددد هتعه ا تقدددددذه الددددد مااجذةاشدددددلادبااتدددددلاةدددددزدعلاجاستخدددددزنااج دددددزتقلاتب ه

اجتصددددددكّالاجهادددددداا  خددددددز اد دددددد ااج ه عهدددددداااالآجددددددّالاجدددددد هتعه ااجتضخددددددااج مو دددددد اا دددددد باتزنااج هضددددددمها
ددددددددد اا   كدددددددددزمال دددددددددبطااج هادددددددددزط ا دددددددددذ الا ددددددددد بااا قا ددددددددداااج همف  اجتقعدددددددددّ الا ددددددددد باااطخا
لاجذي عخه دددددددخز الحخبلدددددددزمافخدددددددتاتف قدددددددبااجضبااتدددددددزنااجض دددددددما ب ا جددددددد ااج هقزةدددددددزنااج هفصدددددددخعخلا
ددددددباناا سا ااجض دددددد  ذدلا ددددددّاتمو دددددد  اج ماةزدخددددددزنااجدددددد هتعه االآجددددددّالدؤضم ددددددزنااجكخز ددددددزنالد ةه 

دددددبالددددد مااجفؤدددددم ا ااجتصدددددكّالاجهاددددداا  خدددددز الت دددددت الددددد مااجذهةاشدددددلا جددددد اا  ا ا ددددد باتزنااج هضدددددمه
ددددداما ضدددددزاتخدددددذ ااجذهةاشدددددلا جددددد ااجك دددددتا دددددّا  كدددددبات دددددزلناادددددز كخلاد فصدددددعخلالضدددددزااج هموهددددد الاجهاا
دددددددع ا جخدددددددواا ت دددددددزتااجتعضخدددددددلاتزجض خؤخدددددددزنالاج ه دددددددذهيزنالاتهؤزلدددددددزنااجك دددددددتا آخدددددددباددددددددزاتماه

تق خددددددزنااجدددددد هتعه االآجددددددّالاجدددددد هتعه ااجتضخدددددداا ددددددّاتمو دددددد اا دددددد باتزناااجض دددددد قكعخلاتادددددد  ااشدددددد  ذا 
ااجتصددددددكّالاجهادددددداا  خددددددزمالتخددددددذ ا جدددددد اتصدددددد خاااجذهةاشددددددزنااج ددددددزتقلاتكتددددددز اجعؤددددددز كخلا اج هضددددددمه

ااجتصددددددكّا لاجهادددددداا  خددددددز ا جدددددد ااز دددددد ااجبئخ ددددددخهخلااجض ض هعددددددخلا ددددددّاتموهدددددد اا دددددد باتزنااج هضددددددمه
ما جدددددددد ااجض خؤخددددددددزنالدؤضم ددددددددزنااجكخز ددددددددزنال ددددددددباناالآسا ااجه ددددددددّااج ه ددددددددب  اجض غخددددددددبانالد ةه

ااش  ذد خزااجذةاشزنااج زتقلافمنااجضم معم
ةدددددددددضع ااجضبااتدددددددددلااجذهةاشدددددددددزنااجض ادددددددددمة ا دددددددددّااجضؤددددددددد نالاجضددددددددد تضبانااجض  صصدددددددددلاا

مالاشدددددددد  ذد ا2023 جدددددددد ا ددددددددز اا2013 ددددددددّااجف ددددددددب ادددددددددلا ددددددددز ااScopusلاجضفخبشددددددددلا ددددددددّا
ااج تصددددددكّ الاجهادددددداا ددددددلااجضبااتددددددلادصدددددد ع زناجعك ددددددت اد دددددد  اتموهدددددد اا دددددد باتزنااج هضددددددمه

ااجتصددددددددكّ اتزشدددددددد  ذا ااجدددددددد هتعهاا دددددددد باتزنا دددددددد ااج ه عخدددددددد ا عدددددددد ات ذيددددددددذااج هضددددددددمه  االآجددددددددّمالة ه
تدددددل ال  ددددددماعادؤضم دددددزنااجكخز ددددددزن ا د خؤخدددددزنااجددددد هتعه االآجددددددّالاجددددد هتعه ااجتضخددددددا الاج هضدددددزانااجضؤض 
تزلإ دددددددز لا جددددددد ااجض غخدددددددبانالد ةدددددددباناا سا ااجض ددددددد  ذدلا دددددددّااجذةاشدددددددزنااج دددددددزتقلمالجقدددددددذا

دددددم ا عددددد ا   دددددباتق خدددددزنااجددددد هتعه االآجدددددّالاجددددد هتعه ااجتضخدددددااا  ادددددزةا  اا جقددددد    دددددزئرااجضبااتدددددلااجكه
ادخدددددلا جددددد الاج ه دددددذهيزنااجضبتك دددددلاتزجك دددددتا دددددّالددددد اااجضؤدددددزن  الاتهؤزلدددددزنااجك دددددتااجض ددددد قكعخلااجبه

ااجتصددددددكّ ادددددددلا ادددددد ات ددددددميبا ت  ددددددخلااج ددددددذدزنااجضقذ دددددددلا جدددددد ادؤ ضدددددد اا دددددد باتزنااج هضددددددمه
 اصزتخلاتخ ماا   باتزنا كباتق خزناتموه اٍل اااٍا  ك ماجبه زيلااجصه خلاجعض
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ABSTRACT 

This article introduces a novel approach that integrates the ElGamal and RSA algorithms to advance the 

security and efficiency of public-key cryptosystems. By combining these two established asymmetric-key 

algorithms, our method leverages their individual strengths and addresses the limitations of traditional systems, 

particularly in relation to the integer-factorization and discrete-logarithm problems. The application of 

Gaussian integers enhances the robustness of both encryption and digital signature processes, offering a more 

secure cryptographic framework. Our study involves a comprehensive analysis of the integrated algorithms, 

including practical implementations and extensive cryptanalytic evaluations focused on the integer-factorization 

and discrete-logarithm challenges. Quantitative assessments are provided to evaluate the effectiveness and 

computational efficiency of the proposed system. While key generation is slightly slower compared to using RSA 

or ElGamal individually, our approach delivers comparable performance in encryption and decryption, with 

notable improvements in robustness and versatility. In contrast to existing research predominantly focused on 

optical-image processing, our work extends the scope to a broader range of applications, enhancing both 

theoretical insights and practical implementations of cryptographic schemes. Future research will focus on 

optimizing key generation, exploring integration with existing security frameworks and evaluating performance 

in diverse real-world scenarios to further refine and validate the proposed approach. 

KEYWORDS 

Combined RSA-ElGamal public-key cryptosystem, RSA, ElGamal, Digital signature, Gaussian integers. 

1. INTRODUCTION

Cryptography, an intricate fusion of art and science, has long been fundamental to ensuring secure 
communication throughout human history. From early simple ciphers to today’s sophisticated digital-
encryption techniques, the field has continually adapted to meet increasing demands for data security. 
In the contemporary digital era, where massive volumes of information are exchanged and stored 
globally, the urgency for robust and adaptable encryption solutions has never been greater. Public-key 
cryptography represents a significant breakthrough, revolutionizing security protocols with its dual-
key system: a public key for encryption and a private key for decryption. This innovative approach 
allows for secure communication even when the encryption method is known, relying on the 
mathematical intricacies of cryptographic processes to maintain confidentiality and trust. For further 
details, see [4][8][11][21][25][36] and the references therein. 

As computational power advances and cyber-threats become more sophisticated, the field of public-
key cryptography continues to evolve. Recent research has made significant strides in several key 
areas. Extensions of classical systems, such as RSA, ElGamal and Rabin, have been explored through 
their application in Gaussian integers and finite fields, enhancing their security and resilience against 
attacks [6]-[7], [13]-[15]. Hybrid encryption systems, like the one introduced by Kuppuswamy et al. 
[24], combine public and private-key algorithms to enhance security and authentication. Novel hybrid 
algorithms, including the HRSA proposed by Panda et al. [28], use multiple prime numbers to 
complicate factorization, while Iswari et al. [22] and Ahmed et al. [3] have combined RSA with 
ElGamal and integrated integer factorization with discrete logarithms to improve efficiency and 
security. Additionally, Adeniyi et al. [2] have focused on integrating RSA and ElGamal with hash 
functions to bolster data integrity through enhanced digital signatures. Meanwhile, numerous studies 
have addressed public-key cryptosystems’ application in optical-image processing, tackling specific 
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challenges and opportunities in this specialized field [5][19][21][29][36]. These contributions advance 
security measures, but are often confined to particular applications. 

The novelty of our research lies in the innovative integration of RSA and ElGamal algorithms, which 
are traditionally viewed as distinct entities in cryptographic practice. By strategically merging these 
two algorithms, we have developed a combined RSA-ElGamal public-key cryptosystem that harnesses 
their individual strengths while mitigating their respective weaknesses. This novel approach not only 
enhances the overall security of the system, but also provides a versatile framework adaptable to 
various cryptographic functions, including encryption, decryption and digital signatures. Our work is 
distinguished by a thorough analysis of the mathematical foundations of this new approach, rigorous 
cryptographic evaluations and a comprehensive comparative study. These elements collectively 
advance the field of cryptography, offering deeper insights and new possibilities for future 
developments in secure communication protocols. 

The structure of this paper is as follows: Section 1 introduces the research objectives and context. 
Section 2 provides an overview of the essential mathematical concepts relevant to our work. In Section 
3, we present our public-key generation, encryption and decryption algorithms, supported by formal 
proofs and numerical examples. Section 4 introduces our combined RSA-ElGamal algorithms and 
ElGamal digital-signature scheme, detailing key generation, signature creation and verification 
processes. Section 5 focuses on the security analysis of our combined RSA-ElGamal cryptosystem, 
evaluating its efficiency and comparing it with classical RSA and ElGamal schemes. This section also 
includes a comparative complexity analysis, offering insights into the computational costs and 
advantages of our proposed system. 

2. PRELIMINARIES

In this section, we provide a concise overview of the mathematical concepts required for our work. For 
additional details, please refer to [9], [10] and [25]. 

2.1 Arithmetic in Z 

In algebra, it is widely known that if we consider a group G and an element g within that group, the 
order of g, represented as,|𝑔| refers to the smallest positive integer t for which gt≡e. Furthermore, if 
there exists an element g  in a group G such that G can be generated entirely by g, denoted as 𝐺 =〈𝑔〉 = {𝑔𝑛|𝑛 ∈ 𝑍},  we say that G is a cyclic group and g is known as the generator of G, where the
order of g is equal to  the order of G (i.e., |𝑔| = |𝐺| ). Euler’s phi function, represented as ϕ(n), denotes 
the count of positive integers that are both relatively prime to n and less than n. Additionally, the set of 
ϕ(n) integers that are relatively prime to n and do not contain different elements congruent to each 
other modulo n is referred to as a reduced residue system modulo n, denoted as Un. This set Un is 
cyclic if and only if n takes on the values 2, 4, pk or 2pk, where p is an odd prime and k≥ 1. For more 
information, we refer to [9] and the references therein. 

Theorem 2.1 [25] (Euler’s Theorem) If n is a positive integer and a is an integer relatively prime 
to n, then aϕ(n) ≡ 1(mod n). 

Theorem 2.2 [25] (Fermat’s Theorem) Let a be a positive integer and p be any prime number. If 
p doesn’t divide a, then ap−1 ≡ 1(mod p). 

2.2 Arithmetic in Z[i] 

The domain of Gaussian integers is the subring |𝑍𝑖| = {𝑥 + 𝑖𝑦|𝑎, 𝑏 ∈ 𝑍 𝑎𝑛𝑑 𝑖2 = −1}. It is well
known   that Z[i] is an Euclidean domain of norm N(z) = x2 + y2. Let γ be a Gaussian integer. If γ 
divides 1, then γ is called a unit. As γ is a unit, we call γα an associate of the Gaussian integer α. An 
element γ ∈ Z[i]    is said to be a unit if and only if N(γ) = 1. This implies that the only units in Z[i] are 
1, -1, i and –i. If a non-zero non-unit Gaussian integer π is divisible only by units and associates, then 
it is called a Gaussian prime. The only Gaussian primes are 1±i, those Gaussian integers π such that 𝑁(𝜋) = 𝜋�̅� which is a natural prime number of the form 4k + 1 and those natural prime numbers of 
the form 4k + 3. For more information, see [10], [20] and [27]. 
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Definition 2.1 [10] The complete residue system modulo β ∈ Z[i] is the set A(β) = {z | z ∈ ⟨β⟩}. 

Theorem 2.3 [10] Suppose that γ and β are any two non-zero relatively prime Gaussian integers. 
Then, A(γβ) = {s + rγ : s ∈ A(γ), r ∈ A(β)}. 

Theorem 2.4 [10] For any positive integer n, if we consider α =1+i, p as a Gaussian prime in the form 
4k + 3 and π as a Gaussian prime where 𝑁(𝜋) = 𝜋�̅� is a natural prime number q in the form 4k + 1, 
then the complete residue systems modulo prime powers in Z[i] are given as follows: 

1. A(α2n) = {x + iy : 0 ≤ x ≤ 2n − 1, 0 ≤ y ≤ 2n − 1} and it has an order of 22n.

2. A(α2n+1) = {x + iy : 0 ≤ x ≤ 2n+1 − 1, 0 ≤ y ≤ 2n − 1} and it has an order of 22n+1.

3. A(pn) = {x + iy : 0 ≤ x ≤ pn − 1, 0 ≤ y ≤ pn − 1} and it has an order of p2n.

4. A(πn) = {x : 0 ≤ x ≤ qn − 1} and it has an order of qn.

Theorem 2.5 [10] For any positive integer n, if we consider α =1+i, p as a Gaussian prime in the form 
4k + 3 and π as a Gaussian prime where 𝑁(𝜋) = 𝜋�̅� is a natural prime number q in the form 4k + 1, 
then the reduced residue systems modulo prime powers in Z[i] are given as follows: 

1. R(αn)={x + iy ∈ A(αn) : x≢y(mod 2)} and it has an order of ϕ(αn) = 2n – 2n-1.

2. R(pn)={x + iy ∈ A(pn): gcd(x, p)∼1 or gcd(y, p)∼1}and it has an order of ϕ(pn)=p2n−2(p2 − 1).
3. R(πn)={x ∈ A(πn): gcd(x, q)∼1} and it has an order of ϕ(πn) = qn−1(q − 1).

Remark 2.1 [10] Let β be a Gaussian integer, then the factor ring of Z[i] modulo 〈𝛽〉 is the set of all 
cosets  of 〈𝛽〉 denoted  by Gβ or  Z[i]/ 〈𝛽〉.  Its elements are the equivalence classes of the form [x+iy] 
= (x+iy)+〈𝛽〉. The operations are defined by [α]+[γ] = [α + γ] and [α][γ] = [αγ], for every α, γ∈ 
Z[i]/ 〈𝛽〉. Note that the order of a factor ring modulo 〈𝛽〉 is equal to the number of elements in A(β). Gβ

is a complete residue system modulo β and of order q(β). In addition, the units form a group under 
multiplication, denoted by U(β) or 𝐺𝛽∗, which is the reduced residue system modulo β.

Definition 2.2  [10]  Let  β  be  a  Gaussian  integer,  then  the  order  of  𝐺𝛽∗   is  defined  as  ϕ(β),
which  is  the extension of Euler’s phi function to be the domain of Gaussian integers Z[i]. 

Theorem 2.6 [10] G∗β   is cyclic if and only if β is of the form α, α2, α3, πn, p, απn or αp.

Theorem 2.7 [10] Suppose that η = β1β2 is a composite Gaussian integer such that both β1 and β2 are 
odd prime integers of the form 4k1 + 3 and 4k2 + 3, respectively. Then, the complete residue system 
modulo η is the set Gη = {x + iy : 0 ≤ x ≤ β1β2 − 1, 0 ≤ y ≤ β1β2 − 1}. 

2.3 Classical RSA Public-key Cryptosystem 

The RSA public-key cryptosystem is widely recognized as one of the most prominent 
cryptographic systems, initially introduced by Ronald Rivest, Adi Shamir and Leonard Adleman 
in 1977 (refer to [32]). The security of RSA is rooted in two fundamental problems: the integer-
factorization problem and the RSA problem. The integer-factorization problem involves finding 
the prime factorization of a positive integer 𝑛 = 𝑝1𝑒1𝑝2𝑒2 … 𝑝𝑘𝑒𝑘, where pi’s are distinct primes and
ei ≥ 1. On the other hand, the RSA problem entails finding an integer m that serves as the eth root 
of c modulo a composite integer n. In this scenario, n is a product of two distinct odd primes p 
and q and e is a positive integer satisfying gcd(e, (p-1)(q-1))=1. It is widely acknowledged that 
while the integer-factorization problem and the RSA problem share similarities, this resemblance 
has not been formally proven yet (see [8] and [25]). 

The RSA cryptosystem operates through the following steps: Entity A generates two large, 
distinct random primes, p and q (approximately of the same size). They compute n = pq and ϕ(n) 
= (p-1)(q-1) and then choose a random integer e such that 1 < e < ϕ(n) and gcd(e, ϕ(n)) = 1. Entity 
A also computes the multiplicative inverse of e modulo ϕ(n) and obtains the value d. The resulting 
public key is denoted as (n, e), while the private key is denoted as (p, q, d). To encrypt a plaintext 
m ∈ Zn, entity B employs the public key (n, e) to compute the ciphertext c ≡ me (mod n) and 
transmits it to entity A. Subsequently, entity A utilizes the private key d to recover the original 
plaintext by computing m ≡ cd (mod n). 
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2.4 Classical ElGamal Public-key Cryptosystem 

The ElGamal public-key cryptosystem, introduced by Taher ElGamal in 1985 (refer to [12]), 
stands as a widely adopted and robust cryptographic technique. Its security is fundamentally 
based on the discrete logarithm problem (DLP), which poses the challenge of finding an integer k 
within the range of 0≤k≤p-1, such that αk≡β(mod p), with p denoting a prime, α serving as a 
generator of 𝑍𝑝∗  and β representing an element in 𝑍𝑝∗ .

The ElGamal cryptosystem unfolds as follows: Entity A initiates the process by generating a large 
random prime integer p, along with a generator α of the multiplicative cyclic group 𝑍𝑝∗ .
Subsequently, a random integer a is selected, adhering to the condition 1≤a≤p-2. Entity A then 
computes αa(mod p). The resulting public key is represented as (p, α, αa), while the private key 
remains as a. 

To encrypt a plaintext m∈ Zp, entity B proceeds by choosing another random integer k, satisfying 

1≤k≤p-2. Subsequently, γ≡αk(mod p) and δ≡m(αa)k(mod p) are computed. The resulting ciphertext
is then given by c = (γ, δ). Finally, for the decryption and recovery of the plaintext, entity A applies the 
private key a to compute γp−1−a(mod p), from which the original message m is obtained as m = 
(γ−a).δ(mod p). 

2.5 RSA and ElGamal Digital Signatures 

Let’s define some notations before discussing the RSA and ElGamal signature algorithms, 
including key generation, signature and verification algorithms (refer to [25]). 

2.5.1 Prerequisite Notations 

1. M (Message Space): This represents a collection of elements to which a signer can attach
a digital signature. 

2. MS (Signing Space): It refers to a collection of components on which the signature
transformations are applied. 

3. S (Signature Space): It denotes a collection of items in M that are associated with
messages. These components establish a link between the signer and the message. 

4. R (Redundancy Function): It represents a one-to-one mapping from M to MS. It is
important that R is not multiplicative, meaning that R(ab)≠R(a)R(b) for all pairs of 
relatively prime elements a and b in M. 

5. MR: It refers to the image of R.

6. R−1: It represents the inverse of R and maps elements from MR back to M.

7. h (Hash Function): It is a one-way function with its domain defined as M .

8. Mh (Hash Value Space): If h : M → Mh, then Mh is a sub-set of MS.

2.5.2 Hash Function 

The hash function [25] is a fundamental cryptographic tool widely employed in protocols. It 
generates a hash value denoted as �̃�= h(m), a concise, fixed-length bit string used to represent a 
specific message (e.g. fingerprints). To ensure the security of the hash function, three 
fundamental properties must be satisfied: 

1. Preimage Resistance (or the one-way property): This ensures computing the original
message m given that the hash value m is computationally infeasible. 

2. Weak Collision Resistance: A form of pre-image resistance, making it computationally
infeasible to find two distinct messages m1≠ m2 that produce the same hash values; i.e., 
m1 = m2. 

3. Collision Resistance: It ensures it’s challenging to find two distinct inputs m1≠ m2 that
hash to the same value; i.e., h(m1) = h(m2). 

Thus, it’s crucial to highlight that when dealing with the hash-value representation of a message, 
both signature generation and verification operate on the hash value itself rather than the original 
message. Moreover, digital signatures are broadly categorized into two main types. 
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2.5.3 Digital Signature 

There are two types of digital signatures 

1. Digital signature with an appendix: This type of signature requires the original message as
an input during the verification process. It utilizes cryptographic hash functions instead of 
custom redundancy functions, making it less vulnerable to existential forgery attacks. One 
example of this method is the ElGamal signature, introduced by Taher ElGamal in 1985. 
It is a digital-signature scheme that relies on the discrete-logarithm problem (DLP). It is a 
probabilistic algorithm used to generate digital signatures for messages of any length. The 
scheme requires a hash function, denoted as h, which maps messages to integers modulo a 
large prime number p. It is described as follows: Entity B signs the message m∈Zp by selecting 
a random secret integer k, such that 1≤k≤p-2 with gcd(k, p-1) = 1. Then, entity B computes 
r≡ αk(mod p), k−1(mod p-1) and s≡ k−1 (h(m)-ar) (mod(p-1)). The signature is (r, s). Now, 
entity A verifies B’s signature by verifying that 1≤r≤p-1, otherwise the signature is rejected. 
Then, entity A computes v1 ≡ (αa)rrs(mod p) and v2 ≡αh(m)(mod p). The signature is 
accepted if and only if v1 = v2. For further information, please see [25]. 

2. Digital signature with message recovery: Unlike the previous type, this method does not need
the original message for the verification process. The original message can be extracted from 
the signature. The RSA signature is an example of a technique that provides digital signatures 
with message recovery. It was introduced in 1978 and it is the most commonly used digital-
signature system in practice since its verification process is fast and easy. Its security is also 
based on the integer-factorization problem. It is described as follows: Entity B signs a message 
m ∈ M by computing �̃�= R(m), where m ∈ [0, n − 1] and computes the signature 𝑠 ≡ �̃�𝑑(mod
n). Now, entity A verifies B’s signature by computing �̃�≡ se (mod n), which should be in MR 
and recovers m = R−1(m). For further information, please see [25]. 

Remark 2.2 We will employ the hash function h(m) = m3 with a specified modulus depending on 
the cryptographic context. In the  case  of  ElGamal  encryption,  we  take  mod p,  where  p  is  a 
prime,  while in RSA encryption, we take mod n, where n is a composite integer. This hash 
function is chosen for multiple reasons. Firstly, it maintains pre-image resistance, making it 
computationally difficult to find any pre-image m given �̃�, such that h(m) ≡ �̃� mod modulus. 
Secondly, it upholds second preimage resistance since, given a pre-image m1, it is 
computationally infeasible to generate another distinct preimage m2 such that h(m1) ≡ h(m2) mod 
modulus and m1≠m2. Thirdly, it preserves collision resistance, making it computationally 
impracticable to discover any two distinct inputs m1 and m2 where m1≠m2 and h(m1) ≡ h(m2) mod 
modulus. 

3. COMBINED RSA-ELGAMAL ALGORITHMS AND ELGAMAL CRYPTOSYSTEM

In this section, we present a novel combined RSA-ElGamal public-key encryption scheme that 
combines the RSA and ElGamal encryption schemes. We provide the algorithms for public-key 
generation, encrypion and decryption, along with accompanying proofs. Additionally, we 
illustrate the concepts with a numerical example. 

3.1 Methodology 

The ElGamal public-key cryptosystem relies on the discrete-logarithm problem, while the 
strength of the RSA public key cryptosystem lies in the difficulty of the integer-factoring 
problem. In this proposal, we present a novel algorithm that combines both RSA and ElGamal 
public-key cryptosystems. To achieve this, we first implement a modified ElGamal scheme using 
Gaussian integers and then utilize the RSA scheme in the domain of Gaussian integers.  

Here is a brief overview of the process: We start by generating a large prime number p along with 
a generator α for the group 𝐺𝑝∗. Next, we select a random positive integer a<p2-1 and compute
αa(mod p). Following that, we choose two Gaussian primes q and r and find their product η= qr. 
Subsequently, we select a random integer e and using the extended Euclidean algorithm, we 
determine its unique inverse d∈Gη, ensuring that gcd(e, ϕ(η))=1 and 1<e, d<ϕ(η). The resulting 
public key is given by (p, α, αa, η, e) and the private key is represented as (a, q, r, d). 



59

"A New Approach Combining RSA and ElGamal Algorithms: Advancements in Encryption and Digital Signatures Using Gaussian 
Integers", Y. Awad, D. Jomaa, Y. Alkhezi and R. Hindi. 

To encrypt a message m ∈ Gp, we randomly choose a positive integer k< p2 −1 and compute the 
ciphertext c ≡ Me(mod η), where M = γ + δi with γ ≡ αk and δ ≡ m(αa)k, which are elements in Gp. 
For the decryption of the sent ciphertext c, we utilize the private keys a and d to recover the 
original message. This is achieved by computing 𝑚 = [((𝑅𝑒(𝑐𝑑𝑚𝑜𝑑 𝜂))𝑞(𝑝)−1−𝑎(𝑚𝑜𝑑𝑝)) . (𝐼𝑚(𝑐𝑑𝑚𝑜𝑑𝜂)(𝑚𝑜𝑑𝑝)))] (𝑚𝑜𝑑𝜂).                  (1)

3.1.1 Choice of the Gaussian Primes 

In the following discussion, we will present an analysis of the primes p, q and r that will be 
selected in our novel approach. Initially, ElGamal scheme will be applied within the complete 
residue system Gp, which is defined as mentioned in Theorems 2.4 and 2.7 as follows: 

1. If p is any natural prime integer, then Gp = Zp.
2. If p is a Gaussian prime such that p𝑝 is a natural prime of the form 4k+1, then 𝐺𝑝 ={𝑥: 0 ≤ 𝑥 ≤ 𝑝𝑝 − 1} and it has an order of q(p) = p𝑝. 
3. If p is a Gaussian prime of the form 4k+3, then 𝐺𝑃 = {𝑥 + 𝑖𝑦: 0 ≪ 𝑥 ≤ 𝑝 − 1,0 ≤ 𝑦 ≤𝑝 − 1} and it has an order of q(p) = p2. 

For the sake of simplicity, we can utilize the initial implementation. Nevertheless, we shall 
employ the third implementation. 

Second, the RSA scheme will be implemented in the complete residue system Gη such that η is a 
product of two Gaussian primes q and r; i.e., η = qr, where we have three possible cases: 

1. If q = π1 and r = π2, where π1𝜋1̅̅ ̅ and π2𝜋2̅̅̅̅  are two prime integers of the form 4k + 1, then
the complete residue system modulo η is 𝐺𝜂 = {𝑥 + 𝑞𝑦 ∶ 𝑥 ∈ 𝐺𝑞 , 𝑦 ∈ 𝐺𝑟} and of order
q(η) = qr. But, this case will be neglected due to its similarity to the classical settings. 

2. If q = π1 is a Gaussian prime such that π1𝜋1̅̅ ̅ is a prime integer of the form 4k + 1 and r is a
prime integer of the form 4k + 3, then the factorization of η = π1r which has the form x+ yi 
could be easily solved by simply finding the gcd(x, y) which will be equal to r. Hence, this 
case will be also neglected, since our aim is to ensure the infeasibility of the factorization 
of η. 

3. If q and r are both Gaussian primes of the form 4k + 3, then the complete residue system
modulo η is 𝐺𝜂 = {𝑥 + 𝑞𝑦: 𝑥 ∈ 𝐺𝑞 , 𝑦 ∈ 𝐺𝑟} and of order q(η) = q2r2, which is huge enough
to enhance the security   of our approach compared to that of the classical one. Hence, this 
case will be chosen, since it is the best choice for the new implementation of the RSA 
scheme. 

Thus, to provide a clearer justification: when using Gaussian primes of the form 4k + 3 for both q 
and r, the order of Gη is q(η) = q2r2, meaning that the message space is not just doubled, but 
squared. This increase in size is crucial, because it exponentially expands the variety of possible 
plaintexts, making brute-force attacks, including exhaustive search methods, computationally 
infeasible. The complexity of deciphering the original message from the ciphertext becomes 
exponentially harder, requiring much more effort than in classical RSA systems with the same 
prime numbers. 

Moreover, by increasing the size of the message space, the number of possible combinations of 
plaintexts grows exponentially. This means that any adversary attempting to recover the plaintext 
would face a significantly more difficult task, as the size of the problem space grows much larger. 
Traditional algorithms for factorization or solving the discrete-logarithm problem become less 
effective, further strengthening the cryptographic security of our approach. 

3.1.2 Choice of Plaintext m 

The plaintext, denoted as m∈Gp, can be expressed in two possible forms. The first form is m=x 
+iy, where both x, y ∈ Zp and y≢ 0 (mod p). The second form is m = x, where x ∈ Zp.

3.2 Combined RSA-ElGamal Algorithms and ElGamal Public-key Scheme 

In the subsequent sub-sections, we present a comprehensive explanation of our novel concept for 
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the "Combined RSA-ElGamal public-key cryptosystem." We elucidate the procedures for key 
generation, encryption and decryption in the following manner: 

Algorithm 3.1 Key generation for the combined RSA-ElGamal public-key scheme by entity A. 

1. Generate three distinct large random odd prime integers p, q and r of the form 4k+3 and
approximately the same size. 
2. Find a generator α of 𝐺𝑝∗.
3. Select a random integer a, such that 2≤a ≤p2 -2 and then compute αa(mod p).
4. Compute η = qr and ϕη = (q2-1)(r2-1).
5. Select a random integer e such that 1 < e < ϕη and gcd(e, ϕη) = 1.

6. Use the extended Euclidean division algorithm to compute d, such that ed≡1(mod ϕη).
7. The public key is (p, α, αa, η, e) and the private key is (a, q, r, d).

Algorithm 3.2 Combined RSA-ElGamal public-key encryption by entity B. 

1. Obtain A’s public key (p, α, αa, η, e).
2. Choose a random integer k, such that 2≤k≤p2-2.
3. Compute the ciphertext c≡Me(mod η), where M =γ+δi, γ≡αk(mod p) and δ≡m(αa)k(mod p).
4. Send the ciphertext c to entity A.

Algorithm 3.3 Combined RSA-ElGamal public-key decryption. 

By using the private keys a and d, entity A recovers the plaintext m such that: 

m ≡ 
(Re(cd mod η))p2−1−a(mod p)

 
(Im(cd mod η))(mod p) (mod η).

Theorem 3.1 The original message m is recovered by reducing [((𝑅𝑒(𝑐𝑑𝑚𝑜𝑑 𝜂))𝑝2−1−𝑎(𝑚𝑜𝑑 𝑝)) . (𝐼𝑚(𝑐𝑑𝑚𝑜𝑑 𝜂)(𝑚𝑜𝑑 𝑝))] (𝑚𝑜𝑑 𝜂).
Proof 3.1 Consider the Gaussian integer m′ ∈ Gp such that 𝑚′ ≡ [((𝑅𝑒(𝑐𝑑𝑚𝑜𝑑𝜂))𝑝2−1−𝑎 (𝑚𝑜𝑑 𝑝)) . (𝐼𝑚(𝑐𝑑𝑚𝑜𝑑 𝜂)(𝑚𝑜𝑑 𝑝))] (𝑚𝑜𝑑𝜂)               (2)

Since ed≡1(mod ϕ(η)), then there exists an integer k′, such that ed =1 +k′ϕ(η). Hence, there are 
two cases: 

1. Suppose that the gcd(M, q)=1. Then, by using the modified Euler’s theorem to the domain
of Gaussian integers, we have Mϕ(η)≡1(mod η). After raising both sides of the congruence 
to the power of k′ and then multiplying them by M. We get, 

M 1+k′ϕ(η) ≡ Med ≡ cd(mod η) ≡ M (mod η).  (3) 

2. Suppose that gcd(M, q) = q. Then, we have M ≡ 0(mod q). Hence, 𝑀𝑘′(𝑞2−1)(𝑟2−1) ≡0(𝑚𝑜𝑑 𝑞). After  multiplying  both  sides  by  M,  we  get  𝑀1+𝑘′(𝑞2−1)(𝑟2−1) ≡0(𝑚𝑜𝑑 𝑞) and  hence, 𝑀1+𝑘′∅(η) ≡ 𝑀𝑒𝑑 ≡ 𝑐𝑑 ≡ 0(𝑚𝑜𝑑 𝑞), since M ≡ 0(mod q). Then,
cd ≡ M (mod q). By the same argument, we also get cd ≡ M (mod r). Since q and r are two 
distinct Gaussian primes, we obtain that cd ≡ M (mod η). 

Hence, for any Gaussian integer M, we have cd ≡ M (mod η).Therefore, 𝑚′ ≡ [((𝑅𝑒(𝑐𝑑𝑚𝑜𝑑 𝜂))𝑝2−1−𝑎(𝑚𝑜𝑑 𝑝)) . (𝐼𝑚(𝑐𝑑𝑚𝑜𝑑 𝜂)(𝑚𝑜𝑑 𝑝))] (𝑚𝑜𝑑 𝜂)
≡ [((𝑅𝑒(𝑀))𝑝2−1−𝑎(𝑚𝑜𝑑 𝑝)) . (𝐼𝑚(𝑀)(𝑚𝑜𝑑 𝑝))] (𝑚𝑜𝑑 𝜂)    (4) 

But, M = γ + δi. Then, 𝑚′ ≡ [(𝛾𝑝2−1−𝑎(𝑚𝑜𝑑 𝑝)) . (𝛿(𝑚𝑜𝑑 𝑝))] (𝑚𝑜𝑑 𝜂) ≡ [(𝛼−𝑎𝑘(𝑚𝑜𝑑 𝑝)). (𝛿(𝑚𝑜𝑑 𝑝))](𝑚𝑜𝑑 𝜂)≡[𝛼−𝑎𝑘. 𝑚. 𝛼𝑎𝑘(mod 𝑝)](mod 𝜂)  ≡  𝑚(mod 𝑞𝑟). (5)
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Example 3.1 (Combined RSA-ElGamal public-key scheme) Entity A generates the keys as 
follows: If p = 3,  and  α = 2  is  a  generator  of  𝐺3∗,  then  entity  A  chooses  the  private  key  a
= 2  and computes  αa = 1(mod 3). Also, if q = 7 and r = 11, then entity A computes η = 77 and 
ϕ(η) = 5760. After that, entity   A chooses e = 971 and by using the extended Euclidean division 
algorithm, finds d = 611 such that ed≡1(mod ϕ(η)). The public-key is (3, 2, 1, 77, 971) and the 
private key is (2, 7, 11, 611). Now entity B encrypts the message m = 2 by selecting a random 
integer k = 6 and computing γ ≡ 1(mod 3) and δ ≡ 2(mod 3). Then, entity B assumes that M =1+2i 
and computes c =1−24i. Entity B then sends c to entity A, which decrypts and recovers the 
message m by computing m ≡ [((Re(cd mod η))p2-a-1(mod p)). (Im(cd mod η)(mod p))](mod η) ≡ 2. 

3.3 Security of the Proposed Combined RSA-ElGamal Cryptosystem 

As the new proposed scheme combines elements of both the modified ElGamal and RSA 
schemes, each relying on distinct mathematical problems (the discrete-logarithm problem and the 
integer-factorization problem, respectively), the security of our combined RSA-ElGamal public-
key scheme is predicated on both of these cryptographic challenges. To decrypt a message 
encrypted using this new scheme, one must first solve the integer-factorization problem, followed 
by solving the discrete-logarithm problem to obtain the plaintext. Consequently, the time required 
to compromise the new proposed scheme is influenced by the hacking times of both classical 
ElGamal and RSA schemes, as demonstrated in the comparative study outlined in Section 5. 
Additionally, the new scheme implements RSA in the domain of Gaussian integers by generating 
two odd primes, designated as q and r, in the form of 4k + 3. This choice results in the complete 
residue system A(η) containing q2r2 elements, as opposed to just qr elements in the classical 
scheme. Moreover, if we implement the ElGamal in the domain of Gaussian integers modulo a 
Gaussian prime p of the form 4k + 3, the cyclic group 𝐺𝑝∗ has p2-1 elements and the private key a
can range from 2 to p2-1. In contrast, the cyclic group of the classical scheme, 𝑍𝑝∗ , has p-1
elements and the private key a can range from 2 to p-1. Consequently, with equivalent effort to 
that in classical settings, our new scheme offers an expanded set of choices for plaintext and 
private keys by more than the square of the choices in the classical case. This extension bolsters 
the security provided by the new proposed scheme without necessitating any additional efforts.  

4. COMBINED RSA-ELGAMAL SIGNATURE SCHEME

In this section, we introduce our proposed signature called the combined RSA-ElGamal signature 
scheme, where the key generation, signature and verification algorithms are given with proofs 
and a numerical example. 

4.1 Description of the Combined RSA-ElGamal Signature 

The concept behind our proposed signature arises from the necessity to enhance the security of 
our cryptosystem. Our signature approach combines elements from the classical ElGamal 
signature and the modified RSA signature within the domain of Gaussian integers. Its security is 
dependent on both the discrete-logarithmic and integer-factorization problems. In our proposed 
signature scheme, the message space, denoted as M, is represented by Zp, while the ciphertext 
signing and signature spaces are all denoted as Gη. The redundancy function, denoted as R : Zp → 
Gη, can be made public and the hash function, denoted as h : M → Zp, is selected in a manner 
such that p represents a large prime number. 

The procedure is as follows:  Firstly, a natural prime integer p is chosen, along with a generator α 
for 𝑍𝑝∗ . Then, a random positive integer a is selected such that a < p-1 and αa(mod p) is computed.
In the next step, two Gaussian primes, q and r, are chosen in the form 4k + 3 and their product η = 
qr is determined. Following this, a random integer e is selected and its unique (up to associates) 
inverse d∈Gη is calculated using the extended Euclidean algorithm, satisfying gcd (e, ϕ(η)) = 1 
and 1<e, d<ϕ(η). The public key comprises (p, α, αa, η, e), while the private key comprises (a, q, 
r, d). To sign a message m∈ Zp, a random positive integer k is chosen such that k<p-1 and ς is 
computed as ς≡zd(mod η), where z = r′ + si =R(�̃�),  with  r′≡ αk(mod p),  and  s≡ 
k−1(�̃� −ar′)(mod p-1). To verify the signature ς and recover the original message m, z is 
calculated as z≡ςe(mod η), where it should belong to MR and �̃� is recovered such that  �̃�=R−1(z). 
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Finally, h(m), v1 and v2 are computed so that h(m) ≡ks+ar′(mod p-1), v1≡yRe(z). Re(z)Im(z)(mod p), 
where 1≤Re(z)≤p-1 and v2≡αh(m)(mod p). The signature is accepted if v1 = v2. 

The aforementioned description is presented in a step-by-step manner in the following algorithms. 

Algorithm 4.1 Key generation for the combined RSA-ElGamal signature scheme: 

1. Generate a random large odd prime p and a generator α of 𝑍𝑝∗ and choose a random integer a,

where 1 ≤ a ≤ p−2. 

2. Compute y ≡ αa(mod p).
3. Generate two large, distinct odd primes, q and r, each of roughly the same size.
4. Compute η = qr and ϕ(η) = (q2-1)(r2-1).
5. Select a random integer e such that 1≤e≤ϕ(η) with gcd(e, ϕ(η)) = 1.
6. Use the extended Euclidean algorithm to compute the unique integer d, such that ed≡1(mod

ϕ(η)). 
7. The public key is (p, α, y, η, e) and the private key is (a, q, r, d).

Algorithm 4.2 Combined RSA-ElGamal signature generation by entity B. 

1. Select a random secret integer k, such that 1≤k≤p-2 with gcd(k, p-1) = 1.

2. Compute r′≡αk(mod p), k−1(mod p-1),h(m) =�̃�= m3 (mod p) and s≡k−1(�̃� −ar′)(mod p-1).
3. Take z = r′ + si = R(�̃� ) and compute ς≡zd(mod η).
4. B’s signature for m is ς.

Algorithm 4.3 Combined RSA-ElGamal verification by entity A. 

1. Obtain B’s authentic public key (p, α, y, η, e).
2. Compute z≡ςe(mod η).
3. Verify that z∈MR, if not, reject the signature.
4. Recover �̃� = R−1(z).
5. Verify that 1≤Re(z)≤p-1, if not, reject the signature.

6. Compute v1≡yRe(z). Re(z)
Im(z)

(mod p) and v2≡αh(m)(mod p). 
7. Accept signature if v1 = v2.

Theorem 4.1 The signature verification method works. 

Proof 4.1 Let ς ≡ zd(mod η) such that z = r′ + si. Since ed ≡ 1(mod ϕ(η)), we have had ςe ≡ 
zed ≡ z(mod η).  Then, R−1(z) = R−1(R(�̃� 

)) =�̃�= h(m).  Hence,  s ≡ k−1(h(m) − ar′)(mod p − 1). 
Multiply both sides by k, ks ≡ h(m) − ar′(mod p − 1). Then, h(m) ≡ ks + ar′(mod p − 1). 
Hence, αh(m) ≡ 𝛼𝑎𝑟′+𝑘𝑠≡ (𝛼𝑎)𝑟′ . 𝑟𝑠′≡𝑦𝑟′ . 𝑟𝑠′

. Therefore, v1 = v2.

Theorem 4.2  The  redundancy  function  R(�̃�)=r′+si =αk + i  [𝑘 − 1(�̃� − 𝑎𝑟′)(mod(𝑝 − 1)) ] is 
a  1 – 1 mapping from M to MS. 

Proof 4.2 Suppose  that  R(�̃�1) = R(�̃�2)  such  that  R(�̃�1) =αk + i [𝑘−1(�̃�1  −  𝑎𝑟′)(mod(𝑝 −1))] ∈ Gη and R (�̃�2) = αk +i
 [𝑘−1(�̃�1  −  𝑎𝑟′)(mod(𝑝 −  1))] ∈ Gη. Then,

αk + i [𝑘−1(�̃�1  −  𝑎𝑟′)(mod(𝑝 −  1))] = 𝛼𝑘 + 𝑖[𝑘−1(�̃�2 − 𝑎𝑟′)(𝑚𝑜𝑑(𝑝 − 1))]. (6)

Thus, 𝑖[𝑘−1(�̃�1 − 𝑎𝑟′)(𝑚𝑜𝑑(𝑝 − 1))] = 𝑖[𝑘−1(�̃�2 − 𝑎𝑟′)(𝑚𝑜𝑑(𝑝 − 1))]. (7) 

Multiplying  both  sides  by  (ik),  we  get  �̃�1 − 𝑎𝑟′(𝑚𝑜𝑑(𝑝 − 1))= �̃�2 − 𝑎𝑟′(𝑚𝑜𝑑(𝑝 −1)), which  implies  that �̃�1 = �̃�2.

Theorem 4.3 The redundancy function R(�̃�) =r′+si=αk+i[k−1(�̃�-ar′)(mod(p-1))] is not multiplicative. 

Proof 4.3 It is clear that 𝑅(�̃�1). 𝑅(�̃�2) = (𝛼𝑘 + 𝑖 [𝑘−1(�̃�1  −  𝑎𝑟′)(mod(𝑝 −  1))]). (𝛼𝑘 + 𝑖[𝑘−1(�̃�2 − 𝑎𝑟′)(𝑚𝑜𝑑(𝑝 − 1))]= [𝛼2𝑘 + 𝑖𝛼𝑘𝑘−1(�̃�1 + �̃�2 − 2𝑎𝑟′) − 𝑘−2(�̃�1 − 𝑎𝑟′)(�̃�2 − 𝑎𝑟′)] (𝑚𝑜𝑑(𝑝 − 1))                   (8)

But, 𝑅(�̃�1�̃�2) = 𝛼𝑘 + 𝑖[𝑘−1(�̃�1�̃�2) − 𝑎𝑟′)(𝑚𝑜𝑑(𝑝 − 1))].Therefore, R is not multiplicative.
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Example 4.1 (Combined RSA-ElGamal Signature) Entity B generates the keys as follows: If 

p=61 and α=33 is a generator of Z∗
61. Then, entity B chooses the private key a=58 and computes 

y≡ 3358(mod 61) ≡27. After that, entity B selects q=9871 and r=5107 and computes both 

η=50411197 and ϕ(η)=2541288659454720. Entity B chooses e=1844480063626867 and solves 
ed≡1844480063626867. d≡1(mod 50411197), yielding d=993514318001083. Hence, the public-
key is: (p=61, α=33, αa =27, η=50411197, e =1844480063626867) and the private key is (a = 58, q 

= 9871, r = 5107, d = 993514318001083). Assume that the hash function is h(m) = �̃�=m3. To 
sign a message m=42, entity B selects a random integer k=7 and computes r′≡337(mod 61)≡38, 
k−1 mod(p-1)≡43 and �̃�=74088. Finally, entity B computes s≡34(71884)(mod60)≡34 and 
assumes z=38+34i to compute ς≡23812157-23285899i. As a result, the signature for m is ς. 
Now, to verify the signature, entity A first computes z=38+34i, then computes m̃=R−1(z)=74088 ∈ MR.  After that, entity A computes v1≡52, h(m)=74088 and v2≡52. Entity A 
accepts the signature since v1 = v2. 

5. COMPARATIVE STUDY

In this section, we undertake a comparative analysis to position our novel cryptosystem against 
existing methodologies. 

5.1 Security Evaluation and Comparative Analysis 

In this study, we evaluate the security of our novel cryptographic scheme through assessments of 
attack, encryption and decryption times, supported by numerical simulations to measure its 
efficacy. Experimental investigations were conducted using an ALIENWARE laptop, specifically 
the Alienware 15 R4 model, equipped with an Intel(R) Core(TM) i7-8750H CPU, 16384MB 
RAM and BIOS version 1.20.0 (UEFI type). The laptop’s robust specifications, including 
compatibility with Windows 11 Pro 64-bit, DirectX 12 and UEFI BIOS, along with features like 
Miracast Support and Microsoft Graphics Hybrid Compatibility, make it well-suited for 
computationally intensive experiments. Following this experimental setup, we perform a 
comparative analysis involving traditional RSA and ElGamal schemes alongside our novel hybrid 
approach, followed by a discussion of the identified strengths and weaknesses of our proposed 
cryptosystem. 

5.2 Data Collection and Cryptanalysis 

In this study, we employed Mathematica 10 to implement the algorithms for key generation, 
encryption, decryption and cryptanalysis of our new scheme. The prime numbers p, q and r were 
randomly selected from nineteen distinct intervals. These intervals, numbered from 1 to 19, 
encompass the ranges 101 to 1038 for both q and r and 101 to 1011 for p. 

Due to the computational limitations of our current hardware, we were unable to explore higher 
exponents beyond 1038. Our personal computer, despite its capabilities, was unable to efficiently 
handle the larger key sizes required for more advanced cryptanalysis. In future work, we plan to 
leverage high-performance computing resources or cloud platforms to extend our analysis to 
larger primes, which will allow for a more thorough evaluation of the scheme’s performance and 
security with larger key sizes. 

5.2.1 Key Generation 

It has been observed that the total time needed for key generation in the new scheme is roughly 
equal to the sum of the individual times required for generating RSA and ElGamal keys. 

5.2.2 Encryption and Decryption 

Regarding the encryption processes, the time slots required for all three cryptosystems are 
approximately the same, which is very significant, because our proposed cryptosystem does not 
require excessive durations to be done compared to the classical ones. The same applies to the 
decryption process. 
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5.2.3 Hacking Time Results 

Hacking time denotes the period taken by an unauthorized entity to successfully decrypt or 
compromise the security of the combined RSA-ElGamal public-key cryptosystem under 
consideration. In our manuscript, this temporal measure is quantified in seconds and serves as a 
crucial metric for evaluating the system’s resistance to potential breaches. The subsequent table 
(Table 1) provides comprehensive results for Hacking Time (HT) in seconds across each 
cryptosystem, delineating the time necessary to solve either the integer-factorization problem or 
the discrete-logarithm problem. 

The first column of the table represents the data sizes, which are expressed as the ith power of 10, 
ranging from 101 to 1019. These values correspond to bit lengths ranging from approximately 4 
bits (for 101) to approximately 63 bits (for 1019). The y-axis signifies the hacking time measured 
in seconds. 

The table provides insights into the key-generation time for RSA, ElGamal and the proposed 
combined RSA-ElGamal scheme, elucidating the temporal dynamics of each cryptographic 
system across diverse data sizes. This analysis highlights that the key-generation time of the 
combined RSA-ElGamal scheme is the sum of the times required to generate keys for both RSA 
and ElGamal. This detailed examination underscores the performance attributes of the proposed 
cryptographic methodology and its implications for practical applications. 

In addition, the figures presented below visually portray the obtained results, providing a 
graphical representation of the hacking time (HT) needed to initiate an attack on each 
cryptosystem, measured in seconds. This hacking time pertains to the duration taken to resolve 
either the integer-factorization problem or the discrete-logarithm problem. 

Table 1. Time required (in seconds) to compromise RSA, ElGamal and the Combined RSA-
ElGamal scheme through hacking attempts. This figure illustrates the comparative performance 

of each encryption scheme based on its respective vulnerability to attacks. 

Data Size RSA ElGamal Combined RSA-ElGamal Scheme 

1 0 0 0 
2 0 0 0 
3 0 0 0 
4 0 0 0 
5 0 0 0 
6 0 0.015 0.016 
7 0 0.015 0.016 
8 0.031 0.109 0.125 
9 0.047 0.015 0.062 
10 0.14 0.032 0.172 
11 0.297 0.86 1.125 
12 2.797 2.36 5.157 
13 5.359 10.5 16.25 
14 11.016 6.89 18.047 
15 60.922 117.016 168.5 
16 307.61 213.563 519.218 
17 661.328 8826.2 9737.52 
18 2635.02 23808.9 26482.3 
19 10993.7 71228.1 82294 

5.2.4 Observations 

The analysis of Figures 1, 2 and 3 reveals an interesting observation regarding the impact of data size 
on the time required to attack the combined RSA-ElGamal scheme in comparison to the classical RSA 
and ElGamal schemes. Initially, when the data size is relatively small, there is no noticeable 
difference between the three schemes. However, as the data sizes increase, significant differences 
arise, with the time required to attack the combined RSA-ElGamal scheme surpassing that of the 
RSA and ElGamal schemes by several thousands of seconds. Furthermore, Figure 4 provides  
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Figure 1. Comparison of performance and efficiency between the classical RSA and ElGamal 
cryptosystems and the innovative combined RSA-ElGamal cryptosystem, with data sizes ranging 

from 101 to 1015 (approximately 4 to 50 bits). This figure illustrates how each system performs across 
different data sizes. 

Figure 2. Comparison of performance and efficiency of the classical RSA and ElGamal 
cryptosystems versus the innovative combined RSA-ElGamal cryptosystem across data sizes ranging 

from 101 to 1019 (approximately 4 to 67 bits). 

Figure 3. Comparison of performance and efficiency of the classical RSA and ElGamal 
cryptosystems with the innovative combined RSA-ElGamal cryptosystem across data sizes 

ranging from 1016 to 1019 (approximately 54 to 64 bits). 
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Figure 4. Analysis of the combined RSA-ElGamal algorithm’s hacking time (HT) compared to the 
combined hacking time of the classical RSA and ElGamal algorithms. This figure illustrates the 

performance differences between the combined RSA-ElGamal approach and the sum of individual 
classical algorithms’ hacking times. 

additional insight, demonstrating that the attacking time of the new scheme is notably greater 
and equivalent to the cumulative attacking times of the classical RSA and ElGamal 
cryptosystems combined. Based on this evidence, we can deduce that the combined RSA-
ElGamal scheme offers enhanced security compared to both the classical RSA and ElGamal 
schemes. In summary, the analysis showcases the advantage of the combined RSA-ElGamal 
scheme, highlighting its resistance to attacks as the data size grows larger. The substantial 
increase in attacking time for    the combined RSA-ElGamal scheme, compared to the classical 
RSA and ElGamal schemes, suggests its heightened level of security and reinforces its 
suitability for cryptographic applications. 

5.3 Complexity Analysis 

In the following sub-sections, we provide a comparative analysis of the complexity of the RSA, 
ElGamal and the proposed combined RSA-ElGamal scheme algorithms. Time complexity of an 
algorithm is commonly expressed using the asymptotic notation of O(n), which is determined by 
counting the number of basic operations performed during the algorithm’s execution, such as 
addition, subtraction, multiplication and division. The space complexity of a cryptographic 
algorithm refers to the amount of memory required for the algorithm to run, relative to the length 
of its input. Space complexity depends on the size of the input. When considering the maximum 
complexity for a given input size, it is referred to as worst-case complexity. Conversely, when 
considering the average complexity across all inputs of a given size, it is known as the expected 
complexity. 

5.3.1 Complexity of the RSA Scheme 

Complexity of key generation: To generate the key, the complexity of selecting random primes p and 
q and computing their product n = pq is either 𝑂(𝑙𝑜𝑔22𝑝) using the Fermat’s primality test or𝑂(𝑙𝑜𝑔23𝑝) using the Miller-Rabin test. Computing n=pq in the domain of natural integers, Z, has a
complexity of O(log2 p log2q)≈ 𝑂(𝑙𝑜𝑔22𝑝) since  p < q. Computing  Euler’s  totient  function ϕ(n) =
(p-1)(q-1) has a complexity of O(log2 p log2q) )≈ 𝑂(𝑙𝑜𝑔22𝑝), since p < q. The complexity of selecting a
random number e such that 0<e<ϕ(n) with (e, ϕ(n)) = 1 using Euclidean division is O (𝑙𝑜𝑔23 ϕ(n))
≈ O (𝑙𝑜𝑔23 pq)

 
≈ O (𝑙𝑜𝑔23 n). Thus, the overall time complexity of the key-generation process is O(𝑙𝑜𝑔23 n).

Complexity of the encryption process: The complexity of computing c=me(mod n) is O(𝑙𝑜𝑔23 n),
since the size of e is proportional to that of n. 
Complexity of the encryption process: The complexity of computing m=cd(mod n) is O(𝑙𝑜𝑔23 n),
since the size of e is proportional to that of n. 
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5.3.2 Complexity of ElGamal Scheme 

Complexity of key generation: Selecting a random prime number p has a complexity of either 𝑂(𝑙𝑜𝑔22𝑝) if the Fermat’s primality test is used or 𝑂(𝑙𝑜𝑔23𝑝) if the Miller-Rabin test is used.
Selecting a value k between 2 and p − 2 has a complexity of O(log2 p). Finding a generator α of the 
multiplicative group 𝑍𝑝∗has a complexity of 𝑂(𝑙𝑜𝑔22𝑝). Computing αa(mod p) has a complexity of𝑂(𝑙𝑜𝑔23𝑝). The overall complexity of key generation is determined to be 𝑂(𝑙𝑜𝑔23𝑝).
Complexity of the encryption process: Computing 𝛾 ≡ 𝛼𝑘(𝑚𝑜𝑑 𝑝) has a complexity of 𝑂(𝑙𝑜𝑔23𝑝).
Computing 𝑑 ≡ (𝛼𝑘𝑚)(𝑚𝑜𝑑 𝑝) has a complexity of 𝑂(𝑙𝑜𝑔22𝑝). The overall complexity of the
encryption process is 𝑂(𝑙𝑜𝑔23𝑝).
Complexity of the decryption process: Computing   𝛾𝑝−𝑎−1 ≡ 𝛼−𝑎𝑘(𝑚𝑜𝑑 𝑝) using the extended
Euclidean algorithm has a complexity of 𝑂(𝑙𝑜𝑔23𝑝). Computing 𝑚 ≡ 𝛼−𝑎𝑘𝛿(𝑚𝑜𝑑 𝑝) has a
complexity of 𝑂(𝑙𝑜𝑔22𝑝).  The overall complexity of the decryption process is 𝑂(𝑙𝑜𝑔23𝑝).

5.3.3 Complexity of the Combined RSA-ElGamal Scheme 

Key-generation Complexity: Picking random primes p, q and r has a complexity of 𝑂(𝑙𝑜𝑔22𝑝) if the
Fermat’s primality test is used or 𝑂(𝑙𝑜𝑔23𝑝) if the Miller-Rabin test is used. Selecting a value k such
that 2≤ 𝑘 ≤ 𝑝2 − 1 has a complexity of 𝑂(2𝑙𝑜𝑔2𝑝). Finding a generator 𝛼 of the group 𝐺𝑝∗ has a
complexity of 𝑂(𝑙𝑜𝑔22𝑝2) using a specific algorithm. Computing αa (mod p) has a complexity of𝑂(𝑙𝑜𝑔23𝑝). Computing ϕ(η) = (𝑞2− 1)(𝑟2 − 1) has a complexity of 𝑂(𝑙𝑜𝑔24𝑝). Selecting a value e
such that 1 ≤ e ≤ ϕ(η) and gcd(e, ϕ(η)) = 1  has  a  complexity  of  𝑂(𝑙𝑜𝑔23𝜂). Computing d ≡ e−1

(mod ϕ(η))  has  a complexity of 𝑂(𝑙𝑜𝑔23 ϕ(η)) = 𝑂(𝑙𝑜𝑔23𝜂2) using the extended Euclidean algorithm.
Hence, the overall complexity of key generation is 𝑂(𝑙𝑜𝑔24𝑞).

Encryption-process Complexity: Computing γ ≡ αk(mod p) has a complexity of 𝑂(𝑙𝑜𝑔23𝑝).

Computing δ ≡ (αkm) (mod p) has a complexity of 𝑂(𝑙𝑜𝑔23𝑝). Computing c ≡ (γ + δi)e (mod η) has a
complexity of 𝑂(𝑙𝑜𝑔23𝜂). Hence, the overall complexity of the message-encryption process is𝑂(𝑙𝑜𝑔23𝑝).

Decryption-process Complexity: Computing M ≡ cd (mod η) has a complexity of 𝑂(𝑙𝑜𝑔23𝜂).
Computing 𝑓 ≡ 𝑅𝑒(𝑀)𝑝2−𝑎−1(mod p) has a complexity of 𝑂(𝑙𝑜𝑔22𝑝). Computing h ≡ Im(M )
(mod p) has a complexity of O(log2 p). Computing t ≡ fh (mod η) has a complexity of 𝑂(𝑙𝑜𝑔22𝜂)η).
Hence, the overall complexity of the message-decryption process is 𝑂(𝑙𝑜𝑔23𝜂).

In summary, our analysis has thoroughly examined the computational complexities inherent in three 
prominent cryptographic schemes: RSA, ElGamal and the combined RSA-ElGamal schemes. We 
assessed these complexities in terms of key generation, encryption and decryption operations. For 
RSA, the key generation, encryption and decryption exhibit a time complexity of approximately 𝑂(𝑙𝑜𝑔23𝑛), leveraging efficient key generation, but demanding multiple modular exponentiations for
encryption and decryption. Conversely, ElGamal scheme demonstrates a similar time complexity of 𝑂(𝑙𝑜𝑔23𝑝) for key generation, encryption and decryption, excelling in key generation and encryption
processes while requiring an additional modular exponentiation during decryption. The combined 
RSA-ElGamal scheme combines the strengths of both RSA and ElGamal schemes, featuring key 
generation complexity of 𝑂(𝑙𝑜𝑔24𝑝)and encryption complexity of 𝑂(𝑙𝑜𝑔23𝑝), akin to ElGamal scheme.
However, decryption complexity increases to 𝑂(𝑙𝑜𝑔23𝜂), reflecting a slight trade-off for the inclusion
of RSA’s capabilities. In conclusion, the combined RSA-ElGamal scheme offers a balanced approach, 
leveraging RSA’s advantages in key management alongside ElGamal’s encryption efficiency, with the 
choice of scheme dependent on specific security needs and computational considerations. 

5.4 Real-world Applicability 

5.4.1 Impact of Key Generation on Overall Performance 

The combined RSA-ElGamal scheme presents a balance between enhanced security and 
computational efficiency. As discussed in our analysis, the key-generation process for this novel 
scheme is inherently more complex and time-intensive compared to the individual RSA or ElGamal 
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schemes. This complexity arises from the need to generate and manage three distinct prime numbers 
and perform additional arithmetic operations within the domain of Gaussian integers. 

In practical applications, the extended key-generation time can affect the performance of systems that 
rely on frequent key rotations or require rapid key creation. For instance, in scenarios such as secure 
communications or real-time applications where keys are generated dynamically, the increased key-
generation time might impact the system responsiveness. To address this issue, future research could 
explore optimizing key-generation processes or leveraging parallel-computing techniques to reduce 
the required time. 

5.4.2 Integration into Existing Security Frameworks 

The combined RSA-ElGamal scheme can be integrated into existing security frameworks with 
minimal disruption. Its dual-layer approach enhances security while requiring only minor adjustments 
to the existing cryptographic infrastructure. Key points include: 

1. Backward Compatibility: The combined RSA-ElGamal scheme can be deployed alongside
existing RSA or ElGamal systems, facilitating gradual adoption. This allows organizations to 
apply the new approach to new applications or incrementally transition from older systems. 

2. Modular Integration: The architecture of the combined RSA-ElGamal scheme supports
modular integration into existing security frameworks. It can be incorporated into established 
protocols, such as TLS or VPNs, either as a replacement or a complement to existing 
encryption algorithms, thereby enhancing security without necessitating an overhaul of the 
entire system. 

3. Adaptability for Specific Use Cases: The flexibility in the combined RSA-ElGamal
scheme’s parameter choices enables customization for specific security needs. For example, in 
environments with stringent security requirements, the scheme’s enhanced resistance to 
attacks can be particularly advantageous. 

4. Compatibility with Modern Hardware: Given that the computational demands of the new
scheme are manageable with current hardware, it can be effectively utilized in both software-
based and hardware-accelerated cryptographic systems. 

In summary, while the combined RSA-ElGamal scheme introduces additional computational 
overhead, it offers significant security benefits that can be applied to various real-world scenarios. By 
carefully considering the impact of key generation and thoughtfully integrating the scheme into 
existing frameworks, its advantages can be maximized and potential performance challenges can be 
mitigated. 

5.5 Practical Limitations 

5.5.1 Increased Computation Time 

While the theoretical analysis of computational complexities provides a foundation, practical 
implementations often encounter additional challenges. The combined RSA-ElGamal scheme, due to 
its combined use of RSA and ElGamal schemes, involves complex operations that can impact 
performance: 

1. Key Generation: The key-generation process for the combined RSA-ElGamal scheme
requires generating three primes and performing additional arithmetic operations within the 
domain of Gaussian integers. This complexity can lead to significantly longer key generation 
times compared to RSA and ElGamal schemes individually. This extended time might affect 
systems that require frequent key updates or rapid key generation, such as secure-
communication systems and real-time applications. 

2. Encryption and Decryption: Although the encryption process for the combined RSA-
ElGamal scheme shows comparable time requirements to traditional methods, the combined 
computational steps from both RSA and ElGamal schemes can lead to longer processing times 
in practical scenarios. For instance, the combined RSA-ElGamal scheme involves modular 
exponentiations and additional arithmetic operations that could contribute to a slower overall 
encryption and decryption process. 
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5.5.2 Memory Requirements 

The combined RSA-ElGamal scheme’s increased complexity also impacts memory usage: 

1. Storage for Intermediate Results: The computations involved in key generation and
encrypttion/decryption require storing intermediate results, which can increase memory usage. 
For instance, handling large integers and matrices in Gaussian-integer arithmetics can lead to 
higher memory demands compared to simpler encryption schemes. 

2. Ciphertext Size: As discussed, the new scheme may result in ciphertexts that are larger due to
the inclusion of both real and imaginary components. This increase in ciphertext size can 
impact storage requirements and bandwidth, particularly in systems with limited resources. 

5.5.3 Mitigation Strategies 

To address these practical limitations, several strategies can be considered: 

1. Algorithm Optimization: Future research could focus on optimizing the combined RSA-
ElGamal scheme’s algorithm to reduce computation time and memory usage. 

2. Hardware Acceleration: Implementing hardware acceleration for cryptographic operations
could help manage the increased computational load and memory requirements, making the 
scheme more feasible for practical applications. 

3. Efficient Storage Solutions: Exploring efficient storage and management solutions for
intermediate results and ciphertexts could help mitigate memory overhead. 

5.5.4 Advantages and Disadvantages 

Advantages: The combined RSA-ElGamal scheme offers several significant advantages: 

1. Integration of RSA and ElGamal Schemes: By combining RSA and ElGamal encryption
schemes, the new approach delivers a dual-layered security solution. The first layer leverages 
the discrete-logarithm problem, while the second layer relies on the integer-factorization 
problem. This combination creates a robust encryption framework similar to a double onion 
routing shield. 

2. Smooth Implementation: Implementing the combined RSA-ElGamal scheme requires no
additional effort beyond what is expected with traditional encryption schemes. The transition 
to the new approach can be smoothly achieved without introducing added complexities or 
burdensome requirements. 

3. Expanded Parameter Range: With computational efforts comparable to traditional
encryption methods, the combined RSA-ElGamal scheme allows for a broader selection of 
plaintexts and private keys. In fact, the number of available options exceeds the square of 
those in classical encryption settings, offering increased flexibility for customized-encryption 
processes. 

4. Efficient Encryption and Decryption: The combined RSA-ElGamal scheme maintains
comparable time requirements for encryption and decryption processes relative to traditional 
encryption methods. No extra time is required for these operations, ensuring that the new 
approach remains efficient and practical. 

5. Enhanced Security: The combined RSA-ElGamal scheme significantly increases resistance
to attacks compared to traditional encryption methods. The time required for an attacker to 
compromise the combined RSA-ElGamal scheme is substantially greater than or equal to the 
combined time needed to break both underlying classical encryption schemes. 

Disadvantages: Despite its strengths, the combined RSA-ElGamal scheme has a few drawbacks that 
must be considered: 

1. Increased Ciphertext Length: In certain cases, the ciphertext generated by the combined
RSA-ElGamal scheme may be twice the length of the original message. This occurs when the 
plaintext is real, resulting in a complex-number ciphertext that includes both real and 
imaginary components. The increased ciphertext length may impact storage requirements or 
communication bandwidth, which is an important consideration in resource-constrained 
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environments. 
2. Computational Overhead: The combined RSA-ElGamal scheme involves extensive

computations, particularly when dealing with large logarithmic calculations. This 
computational burden can result in longer processing times, potentially affecting the feasibility 
of encryption processes, especially when handling large datasets. The algorithm may perform 
sluggishly when encrypting extensive data on a single machine, necessitating optimization or 
the use of distributed-computing strategies. 

3. Slower Key Generation: Key generation in the combined RSA-ElGamal scheme is slower
compared to RSA and ElGamal schemes. This is because the combined RSA-ElGamal scheme 
requires the generation of three primes (as opposed to one in ElGamal or two in RSA) and 
additional computations. Moreover, arithmetic operations within the domain of Gaussian 
integers add further computational requirements, depending on the specific forms of the 
selected Gaussian primes. As a result, key generation in the combined RSA-ElGamal scheme 
demands more time and more computational resources. 

Therefore, the proposed combined RSA-ElGamal encryption scheme combines the strengths of RSA 
and ElGamal schemes while avoiding excessive implementation complexities. However, careful 
consideration of the potential expansion of ciphertext length, computational overhead and slower key-
generation processes is essential. These factors should be evaluated to determine the suitability of the 
combined RSA-ElGamal scheme for various cryptographic applications, taking into account the 
specific requirements and constraints of the intended use cases. 

6. CONCLUSION

In summary, our investigation into the combined RSA-ElGamal scheme highlights its effectiveness in 
striking a balance between enhanced security and computational efficiency. Despite the inherent 
complexity in key generation compared to standalone RSA or ElGamal schemes, the new approach 
delivers significant security benefits that warrant this added complexity. When compared to other 
advanced cryptographic methods, such as elliptic curve cryptography (ECC) and lattice-based 
cryptography, the combined RSA- ElGamal scheme presents a distinctive combination of security 
advantages and practical utility. 

Our study emphasizes the theoretical robustness of this new approach. Future work will focus on 
several key areas to further enhance and validate the scheme. We plan to provide a comprehensive 
analysis of the cryptanalysis methods used, including specific algorithms and their implementations. 
We will also include comparative studies with recent cryptographic techniques to contextualize our 
results and demonstrate the scheme’s relative efficacy. Additionally, optimizing key generation 
processes, evaluating performance in various real-world scenarios and integrating the combined RSA-
ElGamal scheme with existing security frameworks will be pivotal. Exploring variants and extensions 
of the combined RSA-ElGamal scheme will offer deeper insights into its practical advantages and 
limitations, guiding its future development and application. 
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ملخص البحث:
ددددددد ووRSAتقُددددددد الورددددددديةو مبتكدددددددعوبين خدددددددع وب   ددددددد   وت  ددددددد و دددددددخ و ب ت بخدددددددعو و ب ت بخدددددددعو م    

دددددد و ددددددخ و ددددددع ووبدددددد و دددددد  و م    م حسددددددخ وفبددددددنظوو نلتخددددددعوفال ددددددعو م اةددددددخخ وا جو م خددددددنتخ و م نبا
ون اق يدددددنوت  ددددد و دددددخ و   ددددد خن  و بددددد واقدددددننو مقدددددبا وو محددددد اوبددددد و مخدددددب ت بخ خ و م دددددينبتتخ قو دددددعظا

تددددددعو بلددددددد   و و خ ددددددنوا  تددددددد و  ةدددددد تعول بب  ددددددع  دددددد  او دددددد،و بال دددددددعو م قتخ اددددددعقوو خناا اقددددددننو مفا
ددددددحخحعولتدددددد و و مصا ددددددحخحعووبةدددددد تعو متابّددددددنتااسو م  دددددد ا  ووا  دددددد و  دددددد خ  لوفلدددددد   وّددددددنو     مصا

وفناددددد وفبنادددددن و ول ددددد   ك ددددد،قوبدددددب ا   و ندددددنت   ووت فددددد ا وت زادددددزوب نادددددعول تخدددددنجو م اةدددددخخ وو م ابكخددددد و م ا
و  ت  دددددد ينوتحتددددددخ  وزددددددنب  ومتخددددددب ت بخ خ و متا ددددددخ وادددددد ساو م  دددددد و خين ددددددنقو مدددددد و نادددددد وت  خقددددددنج 
سو نم ين خدددددعو م    ددددد  و ددددد،ورددددديةو م ات  دددددعوبددددد و ووتقخخ دددددنجوبال دددددعو م اةدددددخخ و ما ددددد،وتصُددددد ل ل تخدددددع 
دددددددحخحعووبةددددددد تعو متابّدددددددنتااسو تدددددددعو بلددددددد   و مصا  م  نخدددددددزولتددددددد و م احددددددد اانجو م   ااتدددددددعو ددددددد،ول بب 

وه دددددددختلن ووح  دددددددق م ولنلدددددددياوم و  ب دددددددو تدددددددلوفبكدددددددبتموج ون دددددددخخقتوء   ددددددد وساوتدددددددوكمينددددددد م  ددددددد ا  و
و عخ نسحم 
وعخددددددددب ت ب ووفوRSAوعخددددددددب ت ب ول  خ  ددددددددن وع واددددددددتنقبوأ دددددددد فو ختنخدددددددد م و خددددددددمبتوظننددددددددون دددددددديخ  
دددددد  وم  وعمدددددد   وو خخةدددددد اوم و، ددددددو  وخادددددد وء و  فو لددددددوس وي وتددددددوعحدددددد  ق م وعخدددددد ني م وظاوع ددددددوق   خددددددا و تددددددلو   
دددددد تو، ددددددماو وى  ددددددفوجن دددددد ت و، ددددددوعن نةدددددد م وع ددددددلاب و بددددددوس دددددد م و تددددددلوو  خخةدددددد اوم  و تددددددلوزنا
دددددددم وع دددددددمن ب و خخةددددددد اوم وع دددددددلافوقن ددددددداو خ دددددددبتو تدددددددلو وُ ددددددد توني  ددددددد ت وظاوع دددددددوقعخئبفدددددددم وتب وص 
و تاددددد   م وي لدددددياوم و ادددددن م و خسدددددحتو مددددد وكمي دددددوع وخلن دددددوق ادددددنفوجنقدددددخ  تو مددددد و، دددددك اوم و خدددددكب اوم و
و ، ددددددددك اوم و خددددددددكب اوم وو خخةدددددددد اوم وع ددددددددلابوعخددددددددت  م وجنقددددددددخ   اوم و اب ددددددددتووع دددددددد ت اوم وعبضددددددددب  
دددددددو،ت ق سددددددد م وثحددددددد م وظاوفو نياومدددددددن و ا  دددددددم و و خدددددددمبتو تدددددددلوزناو خ دددددددوع ددددددد ت م وعبضدددددددببو ب وح 
وع دددددئنقم و  ددددد م و نُدددددفُوو، دددددوح  دددددق م ولنلدددددياوم وجبددددد وفنةددددد    ووقع وخدددددمنابو ادددددنفوق و  ددددد و ختنخددددد م 
وكمددددداوو؛،قدددددخقحم وسمن دددددم و بدددددوج ونرباتنيخ دددددو اوظدددددو، دددددوء  ب وسخخدددددقتووقع دددددلاب وظنبدددددأ وعقدددددتاو   م 
 وو ه لن او بو ق وح لوم ووح  ق م ولنلياوم وء  فو خسحتو   وفو ب
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ABSTRACT 

Cooperative communication systems (CCSs) involves collaboration among sensor nodes to transmit data more 

effectively, especially in scenarios with limited resources or challenging environmental conditions. Optimizing 

the total error rate (TER) for cooperative communication in wireless sensor networks (WSNs) is a critical task to 

enhance the reliability and efficiency of data transmission. The link quality of a WSN can be improved by 

cooperative relaying with a relatively low TER. In this paper, real-coded genetic algorithm (RGA) and particle 

swarm optimization (PSO) are used in WSNs to reduce TER. The number of nodes is varied from 1 to 16, SNR is 

varied from 0 dB to 20 dB, threshold is varied from 25 mV to 35 mV and mutation rate is 0.1. Minimum TER is 

obtained for a threshold of 25 mV to 35 mV compared to TER obtained without optimization. The optimization 

method provides significant improvements to achieve the desired threshold voltage with minimum false alarm 

rate and misdetection rate, which enhances the overall performance of the CCS in WSNs.   

KEYWORDS 

Cooperative communication, Cognitive radio, Optimization, RGA, PSO, Error rate. 

1. INTRODUCTION 

In CCS, the source node (SN) apart from sending the signal to the destination node (DN), also relays it 

to an intermediate node. Subsequently, this relay node (RN) forwards the signal either to another relay 

node or directly to the destination node using various relaying protocols [1].This technology utilizes 

mobile relay nodes to augment the capacity of specific users. This principle entails categorizing the 

system into three types of nodes: the SN, the DN and the RN [2]. In this setup, all relay nodes function 

as both receiving and sending antennas for particular user nodes. Consequently, the network can be 

conceptualized similarly to a multiple input and multiple output (MIMO) system [3]-[4]. The CCS 

involves 2 phases of transmission [5]. Phase I: The users distribute the source data with control 

information among the remaining users. Phase II: The users collectively re-transmit the data to the 

desired destination. 

In a relay system, one user is the SN, while the other user is the RN and both the users can 

interchange their roles at various time intervals [6]. As outlined earlier, during Phase I, the SN 

user will broadcast information to both the RN and the DN. Subsequently, in Phase II, the RN 

can independently forward data or collaborate with the SN to enhance reception at the DN. 

Coordination is vital in a CCS, especially since antennas are distributed across various 

terminal devices, unlike centralized MIMO systems [7]. Excessive coordination may lead to a 

reduction in system bandwidth, but this cost is consistently offset by the substantial diversity 

gain achieved under high signal-to-noise ratio (SNR) conditions [5]. The expense of 

coordination may escalate with the number of cooperating users. Therefore, designing an 

efficient user-to-user communication method is necessary for a successful cooperation [5], 

[8]. In order to achieve energy-efficient transmission, a cooperative spectrum sensing (CSS) 

technique based on PSO is developed for cognitive WSNs [9]-[10]. The enhanced performance and 

flexibility of a re-configurable unmanned aerial vehicle relay-communication system is proposed in 

[11].  The optimization of energy efficiency in wireless networks beyond 5G through the integration of 

visible light and RF bands, employing non-orthogonal multiple access schemes for downlink using 

visible light to enhance data rates for cell-edge users via cooperative communications strategies is 
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explored in [12]. The challenges of energy constraints and security concerns in WSNs are addressed in 

[13]. A study on maximization of energy efficiency for the cooperative-communication system 

achieved by optimizing both the packet size and the modulation level is reported in [14]. To extend 

communication coverage, the use of energy harvesting-based combined information and power 

transfer is reported in [15]-[16]. The performance of the energy-detection mechanism can be evaluated 

based on the misdetection rate and the false-alarm rate [17]. The investigation of spectral monitoring 

over Rayliegh fading channels is presented in [18]. The impact of cooperative-spectrum sensing and 

dynamic-threshold selection on the performance of a cognitive radio network in fading environments, 

comparing the receiver operating characteristics for cooperative and non-cooperative scenarios and 

demonstrating improvements in detection probability, error probability with dynamic-threshold 

selection is discussed in [19].The spectrum sensing in cognitive radio using energy detection over 

various wireless communication channels is presented in [20]. A comprehensive review of 

optimization algorithms, including evolutionary, swarm intelligence and metaheuristic approaches, for 

enhancing wireless sensor network (WSN) node localization, evaluating their accuracy, scalability, 

computational complexity and robustness across different deployment scenarios is presented in [21]. 

In [22], authors presented a VLSI-based power-optimization model for wireless sensor networks using 

FPGA technology, designed to lower energy consumption by employing a collaborative unit with 

parallel processing and a smart power component, leading to improved efficiency compared to 

processor-based WSN implementations. In [23], authors proposed a PSO-based scheduling approach 

to maximize the lifetime of wireless sensor networks by addressing the non-disjoint sets cover 

problem, demonstrating competitive performance and optimal solutions compared to state-of-the-art 

algorithms. The research gap is to enhance the data rate in cooperative-communication system, by 

minimizing the TER for a desired threshold voltage. 

2. METHODOLOGY 

2.1 Aim of the Research Work 

The current work aims to enhance the efficiency and reliability of cooperative-communication systems 

(CCSs) in wireless sensor networks (WSNs) by optimizing the total error rate (TER). It focuses on 

using particle-swarm optimization (PSO) and real-coded genetic algorithms (RGAs) to achieve these 

improvements. 

2.2 System Model 

A cooperative-communication network comprising K cognitive radios (CRs) with a common receiver 

is examined and illustrated in Figure 1. Here, spectrum sensing is performed by each CR 

independently, followed by transmitting local decisions to the shared receiver. 

Figure 1. Spectrum-sensing model in a cooperative CR. 

The receiver then consolidates all available information regarding decisions to deduce the presence or 

absence of the primary user (PU). Spectrum sensing essentially involves a binary hypothesis-testing 

problem: 

H0 : PU is not present. 

H1 : PU is present. 
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Considering sensing of spectrum only at ith CR, the sensing method may choose any of the following 2 

hypotheses. 
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where,  xi(t) is the received signal in time slot t, at the ith CR , s(t) is PU signal , wi(t) is additive white 

Gaussian noise (AWGN) and the complex sensing-channel gain between the ith CR and the PU is ℎi(t). 

Here, it is considered that the sensing time is lower compared to the channel's coherence time. In the 

process of sensing, sensing channel ℎi(t) is time-invariant; that is, ℎi(t) = ℎi. Again, it is assumed that 

during spectrum sensing, the PU's state remains constant. The energy-detection approach is the best 

choice for identifying zero-mean constellation signals for an unknown previous information of the PU 

signal [17]. The probabilities of average false alarm, average detection and average misdetection over 

AWGN channels for the ith CR with the energy detector are provided, accordingly, by [24]. 
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Here, ‘u’ is the energy detector's time-bandwidth product and i and i stand for the energy-detection 

threshold (mV) and instantaneous SNR at the ith CR, respectively. Qu (n,x) is the generalized Marcum 

Q-function and Γ(n, x) is the incomplete gamma function, given by:  
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Iu-1 represents the first-kind modified Bessel function of u-1 order. 

In CSS, each node takes a binary decision according to its local observations and then sends one bit of 

the decision Di (1 representing PU presence, 0 for PU absence) to the common receiver via an error-

free channel. All 1-bit decisions are combined at the common receiver using a logic rule: 
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where Hd1 and Hd0 are the inferences of the common receiver that the PU signal is transmitted or not, 

respectively. The threshold integer ‘n’ represents the “n-out-of-K” voting rule. The AND rule is 
applicable to the case of n=K and the OR rule for n=1.  

For an AWGN environment, one can assume that 1= …=K=. Again, it can be assumed that all CRs 

use the same threshold , that is,  1=…=K=. For an AWGN channel, Pd,i  (denoted as Pd) is 

independent of i. For a Rayleigh fading channel, Pd represents the average Pd,i over the statistics of i . 

For both types of channels, we have Pm=1-Pd. So, the probability of false alarm and probability of 

misdetection are given by [24]: 

lK

f

K

nl

l

ff PP
l

K

H

Hd
PQ 




















  )1(

0

1 (8) 

lK

d

K

nl

l

dm PP
l

K

H

Hd
PQ 




















  )1(1

1

0 (9)



76 

"Optimization of False Alarm Rate and Misdetection Rate for a Desired Threshold Voltage in Cooperative Communication" , S. K. 

Gannamaneni and J. S. Roy. 

The total error rate (TER) is given by:        mf QQTER   (10) 

Figure 2 and Figure 3 show that the optimal voting rule across all of the simulated detection threshold 

ranges is n = 5 for AWGN channel and n=2 for Rayleigh channel. Though, for very small fixed 

thresholds, the AND rule is the optimal rule; i.e., n = 10. For fixed extremely large thresholds, it is the 

OR rule; i.e., n = 1, that is found to be optimal. The comparison of n values to obtain min TER w.r.t 

threshold values at various SNRs ranging from 0-15 dB in both AWGN channel and Rayleigh channel 

is depicted in Table 1. 

Figure 2. TER of CSS in 10-dB AWGN     channel; n is voting rule, K = 10. 

Figure 3. TER of CSS in 10-dB Rayleigh   channel; n is voting rule, K = 10. 

Table 1. Comparison of n values to get minimum TER w.r.t threshold values at various SNRs 

SNR (dB) Parameter AWGN Channel Rayleigh Channel 

0 

Threshold (mV) 23 25 

Minimum TER 0.696261 0.702793 

n 4 3 

5 

Threshold (mV) 23.5 30 

Minimum  TER 0.2575 0.306736 

n 5 2 

10 

Threshold (mV) 29 36 

Minimum  TER 0.00255473 0.030527 

n 5 2 

15 

Threshold (mV) 44 44 

Minimum  TER 3.19*10-12 0.00039336 

n 5 2 
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Optimal Voting Rule: To obtain the optimal number of CR, TER should be minimized based on [25]. 
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Figure 4. Optimal n vs. threshold of CSS for K=16 in AWGN channel. 

Figure 5. Optimal n vs. threshold of CSS for K=16 in Rayleigh channel. 

The plot of n versus detection threshold determined by Equation 11 is displayed in Figure 4 and 

Figure 5, for various SNRs varying from 0-20 dB for K=16. 

Figure 6. TER vs. number of cooperating CRs with  = 25 mV in AWGN channel. 
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Figure 7. TER vs. number of cooperating CRs with  = 25 mV in Rayleigh channel. 

According to Figure 6, in an AWGN channel for a threshold of 25 mV at SNR= 20 dB, 15 dB and 10 

dB, respectively, the least numbers of CRs needed to achieve the error-rate objective of 0.001 are 4, 4 

and 13. According to Figure 7, in a Rayleigh channel for a threshold of 25 mV at SNR= 20 dB, 15 dB 

and 10 dB, respectively, the least numbers of CRs needed to achieve the error rate objective of 0.001 

are 10, 16 and 33.  

Figure 8. TER vs. number of cooperating CRs in AWGN channel. 

Figure 9. TER vs. number of cooperating CRs in Rayleigh channel. 

According to Figure 8, in an AWGN channel for an SNR of 10 dB at threshold values of 25, 30 and 35 

mV, respectively, the least numbers of CRs needed to achieve the error-rate objective of 0.001 are 13, 

12 and 15. According to Figure 9, in a Rayleigh channel for an SNR of 10 dB at threshold values of 

25, 30 and 35 mV, respectively, the least numbers of CRs needed to achieve the error-rate objective of  

0.001 are 32, 27 and 25. 
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Figure 10.  Trade-off between misdetection rate and false-alarm rate. 

According to Figure 10, the lowering of the threshold voltage reduces the misdetection rate and 

increases the false-alarm rate as per Equation 8. Raising the threshold voltage reduces the false-alarm 

rate and increases the misdetection rate as per Equation 9. The aim is to minimize TER as given in 

Equation 10, which is the sum of false-alarm rate and misdetection rate. In Equation 11, optimal-

voting rule has been implemented to optimize this balance to minimize TER. 

2.3 Optimization of TER in Cooperative Spectrum Sensing 

Here, two optimization techniques are used to optimize TER: PSO and RGA, where the variable 

parameters are optimal number of nodes, SNR and threshold. 

The GA is a stochastic approach rooted in evolutionary-optimization principles, endeavoring to locate 

global minima through the emulation of genetics and natural selection. The RGA operates on 

continuous variables cost function optimization with natural selection and genetic recombination [26], 

[28]. Adjustments to the RGA involve modifying operator or parameter values. Chromosomes are 

populated by a group of genes with random values ranging from 0 to 1, constituting the initial 

population [27], [29]. The population size should balance the need for diversity with computational 

feasibility. A typical range is 20 to 100 individuals, but larger sizes may be used in complex problems 

or where more resources are available. In this work, the population size is 20. 

Each chromosome’s cost within this population is assessed and those with the most favorable values 

are chosen for the natural-selection process, while the others are discarded. Offspring are generated 

from these chosen-parent chromosomes. The weight 'z' is determined through the utilization of a 

random number 'r' and the cross-over operator 'μ’ as [26]-[27]. The cross-over rate is typically set 

between 0.7 and 0.9, with values closer to 1 being preferred for problems where exploration is more 

important. In this work, the cross-over rate is 0.9. 
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A sub-set of randomly chosen chromosomes undergoes mutation using the mutation operator 'η' and 
mutation weight 'm', The mutation rate is typically kept between 0.01 and 0.1, depending on the 

complexity of the problem. In this work, the mutation rate is 0.1. For large or complex search spaces, a 

higher mutation rate might be appropriate, where, 
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The PSO algorithm, another variant of evolutionary algorithms, is employed to discover optimal 

settings or parameters necessary for obtaining a desired objective [30]-[31]. Each distinct solution 

within the search space of the objective function is denoted as a particle, with the initial collection of 

random particles forming the starting position of the swarm.  These particles have the capability to 

assess their current fitness or positions through optimization functions. Swarms, composed of 

randomly generated solutions, iteratively explore the design space towards finding the optimal 

solution. Each particle’s velocity is modified according to solution of individual best position, termed 

as particle best (pbest) and the best value encountered so far by any particle in the particle swarm 

optimizer, termed as global best (gbest). Every particle has a velocity vector vj(l) and a position vector 

yj(l) . The equation for updating velocity is given by [30]-[31]: 

)]([)]([)()1( 21 lygbestrandclypbestrandclvwlv jjjj  (16)

and the position update equation is: 

)1()()1(  lvlyly jjj (17) 

where, vj - particle velocity of jth iteration, w - inertia weight factor, which is a random number between 

(0,1), yj - current particle position, c1 ,c2 are cognitive parameter and social parameter, generally, c1 + 

c2 = 4. Typically, c1= c2= 2 is a common choice, though in some cases, a slight imbalance (e.g., c1=1.5, 

c2=2.5) can promote better exploration early on, followed by stronger exploitation later. In this work, 

c1=1.65, c2 =2.35. At each iteration, the particle adjusts its position and velocity according to the 

procedures mentioned above in order to achieve the best solution. 

2.4 Algorithm for the Implementation of PSO to Optimize TER 

Step-1: Initialize parameters, like size of population, iteration number, inertia weight, personal and 

global learning coefficients and limit of velocity. 

Step-2: Compute fitness by applying the cost function of TER (Equation 10) to each particle for both 

pbest and gbest solutions. 

Step-3: Continuously update the velocity and position of every particle using Equation 16 and 

Equation 17 and repeat steps 3 and 4 until the convergence of population. 

Step-4: Choose the gbest solution based on the minimum value of the cost function TER. 

2.5 Algorithm for the Implementation of RGA to Optimize TER 

Step-1: Initialize variables, like optimal node number, SNR and threshold. Establish upper and lower 

bounds of parameters along with defining the population size, mutation rate and number of 

generations. 

Step-2: Compute fitness by applying the cost function of TER (Equation 10). 

Step-3: The process involves selection, arithmetic crossover, mutation and computation of temporary 

fitness. 

Step-4: Repeat step 3 until the convergence of population.  

Step 5: Choose the threshold value with the best fitness where the TER is minimized. 

3. RESULTS

The cost-function plot for RGA and PSO optimization are depicted in Figure 11. 

The cost function is the TER of Equation 10, for RGA and PSO optimization. The aim is to minimize 

TER. The population size is 20, the iteration number is 100, the optimal number of nodes is varied 

from 1 to 16, SNR is varied from 0 dB to 20 dB, the threshold is varied from 25 mV to 35 mV and 0.1 

is the mutation rate. The convergence of TER is shown in Figure 12 (a) and 12 (b). PSO generally  
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Figure 11.  Cost function vs. iteration. 

(a) (b) 

Figure 12.  Convergence of TER (a) PSO (b) RGA. 

converges faster, but is more prone to local optima, whereas RGA provides better exploration at the 

cost of slower convergence. The stopping criterion is minimal value of cost function given in Equation 

10 for both PSO and RGA algorithms, mentioned in step 4 of sub-section 2.4 for PSO algorithm and 

mentioned in step 4 of sub-section 2.5 for RGA algorithm. 

The RGA and PSO optimized results of TER are compared with the results obtained without 

optimization [25], [32]-[34] in Figure 13. 

Figure 13.  Comparison of TER with published results. 

According to Figure 13, in a Rayleigh channel for SNR value of 10 dB, the least numbers of CRs 

needed to achieve the error-rate objective of 0.001 are 52, 44, 42, 29 and 27. 
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4. DISCUSSION

The research presented demonstrates the significant impact of PSO and RGA optimization techniques 

on the performance of cooperative communication systems in wireless sensor networks. By focusing 

on the optimization of TER, the study addresses a critical aspect of data-transmission reliability and 

efficiency in WSNs, particularly under constraints, such as limited resources and challenging 

environmental conditions.The study varies the number of nodes from 1 to 16 to analyze how the 

network density affects TER. The findings suggest that as the number of nodes increases, the 

cooperative relaying becomes more effective, leading to a reduction in TER. This can be attributed to 

the enhanced diversity and redundancy provided by additional nodes, which improves the overall link 

quality. The SNR is varied from 0 dB to 20 dB to observe its influence on TER. Higher SNR values 

typically result in better signal quality and lower error rates. The optimization techniques help in 

maintaining low TER even at lower SNR values, indicating the robustness of the CCS under different 

noise conditions. The threshold-voltage range of 25 mV to 35 mV is identified as optimal for 

minimizing TER. This range strikes a balance between sensitivity and noise immunity, ensuring that 

the nodes can effectively discriminate between signal and noise. The optimized threshold voltage 

significantly reduces false alarm and misdetection rates, which are crucial for reliable data 

transmission. The mutation rate of 0.1 used in the genetic algorithm ensures a good exploration of the 

solution space without causing excessive disruption to the convergence process. This rate is found to 

be effective in maintaining genetic diversity and preventing premature convergence to sub-optimal 

solutions. The computational complexity of RGA can be expressed as O(G * P * (C_f + log P)), where 

O() is the Big O order, P is the population size, G is the number of generations and  C_f  is the cost of 

evaluating the fitness function. In this work, P=20 and G=100. The computational complexity of PSO 

can be expressed as O(G * P * (C_f + 1)). In this work, P=20, G=100 and PSO generally has lower 

complexity per iteration compared to RGA since it avoids complex selection, crossover and mutation 

operations. Implementing RGA and PSO in real-world WSNs requires addressing hardware limitations 

by using lightweight versions of the algorithms that reduce computational and memory demands. 

Energy consumption is critical, so adaptive techniques should minimize computation time to preserve 

the battery life. Scalability can be achieved by using clustering or hierarchical approaches, ensuring 

that the algorithms perform efficiently even in large networks. The dynamic nature of WSNs 

necessitates fault-tolerant and adaptive versions of RGA and PSO to handle node failures and topology 

changes. Finally, multi-objective optimization and hybrid approaches can improve performance by 

balancing trade-offs between energy, coverage and network lifetime. 

5. CONCLUSION

This paper has investigated the optimization of error rates, specifically focusing on false alarm and 

misdetection, within cooperative communication frameworks to meet a specified threshold voltage. 

The change of TER for a 50-node cooperative system in a WSN is presented here for both AWGN and 

Rayleigh channels. The effects of optimal number of nodes, SNR and threshold on TER are simulated.  

Furthermore, an efficient optimization approach that satisfies the given bound error has been assessed; 

it requires fewer cognitive radios than the total number used in cooperative spectrum sensing. Finally, 

the minimum TER is achieved using RGA optimization, as shown in Figure 13. This research 

contributes to the broader goal of improving communication efficiency and robustness in resource-

constrained and challenging environments, paving the way for enhanced applications in various fields, 

such as environmental monitoring, healthcare and industrial automation. 
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 ملخص البحث:
مممممم  ّ  قّلاممممممّس ن مممممم     ممممممّس  ل   مة الاتنممممممل ّعتظنممممممّعس ّ تظنّعلاقممممممل ّ تظلنممممممقي نممممممقم  ة  مممممم  ّ ن نظ تتضممممممنظ

مممممممقلّ  ا ّس ّ ظتممممممم  تل  ممممممما   صممممممم  حنمممممممّ   ح ممممممم ع     اكثمممممممة  ّ صقممممممملل عينارمممممممّّ  ممممممم  ّ نظ
 ممممممم   (TERعظمممممممةعة  نقتقمممممممل  ت تممممممما   صممممممم  ت ممممممم ظّ ّس   ع  ظ ت نمممممممقم حنممممممم    ّ   ممممممم  ّ  ةصظممممممم ظ  

ممممممّس ّ   ممممممص قل  مممممما ّعتظنممممممّعس ّ  تظنّعلاقممممممل  ت ة  مممممما حممممممم ّ  قنممممممل ّ نثّ قممممممل  مممممم   مممممم  ّس ّ ن نظ
مممممم  ّ  قّلامممممّس ع نّ قتمممممما  عحمممممم ّ نن ممممممم ت نممممممقم  مممممل  ّ ممممممنل حمممممم ا مممممم  ت نمممممقم حاها قممممممل لا   حهن 
ممممم  ّ  قّلامممممّس تنّعلاقمممممّّ ن قنمممممل  حل  ضمممممل    ممممم     ممممم  ّس  مممممم ية مممممي لا   نل  ممممم  تصمممممق ّ  ظ  ممممما   ّ مممممةظ

  ( TERّلإح ّ   نن  ّ  ّ     ّ  ةصظ ظ  
مممممم  ّ ن مممممم      ق مممممم    (   مممممم   ّلامممممم  RGA مممممم   ممممممست ّ ا  مممممملل لانممممممت  ً ياّ ٍحقمممممملّ  قلقممممممل حةح 

ّ  ّ  ة   تمممممممممّس   مممممممممّس PSOت لقمممممممممل ّ تظ نمممممممممقم ّ نةت ممممممممم    صممممممممم  ّ مممممممممة  (  ممممممممم   ممممممممم  ّس ّ ن نظ
نمممم ظ  ّ   مممم  ّ  ةصظمممم ظ  ع ممممت ا  مممم   ممممست ّ  ظ ّ ممممل ت ققممممة  مممم   ّ نة مممم  نممممقم  ممممُ  قنممممل حة ّ   ممممص قل     

مممممم ق  ل علانمممممم ل ّلإ مممممم16ع  1 مممممم  ّ نت ممممممل  ق ممممممة  dB 20ع  0dBنممممممقم ّ     مممممم  ّ ضظ ه  ممممممّ  ة   احظ
  ع ممممممت ا 1 0حقصمممممم   ا مممممم ل نقلنممممممّ كممممممّ  حنمممممم ظ  ّ تظ مممممماظ   35حقصمممممم   ا مممممم  ع  25ت ققممممممةت نممممممقم 

مممم   ت ممممل  تممممةّع  نممممقم  ه  حقصمممم   ا مممم   25ّ  نمممما   صمممم  ّ  قنممممل ّ مممم لاقّ  ننمممم ظ  ّ   مممم  ّ  ةصظمممم ظ   ة
 مممممم  ّ  ةصظمممممم ظ ّ ظتمممممم   ممممممت ا ّ  نمممممما   صقهممممممّ  ع  حقصمممممم   ا مممممم  حة ّ لامممممملّ ن قنممممممل حنمممممم    ّ   35ع 

  ممممممةّة  نصقممممممل ّ تظ نممممممقم  ع مممممم  نة لمممممم   نصقممممممل ّ تظ نممممممقم  صمممممم    مممممم ّ  ت نممممممقلّس  حص اظممممممل  
مممممم  ّ نت ممممممل ّ نةامممممما  ن قنممممممل   ةلاقممممممّ  ننمممممم ظ  ّلإلاممممممسّ ّس ّ  ّ نممممممل عحنمممممم ظ   ه   ص نمممممما   صمممممم   ة

نممممممّعلا   مممممم  ّ   ممممممط ّ  ممممممّي ةي حممممممم ا مممممم  ت نممممممقم ّت ّة ّلإ نممممممّ    لتممممممًّ ّعتظنممممممّعس ّ تظ 
    ّس ّ ن نظّس ّ   ص قل  
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ABSTRACT 

Malaria detection through cell-image analysis is essential for early diagnosis and effective treatment, as timely 

detection can significantly reduce the risk of severe health complications. However, this process raises 

substantial privacy concerns due to the sensitivity of medical data. This study presents a U-Net model combined 

with k-anonymity to enhance data security while maintaining high accuracy. The model features a custom 

Spatial Attention mechanism for improved segmentation performance and incorporates advanced techniques to 

focus on critical image features. K-Anonymity adds controlled noise to protect data privacy by obfuscating 

sensitive information. The model achieved a validation accuracy of 99.60%, a Dice score of 99.61%, a precision 

of 99.42%, a recall of 99.96% and an F1-score of 99.69% on malaria cell images. When applied to the Cactus 

dataset,    a real dataset, in agriculture, it achieved an accuracy of 98.58%, an F1-score of 98.44%, a Dice score 

of 95.08%, a Precision of 98.04% and a Recall of 98.86%, demonstrating its strong generalization capability. 

These results highlight the effectiveness of integrating privacy-preserving techniques with advanced neural-

network architectures, improving both security and performance in diverse image-analysis applications. 

KEYWORDS 

Deep learning, U-net architecture, Spatial-attention mechanism, K-anonymity, Privacy preservation, Cross-

domain transfer. 

1. INTRODUCTION

Malaria remains a major global health challenge, causing millions of death cases every year, especially 
in tropical and sub-tropical areas [1]-[2]. The World Health Organization estimates that there were 
around 249 million malaria cases worldwide in 2022 [3], resulting in over 600,000 deaths, primarily 
among vulnerable populations (Figure 1). The early and accurate detection of malaria is crucial for 
effective treatment   and disease control [4]. However, traditional diagnostic methods, like 
microscopy, are time-consuming and require skilled personnel, often causing delays in diagnosis and 
treatment [5]-[6]. 

Image segmentation is widely acknowledged as a crucial and fundamental task in image analysis [7]-
[8]. It serves as the initial step in extracting significant information from images. The main goal of 
image segmentation is to divide an image into distinct segments, which allows for easier 
representation of objects and measurement of features. The accuracy of feature measurement is greatly 
affected by the quality of segmentation, emphasizing its importance in various medical imaging 
applications. The automation of medical-image segmentation plays a vital role in disease diagnosis, 
pathology localization, anatomical-structure study, treatment planning and integration with computer-
assisted surgical systems [9]. 

Machine learning (ML) and deep learning (DL) have become integral solutions across various 
domains [10], particularly in healthcare, where they are leveraged for tasks, such as diagnosis, 
treatment planning and patient monitoring. These technologies enable the analysis of vast datasets, 
allowing for real-time insights that can significantly enhance healthcare outcomes. In recent years, DL 
techniques, specifically convolutional neural networks (CNNs) [11], have revolutionized medical-
image analysis [12]-[13], providing advanced capabilities for automating disease detection and 
improving diagnostic accuracy [14]-[15]. 

Among the various architectures developed for biomedical-image segmentation, U-Net has gained 
prominence due to its ability to effectively capture detailed information [16]-[18]. Its encoder-decoder 
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structure enables precise segmentation of malaria parasites in blood smears [19], thereby facilitating 
rapid and accurate diagnosis. However, despite its effectiveness, the U-Net model sometimes struggles 
to distinguish fine details in complex images, which is crucial for accurate parasite detection. To 
improve the segmentation performance, this paper introduces a spatial-attention mechanism into the 
U-Net architecture. The spatial-attention mechanism allows the model to focus on relevant regions of 
the image, thereby enhancing its ability to discern subtle features and improving the overall detection 
accuracy [20]-[21]. 

Figure 1. Malaria report: number of deaths and number of cases (2019-2022). 

In addition to enhancing detection capabilities, integrating artificial intelligence in healthcare also 
brings up significant privacy concerns regarding handling sensitive patient data [22]. As healthcare 
data continues to become more digitized, it becomes crucial to maintain the confidentiality and 
security of patient information [23]. To address these concerns, this paper introduces a new approach 
that combines the enhanced U-Net model with k-anonymity techniques. This approach establishes a 
privacy-aware framework for malaria detection. K-anonymity is a well-established method for 
preserving privacy [24], as it ensures that individual data points cannot be distinguished from at least 
k-1 other data points [25]. This protects patient identities while allowing the model to learn from the 
data effectively. 

K-anonymity plays a crucial role in mitigating re-identification risks, making it effective in reducing 
the likelihood of identifying individuals within anonymized datasets. This enhances privacy protection 
when sharing sensitive health information, which is increasingly demanded by researchers and 
regulatory bodies. The method enables the safe sharing of personal health data, facilitating 
advancements in medical research while striving to protect individual privacy. El Emam and Dankar 
[26] proposed significant improvements to traditional k-anonymity methodologies, suggesting
modifications that better balance privacy protection with data utility. Their study indicates that a 
hypothesis-testing approach offers superior control over re- identification risks compared to baseline 
k-anonymity, thereby minimizing unnecessary data distortions. This advancement underscores the 
importance of adapting existing frameworks to meet the evolving demands of data sharing in 
healthcare while maintaining robust privacy safeguards. 

The main contributions of our study are: 

1) It developed a U-Net model combined with k-anonymity technique to enhance data privacy
while maintaining high accuracy for malaria cell-image segmentation. 

2) It incorporated a custom spatial-attention mechanism into the U-Net model to improve
segmentation performance and focus on critical image features. 

3) It demonstrated generalization capability by applying our proposed model to the Cactus
dataset, a real dataset, from agriculture. 

The paper is organized into four main sections: Related Works, Materials and Methods, Results and 
Discussion and Conclusion. The Related Works section reviews the literature on malaria detection 
with DL. The Materials and Methods section outlines the dataset, pre-processing steps, the architecture 
of the spatial attention-enhanced U-Net model and the implementation of k-anonymity. The Results 
and Discussion section presents experimental findings, analyzes the impact of the attention mechanism 
and evaluates the effectiveness of the privacy approach. Finally, the Conclusion section summarizes 
key findings and suggests future-research directions. 
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2. RELATED WORKS

Recent advancements in malaria cell-image segmentation have significantly improved diagnostic 
capabilities. Traditional methods laid the groundwork, but the field has evolved by adopting advanced 
techniques that enhance accuracy and reliability. The following review explores key recent studies that 
have pushed the boundaries of automated malaria detection, showcasing the progress and innovations 
in this critical area of medical imaging. 

The proposed approach in [27] involves creating an automated system for malaria detection using a 
decision-tree classifier. The methodology includes pre-processing blood smear images through 
segmentation with the Canny edge detector and feature extraction using Hu Moments. The data is 
normalized to ensure consistency. The decision-tree classifier, trained and validated with 5-fold cross-
validation, achieved an accuracy of 77.32%, a precision of 77.31%, a recall of 77.37% and an F1-score 
of 77.48%. This approach highlights the effectiveness of Hu Moments and decision-tree classification 
for distinguishing malaria- infected from uninfected images, offering potential improvements in 
diagnostic accuracy and efficiency in clinical settings. Future work should explore advanced 
techniques and real-time image acquisition to enhance practical applicability. 

In [28], the authors proposed a hybrid model combining Capsule Neural Networks (CapsNet) with 
CNNs for malaria detection from blood smear microscopic images. The approach involved processing 
and enhancing images through rotation before feeding them into the hybrid CapsNet model. Optimized 
with a learning rate of 0.07 and a batch size of 20, the model demonstrated significant improvements 
over traditional methods. The hybrid CapsNet model achieved a detection rate of 99%, an accuracy of 
99.08% and a False Acceptance Rate (FAR) of 0.97%, surpassing the DSCN-Net model, which 
recorded a detection rate of 98%, an accuracy of 97.2% and an FAR of 0.99%. This method 
underscored the enhanced efficacy of the hybrid CapsNet model in malaria detection. 

The main contribution of [29] is the application of the U-Net architecture for accurate Plasmodium 
segmentation in thin blood smear images. The study demonstrates U-Net’s effectiveness in this 
biomedical-imaging task and compares three loss functions—mean squared error, binary cross-entropy 
and Huber loss. The results reveal that Huber loss achieves the best performance metrics, with an F1-
score of 92.97%, a positive predictive value (PPV) of 0.9715, a sensitivity (SE) of 89.57% and a 
relative segmentation accuracy (RSA) of 90.96%. These findings highlight Huber loss’s ability to 
enhance segmentation accuracy and reliability for malaria diagnosis. 

The proposed method, in [30] introduces an automated system for detecting malaria parasites in 
microscopic blood images. It uses bilateral filtering to enhance image quality by removing noise, 
followed by adaptive thresholding and morphological image processing to identify malaria parasites 
within individual cells. Tested on the NIH Malaria dataset, this approach achieved a detection 
accuracy exceeding 91%, outperforming existing methods. This algorithm provides a reliable and 
efficient tool for pathologists and hematologists, aiding in the accurate and timely detection of malaria. 

The proposed method in [31] focuses on enhancing the analysis of malaria by automating the 
identification of parasitized red blood cells. It compares the performance of various models; Support 
Vector Machines (SVM), XG-Boost and neural networks, demonstrating that CNNs offer superior 
results. In experiments involving 13,750 parasitized and 13,750 non-parasitized samples, CNNs 
achieved an accuracy rate of 97%, outperforming SVMs (94%), XG-Boost (90%) and traditional 
neural networks (80%). This DL approach provides a highly accurate and robust solution for detecting 
malaria, significantly improving decision-making in medical diagnostics. 

In [32], the proposed method involves training various object detection neural networks; YOLOv5x, 
Faster R-CNN, SSD and RetinaNet, on a dataset of 2,571 labeled thick blood smear images for 
detecting Plasmodium parasites. YOLOv5x demonstrated a high performance with a precision of 
92.10%, recall of 93.50%, an F-score of 92.79% and mAP0.5 of 94.40% for detecting leukocytes, 
early and mature Plasmodium trophozoites. Attention modules were also tested, but showed no 
significant improvement over YOLOv5x. To further enhance the diagnostic process, a 3D-printed 
robotic system was designed for automating optical microscopy, enabling auto-focusing and slide 
tracking. Integrated into the iMAGING smartphone application, this system provides fully automated 
malaria diagnostics, including the ability to determine Plasmodium infection and parasite levels in 
Giemsa-stained thick blood smear samples. 
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In [33], the authors proposed a novel semantic segmentation neural-network architecture for rapid 
malaria detection. This method quickly generates classification masks that indicate the position, shape 
and type of detected elements in blood samples. Addressing the challenges of manual diagnosis, the 
approach uses light microscope imagery to classify cells into three categories: healthy, malaria-
infected and background. The generated masks, which can be color-coded for better visualization, 
facilitate semi-automatic disease recognition while leaving the final diagnosis to specialists. The 
system demonstrated a high recognition accuracy of 96.65% with minimal computational demands, 
thus enhancing diagnostic speed and reducing misclassification rates by providing valuable additional 
information to healthcare providers [33]. 

The main contribution of [34] is the development of RBCNet, a novel pipeline for red blood-cell 
detection in blood smear microscopy images. RBCNet integrates a dual DL architecture: a U-Net for 
initial cell-cluster segmentation and a Faster R-CNN for refined detection of small cell objects. This 
approach, based on cell clustering rather than region proposals, enhances robustness to cell 
fragmentation and scalability for fine-scale structures. Tested on nearly 200,000 labeled cells from 
malaria smears, RBCNet achieved over 97% detection accuracy. The pipeline significantly improves 
detection precision and reduces false alarms, marking a crucial step toward automated malaria 
diagnosis. 

Maqsood, A. et al. [35] proposed a custom CNN-based architecture consisting of 5 convolutional 
layers, 5 max-pooling layers and 2 fully connected layers. Augmentation techniques were employed to 
enhance the features of red blood cells before training the model. The model was evaluated using the 
NIH malaria benchmark dataset. 

In [36], the authors modified the YOLOv4 architecture by layer pruning and backbone replacement to 
improve its efficiency and accuracy in detecting malaria-infected cells. By strategically removing 
residual blocks from layers C3 to C5 and replacing the CSP-DarkNet53 backbone with a shallower 
ResNet50 network, the study successfully created a lighter model that maintains a strong performance. 

Chaudhry, H. et al. proposed a DL approach that not only classifies the malaria parasite type, but also 
identifies the life-cycle stage of the infected cell. The proposed architecture is more than twenty times 
lighter than the widely used Dense Convolutional Network (DenseNet) and contains less than 0.4 
million parameters, making it a suitable option for mobile applications in economically disadvantaged 
regions for malaria detection [37]. 

In the context of evaluating image-segmentation models, several key metrics are commonly used to 
measure performance comprehensively. Accuracy is frequently used to assess the overall correctness 
of model predictions (Equation 1). Specificity refers to the proportion of true negative predictions 
among all actual negatives (Equation 2). Precision and Recall are critical for understanding the 
model’s performance in distinguishing between classes, focusing on the accuracy of positive 
predictions and recall highlighting the model’s ability to identify all positive instances (Equations 3, 
4). The F1-score is a balanced metric by combining precision and recall, providing a single measure 
that considers both false positives and false negatives (Equation 5). In image segmentation, the Dice 
coefficient is a popular metric for evaluating the overlap between predicted and true masks, offering 
insights into the model’s segmentation accuracy (Equation 6). These metrics collectively contribute to 
a robust evaluation framework, ensuring a well- rounded assessment of model performance across 
different tasks [38]. 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃+𝑇𝑁)(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)     (1) 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  (𝑇𝑁)(𝑇𝑁+𝐹𝑁)         (2) 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃(𝑇𝑃+𝐹𝑁)           (3) 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃(𝑇𝑃+𝐹𝑃)         (4) 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙  (5) 𝐷𝑖𝑐𝑒 = 2.|𝐴∩𝐵||𝐴|+|𝐵| (6)
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where: 
• TP (True Positive), TN (True Negative), FP (False Positive) and FN (False Negative).
• |𝐴| is the total number of elements in the predicted segmentation.
• |𝐵| is the total number of elements in the ground-truth segmentation.
• |𝐴 ∩ 𝐵|is the number of elements in the intersection of the predicted and ground-truth

segmentations. 

Table 1. Summary of recent related works in malaria segmentation. 

Study Year Method Dataset Performance 

[27] 2024 Decision Tree 27,558 images 
Accuracy = 77.32% 
Precision = 77.31% 
Recall = 77.37% 
F-score = 77.48%

[28] 2024 CapsNet 27,558 images 

Detection rate = 99% 
Accuracy = 99.08% 

FAR = 0.97% 

[29] 2019 U-Net 30 images 
F1-score = 92.97% 

PPV = 97.15% 
Sensitivity = 89.57% 

Accuracy= 90.9% 

[30] 2020 
Bilateral Filtering+Image 

Processing 
27,558 images 

Precision = 92.97% 
Specificity = 97.15% 

Recall = 89.57% 

Accuracy = 90.9% 

F1-score = 91.53% 
[31] 2022 CNN 27,558 images Accuracy = 97% 

[32] 2023 YOLOv5x 2571 images 
Precision = 92.10% 

Recall = 93.50% 
F-score = 92.79%
mAP0.5 = 94.40% 

[33] 2023 Semantic Segmentation CNN 80,000 cells Accuracy = 99.66% 

[34] 2020 RBCNet (U-Net+Faster R-
CNN) 

965 images 
Accuracy = 97% 

F1-Measure = 97.76% 
Precision = 97.51% 

Recall = 98.07% 

[35] 2021 CNN 27,558 images 

Specificity = 97.78% 
Sensitivity = 96.33% 
Precision = 96.82% 

Accuracy = 96.82% 

F1-Score = 96.82% 

[36] 2024 Modifed YOLOv4 A=210 images, 
B=472 images 

mAP=90.07% 

[37] 2024 DL Approach 
MP-IDB = 229 images, 

IML-Malaria = 345 images,  
MD-2019 = 883 images

Accuracy = 99% 
Accuracy = 92% 
Accuracy = 82% 

3. MATERIALS AND METHODS

The research methodology (Figure 2) outlines the systematic approach taken in this study to address 
malaria detection through image segmentation, starting with a thorough problem analysis that 
identifies key challenges and establishes research objectives, inspired by related recent works. 
Following this, the methodology details the data collection and pre-processing steps, where images are 
sourced from Kaggle, a benchmark dataset, resized, normalized and prepared for training, alongside 
the generation of dummy masks for segmentation. The core of the methodology involves the design 
and implementation of a U- Net model enhanced with a spatial-attention mechanism and K-anonymity 
for privacy preservation, culminating in a rigorous evaluation phase that assesses the model’s 
performance using metrics, such as accuracy, precision, recall and F1-score, ensuring its effectiveness 
in real-world applications. 
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Figure 2. Research methodology overview. 

3.1 Dataset 

The dataset provided by the National Institutes of Health (NIH) includes publicly accessible images   
of peripheral blood smears from individuals, featuring both healthy subjects and those diagnosed with 
malaria. These images were collected at the Lister Hill National Center for Biomedical 
Communications, using Giemsa-stained blood samples from 150 patients infected with Plasmodium 
falciparum and 50 healthy individuals. The dataset comprises 27,558 images, with an equal 
distribution of infected and healthy cells, https://www.kaggle.com/datasets/iarunava/cell-images-for-
detecting-malaria, (Figure 3). 

Figure 3. Dataset. 

3.2 Data Pre-processing 

The dataset used in our study consists of images representing both parasitized and uninfected cells. 
Each image is resized to a uniform dimension of 64x64 pixels and the pixel values are normalized to 
a range between 0 and 1, ensuring consistency and comparability in the input data. To facilitate 
training and evaluation, the dataset is divided into training and testing sub-sets, with 20% of the data 
reserved for testing to accurately assess the performance of our proposed architecture. For the 
segmentation task, binary masks are generated using a thresholding approach. The images are first 
converted into grayscale and a specific threshold is applied to create the masks, which serve as 
ground truth during the segmentation process. 

3.3 K-Anonymity Method 

Before delving into the details of the U-Net architecture, it is crucial to discuss the application of the 
k- anonymity method to the dataset. K-anonymity is a privacy-preserving technique used to protect
sensitive information in datasets by ensuring that each record is indistinguishable from at least k-1 
other records. 

In this study, k-anonymity is applied to the cell images to safeguard the privacy of the individuals 
represented in the dataset. The function takes the dataset of cell images and a parameter k, which 
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determines the level of anonymity. It generates random noise with a uniform distribution between 
-0.1 and 0.1, with the same shape as the input images. The noise is then added to the original images
and the resulting values are clipped to ensure that they remain within the valid pixel-value range of 0 
to 1. 

By adding random noise to the images, the k-anonymity method ensures that any identifying 
information related to the individuals in the dataset is obscured. This approach effectively "hides" 
each individual’s data among at least k-1 other records, making it difficult for malicious parties to 
trace sensitive information back to specific individuals. 

The application of k-anonymity is critical in medical and biological research, where maintaining the 
confidentiality of patient data is crucial. By implementing this method, researchers can conduct their 
analysis while adhering to ethical standards and protecting the privacy of the individuals involved in 
their studies. After applying k-anonymity, the noisy images are used as input to the U-Net model for 
the segmentation task. The model architecture is designed to maintain the utility of the data while 
respecting the privacy constraints imposed by the k-anonymity method. 

3.4 Model Architecture 

The U-Net model (Figure 4) with spatial attention is constructed to perform image-segmentation 
tasks effectively. It comprises three main components: the encoder, the bottleneck and the decoder. 
Each of these components plays a crucial role in processing the input images and generating the 
output masks. 

Figure 4.  U-Net architecture. 

3.4.1 Encoder 

The encoder is responsible for capturing features from the input images through a series of 
convolutional and max-pooling operations. The architecture is structured as follows: 

1) Convolutional Layers: The encoder begins with a series of convolutional layers that apply
filters to the input images. For instance, the first block consists of two convolutional layers, 
each with 64 filters (3x3 kernel size) and Rectified Linear Unit (ReLU) activation. These 
layers help extract low-level features, such as edges and textures. 

2) Max-Pooling Layers: Following the convolutional layers, a max-pooling layer (2x2 pooling
size) is applied. This operation reduces the spatial dimensions of the feature maps, effectively 
down-sampling the input and allowing the model to focus on more abstract representations as 
it progresses deeper into the network. 

3) Repeated Blocks: The encoder consists of multiple blocks, each progressively increasing the
number of filters (128, 256 and 512) while maintaining the same structure of two 
convolutional layers followed by a max-pooling layer. This hierarchical structure enables the 
model to learn increasingly complex features at different resolutions. 

3.4.2 Bottleneck 

The bottleneck serves as the crucial transition between the encoder and the decoder, effectively 
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capturing the most salient features from the down-sampled representations. It consists of two deep 
convolutional layers, each equipped with 1024 filters. These layers operate on the most compressed 
feature maps, enabling the model to learn high-level representations that encapsulate essential 
information from the input images. This design allows for a more efficient encoding of the data, 
ensuring that vital characteristics are preserved for subsequent decoding. 

3.4.3 Decoder 

The decoder is designed to reconstruct the output segmentation masks from the encoded features. It 
mirrors the encoder’s structure and includes the following components: 

1) Up-sampling Layers: Each decoding block begins with an up-sampling layer that increases the
spatial dimensions of the feature maps. This step effectively reverses the down-sampling 
performed in the encoder. 

2) Skip Connections: After up-sampling, the decoder concatenates the up-sampled features with
the corresponding features from the encoder. This skip connection allows the model to retain 
spatial information lost during down-sampling, enhancing the reconstruction accuracy. 

3) Spatial Attention Layers: The primary objective of the Spatial Attention Mask (SAM) is to
create an attention mask that enhances the accuracy of feature extraction from a feature map. 
This process involves three sequential steps. The first step is down-sampling, where the 
dimensions of the feature map are reduced. This is achieved by applying average-pooling and 
max-pooling operations along the channel axis, followed by concatenation of the results to 
form a compact feature descriptor. Next, this descriptor is processed through a convolutional 
layer with a 7×7 filter size, using padding to preserve the spatial dimensions. In the final step, 
the output from the convolutional layer is passed through a sigmoid activation function, which 
scales the values to a range between 0 and 1, resulting in the attention mask. To enhance the 
features further, an element-wise multiplication is performed between the original feature map 
and the generated attention mask, effectively emphasizing the most informative pixels while 
diminishing less relevant ones (Figure 5). 

Figure 5. Spatial-attention mechanism. 

The attention map highlights the most relevant spatial regions by multiplying them element-
wise with the input features, effectively guiding the model to focus on important areas during 
the reconstruction process. 

4) Repeated Blocks: The decoder continues with additional blocks, each consisting of two
convolutional layers (with 512, 256 and 128 filters, respectively), followed by an up-
sampling layer and a spatial-attention layer. This structure allows for a detailed 
reconstruction of the output mask. 

5) Output Layer: Finally, a convolutional layer with a single filter and sigmoid activation is
applied to the output of the last decoding block. This layer generates the final segmentation 
mask, providing a binary output that indicates the presence or absence of the target features. 

Figure 6 illustrates the U-Net model enhanced with a spatial-attention mechanism integrated into the 
decoding path. The architecture includes an encoder consisting of four convolutional blocks, a 
central bottleneck block and a decoder with four convolutional blocks. The spatial-attention 
mechanism is applied after each convolutional layer in the decoder blocks to emphasize important 
regions of the input images. This mechanism helps in improving the segmentation accuracy by 
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focusing on the most relevant features in the image. The final output layer generates the segmented 
output based on the attention- enhanced feature maps. 

Figure 6. Proposed model: U-Net architecture with spatial-attention mechanism (SAM). 

Table 2 summarizes the hyper-parameter values used in the U-Net model for malaria detection. 
These values were selected after extensive testing and empirical evaluation to optimize the model’s 
performance. The careful tuning of these hyper-parameters is crucial for achieving effective 
segmentation and ensuring robust results across different datasets. 

Table 2. Hyper-parameter summary for our proposed model. 

Hyper-parameter Value 

Batch Size 

Learning Rate  

Number of Epochs 

16 
0.001 
10 

Convolutional Filter Sizes 

Layer 1 
Layer 2 
Layer 3 

Layer 4  

Bottleneck Layer 

64 filters (3x3) 
128 filters (3x3) 
256 filters (3x3) 
512 filters (3x3) 
1024 filters (3x3) 

Activation Function  
Pooling Dropout Rate 

ReLU 

Max-pooling (2x2) 0.2 

Spatial-attention Layer 

Convolution Kernel Size  
Number of Filters 
Activation Function 

7x7 
1 
Sigmoid 

K-Anonymity Parameters

Noise Level 
Number of Neighbors (k) 

0.1 
3 

4. RESULTS AND DISCUSSION

The segmentation results demonstrate the effectiveness of the proposed approach in accurately 
identifying and delineating malaria-infected cells from microscopic blood smear images (Figure 7). 
The input image shows a representative field of view containing both infected and uninfected red 
blood cells. The true mask serves as the ground truth for infected cell regions. The predicted mask, 
generated by the segmentation model, closely matches the true mask, indicating a high degree of 
accuracy in identifying the infected cells. By comparing the predicted segmentation to the true mask, 
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the model achieves a Dice score of 99.61%, confirming its ability to locate and segment malaria-
infected cells precisely. These results suggest that the proposed approach can serve as a reliable tool 
for automated malaria diagnosis, potentially aiding healthcare workers in resource-limited settings, 
where access to expert microscopy is limited. 

Figure 7. Segmentation results: Input image with k-anonymity, true mask and predicted mask. 

The accuracy and loss curves (Figures 8, 9) demonstrate the model’s performance over training 
epochs. The accuracy curve shows a consistent upward trend, indicating that the model is effectively 
learning and improving its predictions. Simultaneously, the loss curve exhibits a downward 
trajectory, reflecting a reduction in prediction error. Together, these curves suggest that the model is 
successfully optimizing its performance, achieving high accuracy while minimizing loss. This 
correlation between accuracy and loss indicates a well-trained model capable of generalizing well to 
unseen data. 

Figure 8. Accuracy curve. Figure 9. Loss curve. 

This study introduces several significant contributions to the field of medical-image segmentation, 
specifically for malaria-cell detection. Our approach integrates multiple advanced techniques to 
enhance both the accuracy of segmentation and the privacy of sensitive data. 

4.1 Enhanced U-Net Architecture with Spatial-attention Mechanism 

One of the primary contributions of this study is the development of a U-Net architecture enhanced 
with a spatial-attention mechanism. The incorporation of this mechanism enables the model to focus 
on the most relevant regions of the input images, improving the extraction of critical features and 
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thus enhancing segmentation performance. This attention mechanism allows the network to 
dynamically emphasize important areas while suppressing less relevant information, leading to more 
precise and reliable segmentation results. The empirical performance improvements observed 
validate the effectiveness of this approach in addressing complex medical-imaging tasks. 

4.2 Privacy Preservation through K-Anonymity 

In addition to architectural improvements, we have incorporated k-anonymity to address privacy 
concerns associated with medical data. By adding random noise to the images, k-anonymity ensures 
that individual identities remain confidential, effectively protecting patient privacy while 
maintaining the integrity of the dataset. This technique demonstrates our commitment to ethical 
considerations in data handling and supports the deployment of ML models in sensitive healthcare 
environments without compromising data security. 

4.3 Generalization Capability 

In recent studies, the generalization capability of deep-learning models has been increasingly 
recognized as a crucial factor in their effectiveness across various domains [39]. This sub-section 
discusses the successful application of a model initially trained on malaria-cell images to a newly 
introduced real Cactus-disease dataset, which has not yet been published. The dataset comprises 343 
images of healthy cacti and 285 images of diseased cacti. The results demonstrate the model’s ability 
to generalize and perform effectively in the agricultural domain. 

The model architecture originally designed for analyzing malaria cell images was adapted to address 
the challenges posed by the Cactus-disease dataset. The U-Net model, known for its efficacy in 
image-segmentation tasks, was employed to identify and classify diseases affecting cactus plants. 
The training process involved using the Cactus-disease dataset included a diverse set of images, 
depicting healthy and diseased cactus specimens. 

The successful application of the model to the Cactus-disease dataset illustrates its generalization 
capability, showcasing how insights gained from one biological domain (malaria-cell images) can be 
effectively transferred to another (cactus diseases). This cross-domain application not only highlights 
the versatility of DL models, but also emphasizes their potential in agricultural practices, where 
timely and accurate disease detection is critical for crop management (Figure 10). 

Figure 10. Segmentation results for the second dataset in agriculture domain. 

The evaluation metrics for the Cactus-disease detection model are as follows: the F1-score is 
98.44%, indicating a strong balance between precision and recall; the Dice score is 95.08%, 
reflecting the model’s accuracy in segmenting the diseased areas; the Precision is 98.04%, 
demonstrating the model’s effectiveness in minimizing false positives; and the Recall is 98.86%, 
highlighting the model’s ability to identify diseased cacti correctly. These results underscore the 
model’s high performance in accurately detecting cactus diseases (Figure 11). 

4.4 Comprehensive Evaluation and Validation 

The study includes a thorough evaluation of the model’s performance using a range of metrics, such 
as accuracy, precision, recall and F1-score. This comprehensive assessment provides a robust 
understanding of the model’s capabilities and potential for real-world applications. The positive 
results from these evaluations further strengthen the validity of our proposed method. 
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Figure 11. Accuracy and loss curves for Cactus dataset. 

Table 3. Comparison of different methods based on performance, privacy and generalization. 

Method Dataset Performance Privacy Generalization 

Decision Tree 27,558 images 
Accuracy = 77.32% 
Precision = 77.31% 
Recall = 77.37% 
F-score = 77.48%

x x 

CapsNet 27,558 images 

Detection rate = 99% 
Accuracy = 99.08% 

FAR = 0.97% 
x x 

U-Net 30 images 
F1-score = 92.97 
PPV = 97.15% 

Sensitivity = 89.57% 
Accuracy = 90.9% 

x x 

Bilateral Filtering 

+ Image Processing

27,558 images 

Precision = 92.97% 
Specificity = 97.15% 

Recall = 89.57% 

Accuracy = 90.9% 

F1-score = 91.53% 

x x 

CNN 27,558 images Accuracy = 97% x x 

YOLOv5x 2,571 images 
Precision = 92.10% 

Recall = 93.50% 
F-score = 92.79%
mAP0.5 = 94.40% 

x x 

Semantic Segmentation 
CNN 

80,000 cells Accuracy = 99.66% x x 

U-Net + Faster R- CNN 965 images 
Accuracy = 97% 

F1-Measure = 97.76% 
Precision = 97.51% 

Recall = 98.07% 

x x 

CNN 27,558 images 

Specificity = 97.78% 
Sensitivity = 96.33% 
Precision = 96.82% 

Accuracy = 96.82% 

F1- Score = 96.82% 

x x 

Modified YOLOv4 A=210 images, 
B=472 images 

mAP=90.07% x x 

DL Approach MP-IDB=229 images,  
IML-Malaria=345 images, 

MD-2019= 883 images

Accuracy = 99% 
Accuracy = 92% 
Accuracy = 82% 

x x 

Proposed Method 
27,558 images 

Accuracy = 99.60% 

Dice Score = 99.61% 
Precision = 99.42% 

Recall = 99.96% 
F1-score = 99.69% 

✓ ✓ 
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4.4.1 Limitations 

In our work on Kaggle, we have encountered limitations related to computational resources, 
particularly when using central-processing units (CPUs) for our tasks. Although Kaggle provides a 
robust environment with access to graphical-processing units (GPUs), reliance on CPUs can result in 
slower processing times, hindering our ability to efficiently test and iterate on models. The 
platform’s current restrictions, such as the cap on GPU usage at thirty hours per week, also require 
us to strategically manage our computational tasks to maximize efficiency. This necessitates 
optimizing our code and pre-processing steps to alleviate the burden on CPU resources. 
Consequently, while we can leverage Kaggle’s capabilities for our projects, these resource 
limitations demand careful planning and execution to achieve our objectives effectively. 

4.4.2 Advantages and Disadvantages 

The integration of our proposed approach combines advanced malaria-detection techniques, 
resulting in several significant advantages. First, the model achieves a high diagnostic accuracy, with 
a validation accuracy of 99.60% and a Dice score of 99.61%, ensuring reliable malaria detection. 
Furthermore, it improves data privacy by using the k-anonymity technique, which protects sensitive 
medical information and minimizes the risk of re-identification, thus ensuring compliance with 
privacy regulations. Moreover, the approach exhibits improved segmentation performance through a 
customized spatial-attention mechanism that focuses on critical image features, leading to better 
results. It also demonstrates a strong generalization ability, achieving an accuracy of 98.58% on the 
Cactus dataset, a real-world image dataset, indicating its adaptability beyond malaria detection. 
Automating diagnostic processes reduces the workload of healthcare professionals by streamlining 
the analysis of cellular images, enabling more efficient patient care. Finally, early and accurate 
diagnosis through this approach can significantly reduce the risk of serious health complications 
associated with malaria, contributing to improved health outcomes. 

One notable disadvantage of this study is the manual selection of hyper-parameters for the U-Net 
model, which demands significant time and effort to identify optimal values. This process involves 
extensive testing and experimentation, making it time-consuming and potentially subjective. 
Consequently, the chosen hyper-parameters may not represent the best possible configuration for all 
datasets. 

5. CONCLUSION

In this study, we presented a novel approach to malaria detection through cell-image segmentation 
using a U-Net architecture enhanced with a custom spatial-attention mechanism and K-anonymity 
for privacy preservation. The model demonstrated an exceptional performance on the malaria-cell 
image dataset, achieving a high validation accuracy, as well as high Dice score and precision. These 
results underscore the effectiveness of integrating advanced neural-network architectures with 
privacy-preserving techniques, addressing both the need for accurate disease detection and 
safeguarding sensitive patient data. 

Furthermore, the model’s generalization capability was validated through its application to a real 
Cactus-disease dataset, where it maintained a strong performance. This indicates the potential for 
cross-domain applications of the model, paving the way for its use in various agricultural and 
medical-imaging tasks. While the study achieved significant results, it also highlighted the 
challenges associated with manual hyper-parameter selection, which can be time-consuming and 
subjective. Future work should focus on automating this process to enhance model efficiency and 
adaptability. 

Overall, this research contributes to the development of secure and reliable diagnostic tools in both 
medical and agricultural fields, promoting the integration of privacy-aware methodologies in 
machine-learning applications. 

Future research could focus on several approaches to further enhance the effectiveness and 
applicability of the proposed model. For instance, employing automated hyper-parameter 
optimization methods, like grid search or Bayesian optimization, could refine the tuning process and 
boost the model performance. 
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ملخص البحث:
دددددد  نددددددت  عل صيددددددي نددددددت اسيددددددّ خيص دددددد   دددددد ص  ع  يددددددي   ددددددس     ي دددددد ي  عص ْ دددددد    يعُددددددشْ  عن ا
 علبنْددددددس   ععدددددد ظ  ع عدْدددددي ف  اددددددس   سبْ  عن دددددد  خدددددد   ع  دددددد   عل ي دددددد  يلُن دُددددد ُ  ب ي  دْددددد   ددددددت 

هددددددسأ  علنددددددد عح خ  دددددد ط نصددددددد  خيددددددشيْي   خدددددددسخب    ددددددياس مُدددددددش ط ُ  ددددددين ي     دددددددس       بْ 
ي   ع ب ح بيع ص   ح بنب  مني  ح  علعص  

خقددددددشاْ هددددددسأ  عشصْ  ددددددح  ل  اددددددي   ب نددددددس   يس ندددددد   عُ ص  دددددد ح  ي   دْددددد   عن دددددد  نددددددت ه يددددددح 
 دددديب ا بدددددي   عددددد  ا ددددد    ددددد   عي ددددي  نصددددد    دْددددح نيع دددددح   يعلددددد   علددددسي ف  دددددت  اددددد  خينددددد ت  س

دددددلت خينددددد صل  يع لدددددش نصددددد  خق  دددددي   ز  خ ا     ء   ت    ع لْددددد  ظ  علق دددددسض بنع دددددح  خ ا ددددد     قشْ دددددح   ئدددددح  عص 
ددددددلي   عيي ددددددلح   ب  دددددد  هي   ْ ددددددي نددددددشاُ  عن دددددد  نددددددت  ع  يددددددح خ   ددددددلْ  ت عص سْك ددددددز نصدددددد   عنْ 

سْيْ   عي ي    ح  ح  علعص  ي   عينْي   نص    
ددددددشم  ع لْدددددد  ظ  ددددددس    س  ءل  با  عددددددشم خق دددددد ل  ع لْدددددد  ظ  علق ددددددسض ب دددددديء  نصدددددد    ل نددددددح   ددددددت   ْ  

ّ  60 99بش دْددددح  بص ددددد     يدددددي  عل صيدددددي ص       ددددديئد ا دْددددش  ن دددددش خ سيبددددد  نصددددد  ُ ددددد  %   ن دددددش خ ب ددددد
%ل  س دددددس  عدْددددسط يع ددددد  58 98 عصْدددددبيْصل بص ددددد    ْ ددددد   بدددددي      ب ي دددددي    نصددددد    ل ندددددح    ع لْددددد  ظ  

  ع قْ ددددد ل  عددددد   بْ  ع لْددددد  ظ     ددددديئدُ    ني  دددددح خعلددددد ل  ع لْددددد  ظ ع  ُ بعدددددّ خددددد    دددددي      عدددددشْ      خ ددددد سُ 
 ع يص ددددد    خددددد  خ ب قدددددي      ْ ندددددح   ُ نددددد  م  س  ء     صخ دددددي     س ددددديب    لددددد  بددددد ت خينددددد ت  ي    علق دددددسض  
ص     عص   
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ABSTRACT 

The Internet of things (IoT) emerged as a new technology, where everything is connected. Large amounts of data 

need to be stored for processing; hence, edge computing can reduce the storage of data in a distributed 

environment, which enhances processing speed and low usage of bandwidth. With an ever- increasing use of IoT 

devices, issues such as authentication of devices, privacy of data stored and integrity of data have also 

increased. The authentication of devices is a major concern for edge-connected IoT devices. The problem was 

solved by using classical cryptographic algorithms such as Elliptic Curve Cryptography (ECC), Rivest-Shamir-

Adleman (RSA) and Diffie-Hellman (DH) for message encryption by using public and private keys that need to 

be stored.  These keys need to be stored on a server for device authentication. In device authentication, storing 

many keys leads to more computation and storage costs and to an increase in delay. With quantum computing 

and quantum algorithms, such as Shor’s and Grover’s, it becomes easy to break the keys of cryptographic 
algorithms, making the system vulnerable. The proposed work Blockchain-based Device Authentication in Edge 

Computing Using Quantum Approach (BDAEC-QA) provides authentication for IoT devices using context 

information, quantum key distribution (QKD) and blockchain. The proposed scheme uses the smart contracts to 

store an information    of the IoT devices on the server side, which is used by blockchain to provide secure 

authentication between the edge server and the IoT devices. The proposed scheme also provides communication 

between IoT devices across the network. The proposed work is compared with “Lightweight Two-factor-based 

User Authentication Protocol for IoT-Enabled Healthcare Ecosystem in Quantum Computing" (LTBA) and “A 
Blockchain-based Mutual Authentication Scheme for Collaborative Edge Computing" (BBMA) and has less 

registration, key generation and authentication delay, respectively. The BDAEC-QA scheme uses less 

computation and storage costs as compared with other existing schemes. The proposed scheme is simulated 

using the AVISPA tool, to provide the security proofs and analysis that indicate that the BDAEC-QA scheme is 

resistant to well-known attacks. 

KEYWORDS 

IoT, 5G, Data security, Cryptic algorithms, Blockchain. 

1. INTRODUCTION

The traditional cloud-computing technology is a centralized server that allows users to access 
resources as and when needed [1]. But, centralized computing technology suffers from denial of 
service (DoS) and distributed denial-of-service (DDoS) attacks. With the growth of connected devices, 
cloud computing suffers from latency, quality of service (QoS) and time delays. Hence, edge 
computing emerged as a new alternative to compute, store and process data at the edge of the network 
[2]. In the era of the internet of everything (IoE) and the advent of industry 4.0, edge-computing 
technology has become very popular in the Industrial Internet of Things (IIoT) [3]. In IIoT devices, 
such as sensors, mobile phones, …etc. are connected to an edge server where computation occurs, 
reducing transmission time and network traffic and improving QoS [4]. 

With the rapid development of the IoT, the security and privacy issues of IoT devices are issues of 
concern [5]. Issues, such as authentication, confidentiality and integrity, need to be addressed. The 
authentication of connected devices is a real challenge, because if the authentication of the connected 
device does not occur in the network, it leads to leakage of sensitive data. To solve this problem, many 
authors have proposed schemes that are based on classical cryptosystems, using public and private 
keys. The private key is used for encrypting the data, while the public key is used for decrypting the 
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data and vice versa.  Other techniques include hashing of the data by using public or private keys [6], 
one-time password [7], secret key mechanisms [8], biometric verification [9], third-party servers for 
key generation, distribution and verification [10]. All such cryptosystems are guaranteed by the 
hardness of the discrete logarithmic problem that they have adopted. But, if any advanced system 
overcomes the hardness employed by those cryptosystems, then the system will be compromised. 

With the growth of quantum computing, solving the hardness of mathematical problems of traditional 
cryptographic algorithms will not be an issue. The security of such a cryptosystem, which is 
guaranteed by the keys used by classical cryptographic algorithms, may become easy to crack [11]. 
Since the use of quantum algorithms, such as Shor’s and Grover’s algorithms which can break the 
cryptosystems in the near future. So one should incorporate the principles of Quantum Cryptography 
(QC), based on photons and their quantum properties, the photons have different quantum states 
measured at any time, which helps in developing a secure cryptosystem [12]. The cryptosystem, which 
is developed using QC mechanics, is believed to be more secure and nearly impossible to break [13]. 

The classical algorithms use keys to be generated and stored on the server for IoT device verification 
during the authentication phase. The security of keys is again a major concern, because it can lead to 
impersonation, man in middle and eavesdropping attacks [14]. Since IoT devices are distributed in 
nature and due to the growth of blockchain technology as a result of its decentralized nature, 
cryptographic properties and improved reliability, as well as fault tolerance and unforgeability makes 
it suitable for providing a solution to store data along with those generated keys [15]. 

Blockchain technology supports peer-to-peer networking; whenever a transaction occurs, it is verified 
by the node before being added to the blockchain. The blockchain contains a number of blocks and 
each block contains a set of transactions that are structured in the merkle hash tree. Whenever a new 
block is added, the previous block’s hash value is stored in the new block to create the structure of the 
entire blockchain, which ensures that data cannot be modified. The node maintains the ledger and is 
updated whenever transaction occurs. The ledger maintains the number of blocks that are chained 
together with a hash mechanism by storing information, like time stamp, hash of current block and 
hash of previous block. The blockchian is implemented through different consensus algorithms, such 
as: Proof of Work (PoW) in which the node solves mathematical calculation to add to the blockchain. 
Proof of Stack (PoS) uses cryptocurrency validation to select the node. Byzantine Fault Tolerance 
(BFT) is used in the network of nodes where nodes exchange messages and reach consensus [16]. 

Smart contracts are unchangeable or immutable computer codes that carry out terms according to the 
occurrence of a set of pre-determined events. Leveraging blockchain technology, smart contracts 
enable trusted transactions and agreements among anonymous entities without the help of a central 
authority or an additional enforcement mechanism [17]. 

Quantum cryptography is an area that helps develop the cryptosystem using the rules of quantum 
mechanics. The quantum mechanics uses the smallest unit called the qubit, which is in two quantum 
states: 0 or {|0⟩} or 1 or {|1⟩}. Quantum cryptography is based on using photons and their qubit 
properties to develop unbreakable cryptosystems. The photon exists in more than one state 
simultaneously and the state is changed when measured [18]. Quantum key distribution is a technique 
used in quantum cryptography, where a stream of photons is used to transmit data. These photons have 
a property called a spin, which is of 3 types: Horizontal (⟷), Vertical (↕) and Diagonal (↗) or (↖). 
Whenever a message is transferred from party A to party B, A sends the polarized bits by using the 
randomly chosen bases (+) (× ). On receiving the polarized bits, B chooses the basis and calculates the 
polarized bits. The polarized bits, which are similar to parties A and B, are used as a quantum key 
between them [19]. 

1.1 Objectives 

The objectives of the proposed BDAEC-QA scheme are as follows: 

• To reduce the cryptographic attack by using quantum mechanics by storing context
information of IoT devices. 

• To enhance the security of IoT device information by storing it at the edge server using the
blockchain. 

• To reduce computation and storage costs at the edge server by using a quantum key (QKey).
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1.2 Contributions 

The authentication of IoT devices in an edge-based network is solved through quantum mechanics, 
which includes three phases: initialization, key generation, distribution and authentication. In addition, 
a security analysis of the proposed scheme is also discussed. 

• The proposed quantum-based authentication scheme identifies IoT devices using their context
information and QKey. 

• The use of blockchain to store information of IoT devices at the edge server using smart
contracts. 

• Establishing communication between IoT devices within the vicinity of the edge server and
outside the edge server. 

The rest of the paper is organized as follows. Related research works are presented in Section 2. The 
proposed scheme for authentication of IoT devices is presented in Section 3. Simulation and analysis 
result are discussed in Section 4. The result discussion of the proposed scheme with different schemes 
is given in Section 5. Section 6 presents a conclusion. 

2. RELATED WORKS

The authentication scheme discussed in [20] has initialization phases consisting of system registration 
and device registration. Each device has an ID (EID) once it registers and the system ID (SID) is 
provided by system admin and gets the registration token. The token is stored in the blockchain by 
using a smart contract with information about the SID, EID and device address (EIP) and an authpass 
is given to each device. Whenever the authentication of a device is requested, it sends the authpass to 
fog nodes by encrypting the request using its private key; decryption of the request is carried out using 
the public key of the device at the fog node. The blockchain enabled fog node verifies the EID present 
in the blockchain as well as the smart contract. If verification is successful, then authentication is 
successful; otherwise, the device request is rejected. A computation time of 1.06 ms and a power 
consumption of 7.24 mW are achieved. 

The blockchain-based authentication mechanism is discussed in [21]. It uses smart contract to store the 
user’s request. The miner nodes are used to check the smart contracts of IoT devices. The miner node 
generates the token for the device upon a token-generation request from the device. The token is 
signed with its private key and sent to the requested device. During the verification phase, the signed 
token is issued to the blockchain and if verified successfully, authentication is successful. The scheme 
achieves a communication delay of 1.6 sec and a communication overhead of 3 sec. A post-quantum 
fuzzy commitment scheme is provided in [22] and used for the healthcare system. Here, the user must 
register and authenticate herself/himself with the medical server to access the medical data. The 
medical data is collected and measured using a smart card and biometric data. The verification of the 
medical data is successful if the extracted value matches the biometric data and the smart card. The 
system is complex and it becomes difficult for device authentication with more parameters. The work 
achieves a computational cost of 20 msec. 

The quantum communication authentication for drones discussed in [23] uses a database server to 
store pre-shared private information with both the ground station and the legitimate drones. The 
private information of the drone, random key and quantum states is encoded with a private key and 
sent to the ground station. A random key is used, which guarantees the security of the secret messages. 
The drone and ground stations authenticate themselves through the secret messages. The schemes 
provide the secure communication by solving information leakage by detecting the probability of 
attacks as 0.998. According to the hybrid authentication mechanism based on the vehicle-access 
network scheme discussed in [24], the scheme identifies information and uses a hash function. The 
vehicle-resource utilization is efficient, since it uses a multi-vehicle task-management model. For 
messages between 10-80, the scheme achieves an authentication time of 10-45 msec with a loss rate of 
15% and a latency of 35 msec. The resource consumption of the scheme can be optimized by using the 
master node. 

The static and mobile IoT devices using certificate-less cryptography provided in [25] elaborated on 
the key-generation procedures, lightweight key negotiation and mutual authentication for IoT devices 
between inter-edge and intra-edge servers. The scheme overcomes most security attacks and achieves 
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an authentication time and a registration time of 0-2.2 msec and 0.2-1.4 sec, respectively (for 10-100 
devices) with a CPU usage time of 28%. The multi-party protocol based on lattice-based cryptography 
discussed in [26] generates a pair of master keys by using the security parameters by the server; i.e., 
master secret key and master public key. The user who wants to be part of the network has to request 
the server by sending her/his public key. The server generates an identity for the user by using the 
master secret key and the user’s public key. The scheme is power efficient and secures communication 
by eliminating public certificates. A power consumption of 40mW and a CPU usage of 40% are 
achieved by this scheme. 

The two-factor authentication scheme for medical server provided in [27] has a server where the user 
requests registration with a user ID and a password and if the user ID does not exist, the server 
responds with the smart card, which contains the hashed values of the user information. Whenever the 
user wants to communicate, he/she can use a smart card along with a user ID and a password. The 
scheme achieves a communication cost of 320-800 bits, with an execution time of 0.095 msec. The 
scheme is secure with a session key generated for each user and with the use of two-factor 
authentication. 

The protean authentication scheme based on minimal initialization vectors provided in [28] uses an 
edge server to store initialization vectors (V). The gateway maintains hardware (H) information for the 
edge along with initialization vectors. During each authentication cycle, H and V are used by the 
gateway to generate a random number in each cycle as an authentication key and securely transfer that 
information to the edge server, making it virtually impossible to arrive at the authentication keys. The 
key is generated at each cycle, which makes the scheme more secure, but it is resource intensive with a 
voltage drainage at edge and router occurring for every 4 and 3 hours, respectively. 

Lattice-based device to device authentication discussed in [29] uses edge computing and blockchain 
technology to reduce the computation overhead on IoT devices. The decentralized blockchain is used 
for public-key management which simplifies key revocation and enhances security. The scheme uses: 
registration phase, where the IoT device is registered by its edge server and its public keys are added 
to the blockchain ledger. In the authentication and key-agreement phase, registered IoT devices can 
authenticate each other and generate a shared session key. The distributed ledger ensures that the edge 
servers verify the authenticity and validity of public keys of IoT devices. The protocol uses less 
communication cost as compared with other lattice-based schemes and a storage cost of 1536 bits. 

The lattice-based authentication for vehicular communications provided in [30] uses the registration 
phase, where edge nodes register with the cloud server with public keys stored in the blockchain. The 
blockchain uses hyper-ledger fabric with smart contract for adding edge node public key. During the 
authentication phase, the edge nodes mutually authenticate each other using session key. The 
revocation phase involves the raft consensus algorithm which ensures transaction integrity and ensures 
that the public keys can be modified by authorized edge nodes. A computation cost of 11,046 µsec and 
a storage cost of 2112 bits were obtained during the analysis of the scheme. 

3. PROPOSED SCHEME

3.1 Network Architecture 

The cloud servers are placed far from the IoT devices and moving data for computation requires more 
time. Despite the cloud server’s processing power, time-intensive applications could not be dealt with, 
since they suffer from latency and bandwidth-consumption problems. The edge server can provide a 
solution to these problems when used in combination with a cloud server. The general 3-layer edge 
architecture is shown in Figure 1. It consists of physical devices at the device layer, edge servers at      
the edge layer and service providers at the cloud layer. The physical devices that are in proximity to 
the edge server are connected to that edge server for information exchange and computation. The edge 
server collects the information from IoT devices through edge controllers, analyzes it using emerging 
technologies implemented as generic capabilities, called Application Programming Interface (API) 
and provides the result. The edge server also implements algorithms, data-security techniques and 
machine-learning algorithms for computation, analyzing and storing the results. The edge layer is 
close to the device layer and is more suitable for time-intensive applications and intelligent processing. 
Hence, it is more secure and efficient as compared with cloud computing. 
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3.2 Preliminaries 

• ES = {ES1, ES2, ..... ESn}, where ES is the set of edge servers.
• IoTdev = {IoTdev1, IoT dev2, ......IoT devn}, where IoTdev is the set of IoT devices.
• Each edge server and IoT device have their pair of public and private keys for encryption and

decryption, respectively. ES has its pair of keys {kpues, kpres} and IoTdev has its pair of 
keys {kpuit, kprit}. 

• Each IoT device is assigned with unique device ID (DID) by the edge server.
• The hash value of the input is calculated by using one-way hash function h (input).
• The encryption function Encrpt (pukey, message)

 
is used to encrypt the message by using public

key. 
• The decryption function Decrpt (prkey, message) is used to decrypt the message by using

private key. 
• Context information (CI) is the information of the device which consists of its MAC address

(M ACadd), location information (locinf o) and timestamp, as shown in Equation (1). 

CI = {M ACadd, locinf o, timestamp}       (1) 

Figure 1. Edge architecture. 

3.3 Notations 

The notations considered in the proposed BDAEC-QA scheme are listed in Table 1. 

Table 1. Notations. 

Notations Description 
ESi,ESj,ESm

IoTdev

CI

kpues,kpuesi,kpuesj,kpuesm

kpres,kpresi,kpresj ,kpresm

kpuit

kprit

|

Mreg

Mpinfo

DID

QKey

Sk

Mesv

Mesoev

Edge server 
IoT device 

Context information 

Public key of ES 

Private key of ES 

Public key of IoTdev 

Private key of IoTdev 

Concatenation operation 

Registration request 

Quantum sequence information Device 

ID of IoTdev 

Quantum key 

Session key 

Verification message within edge 

Verification message outside edge 
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3.4 Proposed Architecture 

The proposed BDAEC-QA scheme for the authentication of IoT devices is shown in Figure 2. It 
consists of an IoT layer, an edge layer and a blockchain layer. The IoT layer consists of IoT devices 
that provide context information that needs to be processed by the edge server. The edge layer consists 
of edge servers, which store and apply computation to generate the device ID and quantum key. It also 
communicates with the blockchain layer to store the IoT-device information along with the quantum 
key using a smart contract. The proposed authentication architecture has three phases: registration, key 
generation and distribution and authentication, as shown in Figure 2. In the registration phase, the edge 
server broadcasts its public key in the network. IoT device in the vicinity of the edge server uses the 
edge server’s public key to send its context information to the edge server. After registration, the edge 
server generates the quantum sequence using quantum bits and basis information, as shown Table 2 
and sends the quantum-bit information to the IoT device to begin quantum key generation. In the key 
generation and distribution phase, the IoT device also generates a quantum sequence using quantum 
bits and choosing a random basis, where the basis information of the IoT device is sent to the edge 
server. The edge server, upon receiving basis information, matches and extracts the matched sequence 
number from its quantum sequence and sends only the matched quantum-sequence number to the IoT 
device to generate a quantum key (QKey) between the respective IoT device and the edge server. Each 
edge server stores the information of the requested IoT device in the blockchain by creating the markle 
tree by using the information sent by the device along with the QKey. In the authentication phase, the 
IoT device sends an authentication request to the edge server. The edge server verifies the 
authentication request stored in the blockchain. Based on the verification, the IoT device is either 
authenticated or unauthenticated. The operations involved in the 3 phases are explained in detail 
below. 

Table 2. Quantum-sequence generation. 

Bases 1 0 

+ ↕ ↔ 

× ↗ ↖ 

3.4.1 Registration 

 IoT-device Registration: The following steps are involved in the registration process of the IoT
device to the edge server. 

• Each edge server has its pair of {𝑘𝑝𝑢𝑒𝑠, 𝑘𝑝𝑟𝑒𝑠} keys. Each edge server broadcasts its public key
kpues in the network, so that any IoT device can send a registration-request message Mreg by 
using kpues. 

• The IoT device sends an encrypted message Mreg to the edge server by using its public key
kpues. The registration message sent from the IoT device consists of context information and its 
public key kpuit. 

Mreg = Encrpt (kpues, CI | kpuit)  (2) 

• The edge server decrypts the Mreg by using its kpres as: Decrpt (kpres, Mreg) and gets the context
information of the IoT device and its public key; i.e., (CI | kpuit). 

• The edge server then generates a unique device ID (DID) for each IoT device and registers it
along with its CI information. After registering, the ES generates the quantum sequence, as 
shown in Table 2 by randomly choosing the quantum bits and basis. The quantum-sequence 
information (Mpinfo) is encrypted and sent to the IoT device by using its key kpuit as shown in 
Equation 3. After sending the information, the ES initiates the quantum-key (QKey) 
generation and distribution phase. 

Mpinfo = Encrpt (kpuit, sequence (↕, ↔, ↗, ↖))         (3) 

 Edge-server Registration: The edge server registers with the cloud server by using the public key
of the cloud kpucs and sends the registration message as M eses=Encrypt (kpucs, (IDes | 𝒏𝟏)). The
cloud server, after receiving the message (M eses), replays with a session key (Ski) to the edge 
server to confirm registration, as shown in Equation 4. 
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Figure 2. BDAEC-QA IoT-device authentication scheme. 

M sges = Encrpt (kpues, (Ski | n1))        (4) 

The edge server then decrypts the message to get Ski as Decrypt (kpres, M sges) to complete the 
registration process. 

3.4.2 Key Generation and Distribution 

• The IoT device decrypts the message Mpinfo using its private key kprit to receive the quantum-bit
sequence information as Decrpt (kprit, Mpinfo). The IoT device uses this quantum-bit sequence 
and the randomly generated basis to generate the quantum sequence, as shown in Table 2. 
Equation 5 represents the generated quantum sequence and Equation 6 represents the four 
states of the qubits used to generate the QKey. |𝜓⟩𝑞1,𝑞2,…𝑞𝑘 = (|000 … 00⟩𝑞1,𝑞2,…𝑞𝑘 + |111 … 11⟩𝑞1,𝑞2,…𝑞𝑘)/√2   (5) {|0⟩, |1⟩, |+⟩ = (|0⟩ + |1⟩)/√2, |−⟩ = (|0⟩ − |1⟩)/√2         (6) 

Algorithm 1. IoT-device Registration 

1: Input: Context information(CI), kpues, kpres, kpuit 

2: Output: Generating DID for IoT devices 
3:  if  IoTdev in the vicinity  of ES then  
4: Send CI to ES as shown in Eq.(1) 
5: end if 

6: while true do 

7: if ES receives CI then 

8: for each CI received from IoTdev do 

9: Decrypt Mreg as in Eq.(2) 
10: Generate DID for each IoTdev 

11: end for 

12: for each IoTdev with DID do 

13: Send Mpinfo as shown in Eq.(3) 
14: end for 

15: end if 

16:  end while 
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• The IoT device then sends its randomly chosen basis-sequence information to the edge server by
encrypting it with using kpues as: Encrpt (kpues, sequence (+, ×)) for quantum-key  mapping,  as 
shown in Table 2. 

• The edge server decrypts the basis sequence using kpres and gets the information as: sequence

(+, ×) sent by the IoT device. The ES uses IoTdev basis and matches it with its generated quantum 
sequence. The ES extracts the quantum-sequence number from a matched pair of ES quantum 
sequences and the IoT quantum sequences to generate an QKey. 

• The ES stores the IoT-device information as:  h (CI | 𝐷𝐼𝐷 | 𝑄𝐾𝑒𝑦) in the blockchain by creating
a new block. This information is stored for each requested IoT device separately in the ES; i.e., the 
information uses the CI, DID and the Qkey of the respective device. 

• The ES sends the matched quantum-sequence number to the respective IoTdev device by using its
DID. Upon receiving IoTdev it is matched with its quantum sequence to get the QKey. 

• After the QKey is generated and distributed such that both IoTdev and ES have an Qkey, which is a
unique and symmetric key between each other, respectively. The same key is used for 
authentication between the respective IoTdev and the ES. 

3.4.3 Authentication 

• Whenever IoTdev wants to communicate, it should be authenticated. For authentication, IoTdev

sends an authentication request to the ES as: Encrpt (QKey, CI | DID). 

• The edge server, upon receiving the authentication request from IoTdev decrypts it using the QKey
(already obtained in Phase-2) and matches the information stored in the blockchain. If the 
authentication request matches, then IoTdev is authenticated; otherwise, it is not authenticated. 

Algorithm 2. Key Generation and Distribution 

1:  Input: Quantum sequence (Qseq) and Mpinfo 

2: Output: QKey distribution at both ES and IoTdev 

3: Edge server sends Mpinfo to IoTdev 

4: if IoTdev registered then 

5: Generate Qseq and basis 
6: Send Mpinfo to IoTdev 

7: end if 

8: IoTdev decrypts Mpinfo and generates Qseq and basis and sends basis information to ES for 
QKey generation 

9: for each IoTdev registered do 

10: if Qseq of IoTdev = = Qseq of ES then 

11: ES extracts the matched quantum sequence number (Qseqnum) 
12: end if 

13: end for 

14: At ES: The matched quantum sequence number is QKey (generated) 
15: ES sends the quantum sequence number information to IoTdev  
16:  The IoTdev matches the ES Qseqnum to its generated Qseqnum  
17: for each IoTdev : ES Qseqnum do 

18: if Qseq of IoTdev = = ES Qseqnum then   
19:  IoTdev extracts the matched Qseqnum  
20: end if 

21: end for 

22: At IoT device: The matched Qseqnum is QKey (distributed) 
23: At ES: Stores the IoTdev information in blockchain using smart contract 
24: for each IoTdev : QKey generated do 

25: create a block information as: h (CI | 𝐷𝐼𝐷 | 𝑄𝐾𝑒𝑦) 
26: Store the device information in blockchain 
27: end for 
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3.4.4 Communication of IoT Devices 

In this phase, IoT devices want to communicate with other IoT devices within the edge network or 
outside the network. Edge servers interact with each other to validate the IoT devices. The edge 
servers also share the registered information with the cloud server for communication outside the edge 
network. The registered device information is shared with the cloud server by using the Ski along with 
the context information of the IoT device, as shown in Equation 7. 

M sgregIoT = Encrpt (Ski, h (CI | DID | QKey) | IDesi) (7) 

Algorithm 3. IoT-device Authentication 

1: Input: Authentication request (CI | 𝐷𝐼𝐷, QKey) 
2: Output: Authentication message 
3: for each Authentication request from IoTdev do 

4: if Request matches with information stored in blockchain h (CI | 𝐷𝐼𝐷 | 𝑄𝐾𝑒𝑦) then 

5: Authentication Successful 
6: else 

7: Authentication Unsuccessful 
8: end if 

9: end for 

The cloud server then decrypts the information and updates the registered device information for the 
respective edge server as: Decrypt (Ski, M sgregIoT). 

• Within the Same Edge Network

Whenever an IoT device moves from one edge server (ESi) to another edge server (ESj), then   the 
validity of IoTdev has to be checked to communicate within the network of ESj.  The IoTdev sends the 
its registered information to ESj as: M esv =Encrypt (kpuesj, M1), where M1= (CI | 𝐷𝐼𝐷 | 𝑄𝐾𝑒𝑦)|𝑘𝑝𝑢𝑒𝑠𝑖. 
The ESj then decrypts M esv and sends the M1 information to edge server ESi as: Encrypt (kpuesi, M 1). 
The server ESi matches M1 with its registered IoTdev information and replies with a message as "valid" 
to ESj, then IoTdev can communicate within the ESj network. 

• Outside the Edge Network

When  the  IoT  device  IoTdev  moves  from  the  edge  network,  the  validity  of  the  IoTdev  is   not 
verified outside the edge network. When it sends the message  to  ESm  as:  M esoev  =  Encrypt 
(kpuesm,(CI | 𝐷𝐼𝐷 | 𝑄𝐾𝑒𝑦)|𝑘𝑝𝑢𝑒𝑠𝑖), ESm  in  turn  sends  the  message  (csmsg)  to the cloud server, as 
shown in Equation 8. 

csmsg = Encrypt (Ski, (CI | DID | QKey) | kpuesi)         (8) 

The cloud server, after receiving the csmsg decrypts and sends the validity of IoTdev if the information is 
updated by the edge servers, IoTdev can communicate outside the edge network. 

3.5 Case Study Discussion 

The QKD-based system uses power, but provides more security while used during key exchange and 
encryption. Traditional QKD systems use quantum transmitters and receiver components in the 
network infrastructure, causing more power consumption in large-scale IoT networks. This power 
hungry nature of the QKD can be optimized by developing quantum hardware, where IoT devices can 
perform minimum cryptographic operations and quantum operations can be lifted to cloud servers. As 
the technologies mature and there may be development of chips that can be integrated into low power 
IoT devices, this makes them consume less power and provide more security with the QKD approach. 

Some of the Real World Solutions Using QKD Approaches 

The SwissQuantum network testbed deployed in Geneva uses the BB84 protocol for secure 
communication using QKD [31]. The project shows the feasibility of implementing QKD with regular 
telecom infrastructure by using quantum encryption. The network guarantees the secure transfer of 
government and financial data and shows that the QKD can be implemented to provide solutions to 
real-world problems. Toshiba Europe Ltd. has developed the chip-based Quantum Key Distribution 
(QKD) system with focus on reducing the size, weight and power consumption of QKD systems, by 
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integrating them into semiconductor chips [32]. These chips are more power-efficient and can be 
mass-produced with significantly lower cost. These chips with QKD are used to provide a robust level 
of security for highly-sensitive data. 

The proposed scheme is based on QKD approach with blockchain to authenticate IoT devices. The 
BDAEC-QA scheme considers the aspect security rather than power consumption at the IoT device. 
Our simulation results show that the proposed scheme performs better in terms of various delays, but 
also resists different attacks. With research going on, quantum-based solutions, the QKD approach and 
PQC can be implemented to provide more security with less network resources. 

4. SIMULATION MODEL

This section describes simulation settings, different performance parameters and different security 
threats applicable to the BDAEC-QA scheme. 

4.1 Simulation Settings 

The proposed BDAEC-QA scheme is simulated using the Eclipse platform with Java SDK 11. Three 
edge servers were created and each was registered with three IoT devices. We set the communication 
distance at 50 metres. We also used the public blockchain to store the device information. The 
metamask is used to fetch the information from the blockchain in real time during device 
authentication. 

4.2 Performance Analysis 

We have simulated BDAEC-QA scheme and compared it with LTBA [22] and BBMA [25] schemes. 
Different performance parameters mentioned below are analyzed to test the effectiveness of the 
proposed scheme. 

o Registration delay: It is the time taken by the IoT device to register to the edge server. It is
measured in milliseconds. We observe that from Figure 3, as more devices register for different 
edge servers randomly, there is an increase in the registration time. The BDAEC- QA scheme used 
3 edge servers and devices can register with any edge server. There is liner growth, which shows 
that the proposed scheme is stable. 

o Key-generation delay: It is the time taken by the edge server or the IoT device to generate the
QKey and is denoted as Tqk. It is measured in milliseconds. The key-generation delay of the 
BDAEC-QA scheme w.r.t the number of devices is shown in Figure 4. The BDAEC-QA scheme 
key-generation delay is reduced by 14% and 15% than in LTBA and 10% and 11% than in 
BBMA, when the edge devices considered are 50 and 100, respectively. The BDAEC-QA scheme 
generates quantum keys using bases and quantum sequence information rather than complex 
mathematical computations and hence takes less time. 

o Encryption delay: It is the time taken by the edge server or the IoT device to encrypt the message
and is denoted as Te. It is measured in milliseconds. Figure 5 shows the encryption delay w.r.t key 
size and the number of devices. The BDAEC-QA scheme encryption delay is decreased by4% and 
4.9% than in LTBA and 2.8% and 5.6% than in BBMA respectively. BDAEC- QA uses the 
quantum key which is a symmetric key and hence the key-generation delay is lower, resulting in a 
lower encryption delay. 

o Decryption delay: It is the time taken by the edge server or the IoT device to decrypt the message
and is denoted as Td. It is measured in milliseconds. The BDAEC-QA scheme decryption delay is 
5.2% and 10% less than in LTBA and 2.9% and 5.8% less than in BBMA, respectively. Figure 6 
shows the decryption delay w.r.t varying key size and the number of devices. Since the key-
generation delay is less because BDAEC-QA uses the quantum key which is a symmetric key, this 
results in a lower decryption delay. 

o Authentication delay: It is the time taken by the edge server to authenticate the registered IoT
device. It is measured in milliseconds. Figure 7 shows the authentication delay of an IoT-device 
with key size. We observed that BDAEC-QA scheme takes 16% and 7% less authentication time 
than LLBA and BBMA schemes, respectively. 
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o Storage cost: It is the number of bits required to store the information at the IoT device and the
edge server during the operations discussed in the proposed scheme. It is denoted as Scost. 

o Computation cost: It is the number of bits required to complete the operations discussed in the
proposed scheme by the edge server and the IoT device. It is denoted as Ccost. 

Figure 3. Registration delay.   Figure 4. Key-generation delay. 

Figure 5. Encryption delay.  Figure 6. Decryption delay. 

4.3 Adversary Model 

The Cannetti-Krawczyk (CK) adversary model [33] evaluates the proposed authentication protocol. In 
the CK model, the adversary is provided with the information about the messages exchanged between 
authorized parties. The adversary uses the information and impersonates the authorized users. The 
goal of CK model is to determine the level of security that the protocol should provide and withstand 
against various attacks. Along with the CK model, additional security requirements are discussed. 

o Usual attacks: An attacker can steal the information of a device by stealing its identity. If an
attacker can impersonate a device, he/she can change the authentication process. The OFMC 
report provided in Fig. 8 suggest that in the session role, the keys of device and server are made 
available to the intruder, but still the system is "SAFE" as shown in Fig. 9. In BDAEC- QA 
scheme, the authentication of IoT devices is carried out by using the context information of the 
device, QKey, which is stored in the blockchain on the server side. These pieces of information 
are difficult to steal and hence, the proposed scheme resists to reply and impersonation attacks. 

o Ephemeral Secret Leakage (ESL) attack: It refers to the preservation of identity of the IoT
device privacy. In BDAEC-QA scheme, only registered devices can be authenticated. The 
confidentiality of the BDAEC-QA scheme is checked by disposing the partial information of the 
edge device, such as ID, public key and private key. During registration, the context information is 
passed as Encrpt (kpues, CI | 𝑘𝑝𝑢𝑖𝑡). Also, during authentication, the IoT device sends the
authentication request as: h (CI | 𝐷𝐼𝐷 | 𝑄𝐾𝑒𝑦), in encrypted format and  only IoT devices can 
manipulate the information. Thus, it guarantees the confidentiality of the proposed BDAEC-QA 
scheme. 

o Conditional anonymity (CA): The CI of the IoT device and the private key of the edge server is
provided to the attacker, but in the BDAEC-QA scheme, it is not possible to impersonate, since 
the device information is stored in the blockchain along with its Qkey. The device information is 
stored in the blockchain with h (CI | 𝐷𝐼𝐷 | 𝑄𝐾𝑒𝑦); hence, in the proposed scheme, the device is 
not revealed to any server. 
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Figure 7. Authentication delay. 

o No Key Escrow: The proposed BDAEC-QA scheme ensures that the information of the IoT
devices is known by storing the hashed information of the IoT devices at the edge server. 

o Integrity: It refers to the authentication information of an IoT device stored at the edge server,
which can not be modified once it is stored unless this done by the IoT device itself. In the 
BDAEC-QA scheme, once the context information is accepted and the QKey is generated at the 
edge server, these are stored in the blockchain using a smart contract as h (CI | 𝐷𝐼𝐷 | 𝑄𝐾𝑒𝑦). 
Once the information is stored, it cannot be modified, thus guaranteeing the integrity of the 
proposed scheme. 

o Device capture or (Man-in-middle attack): A device-capture attack happens when an intruder
acquires the information of communicating devices and behaves as an authenticated device. It 
either steals or alters the data as required, which affects the communication between the devices. 
The proposed BDAEC-QA scheme prevents such attacks by using QKey and blockchain, because 
the context information is hashed by using QKey: h (CI | 𝐷𝐼𝐷 | 𝑄𝐾𝑒𝑦) and can not be easily 
compromised. Hence, it entrusts the message only to legitimate devices. 

o Resistance eavesdropping attack: Information leakage is crucial for any authentication protocol;
otherwise, an attacker can deduce the message exchanged between an IoT device and an edge 
server and extract information. In the BDAEC-QA scheme, the public and private keys are used 
during the initialization phase and QKey is used after the key-generation phase. In proposed 
scheme, it is not possible to extract the IoT-device information such as: context information, QKey 
and timestamp as easily. Even if the intruder tries to extract the quantum bits and basis 
information, the QKey information cannot be found due to the randomness of the QKD protocol. 

o Blockchain-data transfer: In the BDAEC-QA scheme, we preserve the device data by storing it
in the blockchain at the edge server. The blockchain ensures that data cannot be modified once it is 
stored, by using the previous block’s hash value while creating the structure of the blockchain. 
Hence, the proposed scheme is more secured. 

o Quantum-attack resistance: The BDAEC-QA scheme uses QKey which is generated by using
the quantum bits and basis at the edge server and the IoT devices. It is not possible to detect the 
state of the quantum key. If there is any modification to the quantum bits, then a new quantum 
sequence is generated and hence a different QKey, which is detected by our authentication 
scheme, thereby preventing quantum attacks. 

4.4 Security Analysis 

The BDAEC-QA scheme is analyzed with fortifcation against different attacks to ensure that the 
proposed scheme is well protected. Table 4 provides the security properties comparison between the 
proposed BDAEC-QA scheme and existing schemes. The proposed work is analyzed using the 
Automated Validation of Internet Security Protocols and Applications (AVISPA) simulation tool in 
order to verify the authentication protocol against various attacks, including MIM, impersonation, 
replay and key secrecy [40]. AVISPA is based on High-level Protocol Specification Language 
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(HLPSL), which is an expressive, modular, role-based, formal language that allows for specification. 
HLPSL uses the temporal logic of action for specified semantics, converting the latter into operation 
semantics as an Intermediate Format (IF) and the output is in Output Format (OF). IF specifications 
are input into the 4 back-end models: On-the-Fly Model Checker (OFMC), Constraint Logic-based 
Attack Searcher (CL-AtSe), SAT-based Model Checker (SATMC) and Tree Automata based on 
automatic approximations for analysis of security protocols (TA4SP) used by AVISPA. Figure 8 
shows the roles of device, edge server and session role. Figure 9 shows the OFMC report, which 
performs protocol falsification and bounded verification, CL-AtSe report applies constraint solving 
and implements redundancy elimination techniques and simplification heuristics and the SATMC 
report, which represents a violation of the security properties of the protocol. The OFMC and CL-AtSe 
models use formal verification and if the result of an authentication protocol is safe, then security 
requirements are met. 

The comparison of storage and computation costs with various schemes is provided in Table 3. The 
T0+1, Tc+cs, T4+9 use 128-bit computation cost. Th generates 128-bit hashed output. Te and Td also 
generate 128-bit encrypted and decrypted outputs. Tb uses 20 bits to store the block information. Tqk 
uses 64 bits as key size. The existing schemes [34]-[35],[37]-[38] and [39] use more Ccost and [36] uses 
less Ccost compared with the proposed scheme. The Scost is used by the scheme discussed in [34]-[36] 
and [39] uses more as compared with the proposed scheme. 

Table 3. Comparison of computation cost and storage cost with existing schemes. 

Schemes Ccost (in bits) Scost (in bits) 

Multimodal biometric [34] T0+1 + Tc+cs + T4+9=512 6Mnϕ=23.3 kb 
Remote registration and group 
authentication [35] 

Tk + 2Th + 2Te=576 Tk + 2Th + 2Td=576 

Lightweight Three-Factor 
Authentication [36] 

4Tmp + 2Tadd + Th=320 2klogk(4k2log2k + 4klogk + 7)=861 

Secure user authentication and key 
agreement [37] 

7Th + 2Te/d=1152 - 

Secure authentication key exchange [38] 26Th + 11Tpm=4736 - 

Light authentication key agreement [39] 19Th=2432 3Th + 3Tfe + 3Td + Kfe=1280 
BDAEC-QA Scheme 3Te + 2Tqk + 2Td + Tb=468 2Te + 2Tqk + 2Td + Tb=532 

Table 4. Comparison of security properties with existing schemes. 

The quantum-key approach uses symmetric key between the IoT device and the edge server. The 
symmetric-key exchange is faster as compared with asymmetric-key exchange. The main objective is 
to implement the quantum mechanics for generating Qkey and the blockchain approach to enhance the 
security of the proposed scheme. The Qkey is used to exchange messages between edge device and 
edge server. The CI and QKey of the device are stored in the blockchain with smart contract to 
provide the extra layer security at the edge server. The blockchain is an immutable ledger which 
provides the integrity of data stored in it. The proposed protocol is feasible by not only resisting the 
major attacks, but also by performing better compared with other schemes. The BDAEC-QA scheme 
is simulated and compared with existing schemes with respect to various delays, computation cost and 
storage cost and it performs better. The scheme is also validated with the CK adversary model with 
different attacks and analyzed using AVISPA tool to meet the security requirements. 

Security Properties [34] [35] [36] [37] BDAEC-QA scheme 

Confidentiality ✓ ✓ ✓ ✓ ✓ 

Integrity ✓ ✓ ✓ NA ✓ 

Man-in-middle attack × ✓ ✓ ✓ ✓ 

Impersonation attack ✓ ✓ ✓ ✓ ✓ 

Anonymity × ✓ ✓ ✓ ✓ 

Eavesdropping attack × ✓ ✓ ✓ ✓ 

Blockchain data transfer × × ✓ NA ✓ 

Quantum attack NA NA NA NA ✓
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Figure 8. Device, edge and session roles. 

Figure 9. AVISPA simulation results. 

5. DISCUSSION

The existing schemes use the complex mathematical computations for key generation and hence, 
they take more time to encrypt and decrypt the data. In time-sensitive application, IoT devices are 
deployed and need less time to communicate and authenticate themselves. The proposed scheme is 
compared with LTBA scheme which is based on two-factor authentication which stores biometric 
details using random oracle model and BBMA scheme, based on blockchain-based mutual 
authentication between IoT devices and edge server by using different cryptographic algorithms. 
The BDAEC-QA scheme takes less delay as compared with the LTBA and BBMA schemes with 
respect to different performance parameters. The lattice-based solutions for device-to-device 
authentication [29] provide the post-quantum solutions at the cost of communication overhead. The 
proposed work BDAEC-QA uses less overhead by considering Qkey and only the blockchain is used 
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to store the device information as compared with [29] where a consortium-blockchain network 
among edge servers is used to maintain a copy of the ledger in each edge server. The membership-
service provider is added to manage access level to the ledger, hence the authentication is provided 
with more overhead cost. The anonymous authentication for vehicular communication [30] takes 
complex operations and may impact the communication overhead. The paper in [30] discusses the 
blockchain with smart contract and stores the public keys, which reduces the cost at the edge node. 
The proposed BDAEC-QA scheme also stores the IoT-device information in the blockchain using 
smart contract with less communication cost. The storage and computations cost of the proposed 
scheme are also compared with different existing schemes, as shown in Table 3 and the BDAEC-QA 
scheme performs better by storing less bits to store and compute the data at the edge server. As 
compared with LTBA scheme, our scheme uses the blockchain to store the IoT-device information 
at the server side; hence, it provides more security. The security analysis of the proposed scheme is 
done using AVISPA as compared with LTBA, BBMA and all the security requirements of the 
proposed scheme are met as shown in Table 4. 

6. CONCLUSION

The blockchain-based device authentication using quantum approach focuses on authenticating IoT 
devices within and outside the edge network using quantum-key mechanism. The main objective is 
to implement the quantum mechanics for generating Qkey and the blockchain approach to enhance 
the security in case of authenticating the IoT devices. The proposed scheme works in 3 phases: IoT-
device registering with the edge server and storing the context information using the quantum key. 
The Qkey is used to exchange messages between edge device and edge server. The CI and QKey of 
device are stored in the blockchain with smart contract to provide the extra-layer security at the edge 
server. The blockchain is an immutable ledger which provides the integrity of data stored in it. The 
IoT device is authenticated when the device sends the authentication message to the edge server. The 
proposed work is feasible, not only by resisting the major attacks, but also by performing better 
compared with other schemes. The BDAEC-QA scheme is simulated and compared with existing 
schemes with respect to various delays, computation cost and storage cost and it performs better. 
The scheme is also validated with CK adversary model with different attacks and analyzed using 
AVISPA tool to check the safety of the proposed scheme to meet the security requirements. 
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ملخص البحث:
تجرررررر ،ت لأ  رررررر  ت و   رررررر ت  رررررر و ت ظهرررررررنت الأراررررررنتلوجرررررردة،تحلأث كلك دررررررةت  ورررررر خزتندرررررر تحرررررر  
تنكتررررر نتللنةارررررنتومث هرررررةتلللأ   دررررر ت ررررر ت  ررررر و تلل دةارررررةنت تمررررر منت ررررر تلل دةارررررةنزتلرررررهلتاررررريل  درررررةنة حم 
لرررررنزتلو ررررررتلل ررررره ت ررررر تجررررر الت لتون ررررر ت ررررر تتررررررلنتللم ةل رررررنت وررررر    ت لررررر ت ت ك ا اررررر ت دورررررنة
ت رررررر تلرررررراتلل  زررررررةت ت  ررررر تل  وررررررة تلترررررلأ  لرت  هرررررر خت الأرارررررنتلوجرررررردة،زت لترررررلأ  لرتأرررررر عرت أررررر  

ارررررررنزت رررررررة أنتل ررررررر تلو هررررررر خل  ل تظهررررررركرتألرررررررةوةت  ررررررر تللم ت زت خ كصررررررردنتلل دةارررررررةنتللم   
رررررررنست ةل   ررررررر نت لررررررر ت  هررررررر خت  ثة ررررررر تلل دةارررررررةن ت    ررررررر  تللم  رررررررة أنتل ررررررر  تلو هررررررر خت  ررررررر لنست هم 

رررررنت  ةل رررررنت ررررره تللم ررررر لنتلررررر ت  الأرارررررنتلوجررررردة،تللملأ  ررررر نت ةترررررلأ  لرتنكتررررر نتللنةالرررررن ت أررررر ت م 
ررررررررنت تررررررررة  ت ةتررررررررلأ  لرتللم ررررررررة د تلل ة   تحاترررررررردثدنتللأر درررررررر تللر  طرورررررررريتخكلر  دررررررررةنت ر درررررررر ة

رررررنتلل لأررررر تولأ رررررد  ت   و هرررررة ت ولأز ررررر تلو ررررررت  ررررر و ت ررررره  تللم رررررة د تاررررر ت هرررررة ت للم رررررة د تلل ةص 
ت رررر تللم ررررة د تورررر    ت تح درررررة ت  رررر و تلرررر  ة ست رررر ل  خررررة رت رررر ت  رررر تللم  ررررة أنتل رررر تلو هرررر خزتل مررررة
تاررررررر تلللأ ررررررر خدر ت  ةترررررررلأ  لرت  لررررررر تل  ورررررررة ت ث  رررررررنتللنكتررررررر نت  ث  رررررررنتلللأ  ررررررر و ت  لررررررر تل  ورررررررة ة

تخكلر  دررررررةنتلللأ ر  ررررررر  رررررره تحل ع د ررررررنزتو  رررررر  ت رررررر تلل   د ررررررنت لل كلر  دررررررةنتللثم  درررررر زتللنكترررررر نتللثم 
س ت تلو رتلل ه تو ه تلل  ظةرت ش ة

تللآلدرررررنتللم لأرنرررررنتاررررر ت رررررهلتلل نررررر ت ررررر تجررررر اهةت لت ررررركا  رتللم ت  رررررة أنتل ررررر ت  هررررر خت الأرارررررنت ل 
رررررردةتت  ك ورررررر  د ررررررنت تاترررررر تللث لأرررررر  ت   ررررررلأ  رتتلوجرررررردة،ت ةتررررررلأ  لرت   ك ررررررةنتلل    للم ررررررة د تللثم 

ررررررررنت رررررررر  ه خت الأراررررررررنت للز رو ررررررررنتللم لأرنررررررررنت"لل   ررررررررك تلله حدررررررررن"تللأ رررررررر و تللم  ك ررررررررةنتلل ةص 
لأرررررر ت رررررر ت  رررررر ت رررررر  د تللم  ررررررة أنتلل ررررررة رتلل رررررره ت  ررررررلأ   لتت  رررررر نتللث تتلوجرررررردة،تارررررر ت هررررررة 

تللملأ ة لنت د ت  ه خت الأرانتلوجدة،تل رتللش  ثن 
رررررررتتللمشررررررة هنتللرررررركلر ختارررررر ت   دررررررةنتل رررررر ت رررررررنت  ةراررررررنتللز ت ت رررررر تللز  رو ررررررنتللم لأرنررررررنت  رررررر  ة

ت ررررر ت  ررررر تلللأ  ررررر د ت   ررررر ت كلدررررر ت تلثررررر  ة للمكمررررركمزت ل لأرررررة نتللز رو رررررنتللم لأرنرررررنت  ررررردجت أررررر  
تللأث  ررررررنت ت أرررررر   للم ررررررة د ت   رررررر ت رررررر خدرتللم  ررررررة أن تحررررررهلْت مد رررررر نتللز رو ررررررنتللم لأرنررررررنت  رررررر عرة

رررررررتتللرررررركلر ختارررررر ت رلتررررررةنتتررررررة  نتتللنكترررررر نت  ث  ررررررنتلللأ  رررررر و زت  ةراررررررنست  در ررررررة  رررررر تللز 
ررررررنت نةحررررررةختللز رو ررررررنتللم لأرنررررررنت ةتررررررلأ  لرت  لخت  (تل  ر  ررررررنتل رررررر تAVISPA خررررررر  ت أرررررر ت م 

 ت  ةاهةت    ة  لأهةتل ه مةن 
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ABSTRACT 

This paper proposes a unique pipeline for micro-expression recognition using a Dual-path 3D Convolutional 

Neural Network enhanced with Hybrid Attention and Squeeze-and-Excitation Blocks. The three main goals of the 

pipeline are to (1) Optimize the extraction of spatial-temporal features using advanced neural network 

architectures, (2) Enhance data representation by implementing targeted image augmentation and balanced class 

distribution and (3) Enhance feature fusion using state-of-the-art network techniques. Comprehensive experiments 

were conducted on four benchmark datasets: CAS(ME)2, SMIC, SAMM and CASME II. The Hybrid Attention-

3DNet model demonstrated superior recognition accuracy of 93.95% for CAS(ME)2, 93.42% for SMIC, 93.61% 

for SAMM and 93.79% for CASME II, surpassing the state-of-the-art methods across these datasets. These 

outcomes demonstrate the efficacy and robustness of the proposed pipeline, underscoring its potential for a range 

of micro-expression recognition uses. 

KEYWORDS 

Micro-expression recognition, 3D convolutional dual-path network, Hybrid attention, Squeeze-and-excitation 

blocks, Deep learning. 

1. INTRODUCTION

Micro-expressions are quick, uncontrollable facial movements that show true feelings that a person may 
try to hide. Even skilled observers may find it challenging to identify these expressions, since they are 
brief, frequently lasting less than 0.5 seconds [1]. Identifying micro-expressions has several uses, 
especially in security, psychology and medicine, where it is essential to comprehend genuine emotions 
[2]. 

New developments in deep learning have made it possible to create complex models to identify these 
nuanced expressions. Nevertheless, fundamental difficulties persist, including a lack of data and a 
notable disparity in micro-expression classes [3]. Furthermore, conventional Convolutional Neural 
Networks (CNNs) frequently demand data and require assistance with overfitting in situations where 
data is limited [4]. 

This study suggests a unique architecture that combines Hybrid Attention and Squeeze-and-Excitation 
Blocks into a Dual-path 3D Convolutional Neural Network (3DCNN) to improve micro-expression 
identification. Tested on benchmark datasets, including CAS(ME)2,[5]  SMIC [6], SAMM [7] and 
CASME II [8], the suggested model outperformed state-of-the-art techniques in terms of accuracy, 
indicating its potential for practical use in emotion recognition [9]. 

2. RELATED WORK

Recent developments in micro-expression recognition have sparked the creation of creative techniques 
to increase precision. Combining CNNs with other methods is one such strategy. A technique that 
combines Swin Transformer and ConvNeXt is presented in [10] and is based on a Dual-branch 
Spatiotemporal Convolutional Network (STCN). This method uses both CNN and Transformers to 
address issues, including the preservation of facial spatial structure and the localization of micro-
expression actions. According to tests on the CASME and SMIC datasets, the STCN network improves 
micro-expression identification accuracy. 

The Divided-block Multi-scale Convolution Network (DBMNet) is a unique multi-scale convolutional 
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network proposed in another study [11]. This network is intended to learn from four different optical 
flow feature images produced between the micro-expression samples' onset and apex frames. With the 
use of the Divided-block Multi-scale Convolution Module (DBMCM), the network can efficiently 
capture more intricate and useful multi-scale properties of micro-expressions. 

A deep-learning technique known as the Spatiotemporal Capsule Network (STCP-Net) was recently 
presented in [12]. This method aims to increase recognition accuracy while decreasing recognition time. 
The four main parts of STCP-Net are a jitter removal module, a differential feature-extraction module, 
a spatiotemporal capsule module and a fully connected layer. 

[13] presents the Parallel Dual-branch Attention-based Spatio-temporal Fusion Network (PASTFNet).
This method is influenced by the combined architecture of Long-Short-Term Memory (LSTM) and 
CNN for temporal modeling. The paper suggests encoding sequential frame features using an attention-
based multi-scale feature-fusion network (AMFNet). The network gathers more expressive face-detail 
features for micro-expression recognition through multi-scale feature fusion and integrated attention. 

A two-layer feature-encoding technique is suggested in [14] to depict interactions across different 
regions of the feature map, along with a novel multi-frame technique intended to capture subtle motion 
patterns. The paper also presents an Action Unit Graph Convolutional Network (AU GCN). It uses a 
transformer encoder, an adjacency matrix and an AU-detection module to adjust to test data. 

A Triple-branch Attention Fusion Network (Triple-ATFME) is presented in [15] for micro-expression 
recognition. With the help of a Triple-branch ShuffleNet module, an adaptive channel attention module 
and pre-processing, this approach enables the model to extract multi-view features using a multi-path 
architecture. The framework uses optical-flow approaches to capture various optical-flow information 
by extracting optical-flow features from the facial region's cropped start and peak frames. The Triple-
ATFME network processes these features to find hidden features. Channel features are adjusted via a 
Channel Fusion Attention Module (CFAM) to improve multi-view feature integration and lessen the 
model's emphasis on local information during feature fusion. 

Lastly, the suggested framework in this research introduces a unique method for improving the accuracy 
of micro-expression identification through spatio-temporal deep learning, data augmentation and class 
balancing [16]. Rotation, contrast adjustment and SMOTE are examples of sophisticated pre-processing 
techniques that the framework uses to effectively handle data restrictions and class imbalances, 
enhancing model generalization and lowering overfitting. Based on the results, this method set a new 
standard for micro-expression analysis and created a more dependable model for emotion-detection 
applications. It also made notable gains, especially in accuracy and F1-scores across many datasets. In 
addition, this report serves as a baseline for the research. 

3. PROPOSED METHOD

This study adopts a systematic approach by developing a pipeline to classify input video datasets of 
spontaneous micro-expressions. The datasets are categorized into three emotional classes: angry, happy 
and disgusted for the CAS(ME)² dataset and positive, negative and surprise for the SMIC, SAMM and 
CASME II datasets. The study is structured around four experimental scenarios, each tailored to the 
input from these four datasets. 

The developed pipeline consists of several stages, including data preparation, pre-processing, 
classification and performance measurement, as illustrated in Figure 1. The datasets are organized based 
on their respective emotional classes in the data-preparation stage. Specifically, the CAS(ME)² dataset 
is divided into three classes: angry, happy and disgusted, while the SMIC, SAMM and CASME II 
datasets are categorized into positive, negative and surprise classes. 

During pre-processing, the video clips from the datasets are converted into a series of image frames, 
followed by face detection and the identification of 68 facial landmarks. The areas around the eyes and 
mouth are masked and the face is cropped. The images are then resized to 128x128 pixels and converted 
into grayscale. Additionally, data augmentation is performed by adjusting orientation, contrast and 
brightness and class balancing is achieved using the class-weight method. The pre-processed facial 
images are subsequently divided into upper and lower face regions. 

This study proposes a model for the classification task that utilizes a dual-path 3D convolutional neural 



119

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 11, No. 01, March 2025. 

network incorporating hybrid attention and Squeeze-and-Excitation blocks. Finally, the emotion 
classification is evaluated using accuracy, F1-score and error rate, ensuring a comprehensive assessment 
of the model's performance. 

Figure 1.  The proposed design of a micro-expression recognition pipeline. 

3.1 Pre-processing Stages 

The process begins with image pre-processing to identify spontaneous micro-expressions from extended 
sequences of facial videos. Initially, the emotional classes of each dataset are categorized. The 
CAS(ME)² dataset includes categories for emotions, such as anger, happiness and disgust, while the 
SMIC, SAMM and CASME II datasets cover positive, negative and surprise emotions. In the next step, 
video clips from these datasets are converted into sequential image frames. The original resolutions of 
these frames vary by dataset: 640x480 pixels for CAS(ME)² and SMIC, 960x560 pixels for SAMM and 
280x340 pixels for CASME II, as depicted in Figure 2. 

The provided diagram demonstrates the sequential steps of image and data pre-processing, beginning 
with raw video input and concluding with facial-image sequences split into upper and lower sections, 
each resized to 128x64 pixels. The main goal of pre-processing is to optimize raw video data for practical 
use in micro-expression recognition. This process transforms video data into clean, structured image 
sequences that highlight essential facial features, reduce noise and maintain a balanced distribution of 
classes. It begins by converting the raw video into individual frames, with each dataset’s frames 
retaining specific resolutions: 640x480 pixels for CAS(ME)² and SMIC, 960x560 pixels for SAMM and 
280x340 pixels for CASME II. Face detection is applied to each frame during pre-processing, followed 
by identifying 68 facial landmarks. These landmarks outline critical facial areas, such as the eyes, mouth 
and nose, guiding the masking and segmentation steps necessary for accurate micro-expression 
recognition. 

Once the landmarks are detected, the eye and mouth areas are masked to focus on the most expressive 
facial regions, which aids the model in capturing subtle movements associated with micro-expressions. 
The face is then cropped, resized to 128x128 pixels and converted into grayscale to simplify color-data 
without sacrificing critical information, thereby speeding up analysis while preserving accuracy. Data 
augmentation techniques, including rotation, cropping and contrast adjustments, are also applied to 
enhance data variability. This step increases the diversity of the dataset, helping the model to generalize 
across various angles and lighting conditions. 
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Class balancing is implemented to ensure a balanced representation across classes by assigning weights 
to each class, reducing bias towards majority classes and improving the model’s ability to recognize 
minority classes accurately. Finally, the pre-processed facial images are divided into upper and lower 
sections, each resized to 128x64 pixels and organized into frame sequences ready for classification. This 
segmentation enables the model to analyze distinct facial areas independently, enhancing the detection 
of subtle changes in the eyes and mouth regions that play a crucial role in micro-expression recognition. 

Figure 2.  Pre-processing stages. 

3.2 Data Optimization 

The quality of a dataset is crucial in ascertaining the accuracy and efficiency of machine-learning models 
in data processing. Imbalanced or unrepresentative data may result in biased models and suboptimal 
performance. Consequently, diverse methodologies enhance data, enabling models to learn more 
efficiently and generate more precise predictions. Data augmentation and class balance are two essential 
methodologies employed in this process, which will be examined in more detail in the subsequent 
sections. Data-augmentation techniques are essential in machine learning and image processing, 
particularly for improving the quality and quantity of training datasets. These strategies entail 
methodically modifying existing photos to create new variants and augmenting the dataset without 
further data collection. Data augmentation is indispensable in micro-expression recognition, where 
extensive datasets are vital for enhancing model accuracy. 

Figure 3.  Data augmentation. 

In this context, image frames can undergo various transformations, including rotation, cropping and 
modifications to brightness and contrast, as illustrated in Figure 3. The transformations generate varied 
representations of the original images, enhancing the model's ability to recognize and adapt to diverse 

Original Rotate Crop Contrast 
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patterns and variations in the data. Data augmentation enhances model generalization by increasing the 
diversity of training samples, resulting in improved performance across various scenarios. 

Class balancing is a technique employed to equalize the distribution of samples or observations across 
various classes within a dataset. In classification tasks, a class denotes the specific label or category that 
the model aims to predict. An imbalance occurs when there is a significant disparity in the number of 
samples between classes. The imbalance in datasets presents considerable challenges in machine 
learning, as models trained on such uneven data frequently produce biased predictions, favoring the 
majority classes while overlooking minority groups. This bias may hinder the model's capacity to 
identify and classify instances from the minority classes accurately. This study implements a method of 
class balancing known as the class weight method. 

The class weight method is instrumental in detecting micro-expressions, particularly by addressing 
distribution imbalances in the dataset. In micro-expression recognition, class imbalance is a common 
issue; some classes have more samples than others. By assigning higher class weights to the less 
common classes, the model is encouraged to learn from the minority classes more effectively. This 
approach is beneficial in mitigating class imbalance and enhancing the model's ability to recognize 
minority classes. Furthermore, rare classes, such as specific facial expressions that occur infrequently, 
typically exhibit lower accuracy due to the limited number of samples [17]. Assigning class weights 
offers greater motivation for the model to accurately recognize these classes, thereby improving its 
performance on minority classes. 

In addition, applying class weights is anticipated to minimize the risk of overfitting to the majority class. 
Assigning weights to each class prevents the model from overly focusing on the majority class and 
promotes a more balanced learning process across all classes. The equation used for calculating class 
weights in cases of class imbalance often involves comparing the sizes of the classes or employing 
simple proportional methods. The general formula for computing class weights is given by Equation 
(1): 𝑊𝑘 = 𝑁𝑛𝑘         (1) 

where Wk is the class weight for class k, N is the total number of samples in the training data and nk is 
the number of samples in class k. 

This equation implies that the minority class will have a higher class weight than the majority class. 
This inverse relationship between the sample proportion within the class and the assigned class weight 
gives the minority class more importance in the learning process, aiding in overcoming class imbalance. 

3.3 Division of Facial Images 

The Division of Facial Images is crucial in enhancing micro-expression recognition by focusing on 
specific regions of facial-muscle activity. In micro-expressions, Action Units (AU) are located in distinct 
facial regions where subtle muscle movements occur, often concentrated around the eyes, eyebrows and 
mouth. These areas contain a dense, exemplary muscle network that enables intricate facial movements. 
For example, muscle contractions around the eyes can form wrinkles, while those around the mouth can 
alter lip shape. This division aims to develop a more precise and focused approach to facial micro-
expression recognition by acknowledging the significance of AU locations. 

In the context of a dual-stream input classification model for facial-expression recognition, dividing the 
facial image into upper and lower sections enables the model to concentrate on the specific distribution 
of AUs across the face. This division facilitates the separate processing of the upper and lower face 
regions, aligning with their distinct roles in expressing emotions. The original image, sized at 128x128 
pixels, is split into two parts, each measuring 128x64 pixels. According to Ekman's research on facial 
regions and emotional expression, the upper face, which includes the eye and eyebrow areas, is 
predominantly associated with emotions such as positivity and surprise. Conversely, the lower face, 
encompassing the nose, mouth and cheeks, often conveys subtler or more complex emotional nuances, 
particularly negative emotions. 

The process of dividing facial images in this way enables the model to capture spatio-temporal features 
related to micro-expression AUs more effectively. By processing these sections separately, the dual-
stream classification model can focus on the distinct emotional signals conveyed by each part of the 
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face. This separation allows the model to detect fine-grained emotional expressions, improving accuracy 
in recognizing micro-expressions across different facial regions. The illustration in Figure 4 
demonstrates the process of dividing the facial image into upper and lower sections, each resized to 
128x64 pixels, enhancing the model's capacity to analyze and classify these regions independently. 
Thus, the Division of Facial Images facilitates the targeted analysis of key facial regions and contributes 
to a more nuanced understanding of emotion-expression dynamics, which is essential for effective 
micro-expression recognition. 

3.4 The 3D Convolutional Dual Path Network Model 

This study utilizes a 3D convolutional dual-path network model for micro-expression recognition, which 
enhances attention to spatial-temporal feature weights. The model incorporates hybrid attention and 
squeeze-and-excitation blocks to recognize spontaneous micro-expressions. This dual-path model is an 
extension of the single-path model [18], which primarily focuses on general facial features without 
addressing the detailed features of the upper and lower facial regions. The proposed research pipeline 
includes four model designs: Dual Path-3DNet, Hybrid Attention-3DNet, SE Block-3DNet and Hybrid 
Attention-3DSENet. 

3.4.1 Dual Path-3DNet 

The purpose of proposing the Dual Path-3DNet model is to enhance the recognition of micro-
expressions by utilizing a dual-stream approach that separately processes different facial regions, 
thereby capturing more detailed spatial-temporal features relevant to each region. Using two distinct 
input paths, this model can independently analyze the upper and lower sections of the face derived from 
the pre-processing steps applied to the four datasets used in this study. This dual-path strategy allows 
the model to focus on region-specific characteristics in each section, optimizing the detection of subtle 
emotional cues that may be localized to particular facial areas. 

In the Dual Path-3DNet model's design, each input path is structured to process sequences of pre-
processed image frames and the segmented upper-face and lower-face regions. Each path includes 
layers, including 3D convolution with ReLU activation, 3D max pooling, flatten, dense with ReLU and 
dropout layers. These layers enable effective feature extraction and reduce overfitting by discarding 
non-essential data points. The outputs of the two paths are then merged into a single pathway through a 
concatenate layer, which integrates the distinct information extracted from both facial regions.  

Following this merging, the combined pathway passes through additional dense layers with ReLU 
activation, dropout and finally, a softmax layer for classification. This final pathway enables the model 
to learn complex interrelations between features from both facial regions, allowing for more accurate 
and nuanced emotion detection. The architecture of the Dual Path-3DNet model is illustrated in Figure 
5, where each layer and process flow is visually represented to demonstrate the interaction between the 
dual pathways. By adopting this dual-path approach, the model is better equipped to recognize micro-
expressions by simultaneously analyzing diverse facial features across regions. This ultimately 
contributes to higher accuracy in emotional-recognition tasks. 

3.4.2 Hybrid Attention-3DNet 

The proposed design of the Hybrid Attention-3DNet model shares the same basic architecture as the 
Dual Path-3DNet model. The critical difference in this architecture is the addition of a hybrid-attention 
layer (encompassing both Spatial and Temporal Attention) placed after the 3D max pooling layer. This 

128x128 pixels 

                    Figure 4.  Division of facial images. 

Upper Face Lower Face 
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is followed by flatten, dense + ReLU and dropout layers, which are then merged into a single path using 
a concatenate layer. After this merging process, the subsequent path consists of dense layers with ReLU 
activation, dropout and a softmax layer. The architecture of the Hybrid Attention-3DNet model is 
illustrated in Figure 6. 

Figure 5.  The architecture of the dual path-3DNet model. 

Figure 6.  The architecture of the hybrid attention-3DNet model. 

This model incorporates Hybrid Attention, composed of Spatial and Temporal Attention, to enhance its 
ability to recognize micro-expressions. Hybrid Attention is applied following the 3D max pooling layer, 
where each attention mechanism, spatial and temporal, contributes to the improved representation of 
spatial and temporal features.  

Spatial attention is designed to identify critical spatial features within facial regions. This mechanism 
increases the weights for crucial areas, such as those around the eyes and mouth, using an attention map 
to determine the distribution of activations across spatial features. By selectively amplifying significant 
features, the model is better equipped to identify specific patterns linked to micro-expressions that could 
be challenging to detect without spatial attention.  

Temporal attention focuses on capturing sequential changes in facial expressions, allowing the model 
to detect subtle variations that occur from frame to frame over short durations in micro-expression 
videos. This layer assigns weights based on temporal dynamics, enabling the model to recognize small 
changes in facial expressions that might be overlooked by traditional methods that do not incorporate 
temporal information.  

The integration process and benefits from Hybrid Attention are incorporated after the 3D max pooling 
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layer and positioned before the dual-path 3DCNN concatenation stage. This layer processes inputs from 
the refined feature maps, ensuring that spatial and temporal attention mechanisms are employed before 
the final classification step. Through this combination, the model can prioritize essential features in both 
spatial and temporal dimensions, thus enhancing responsiveness to rapid, subtle variations in 
expressions, leading to more accurate micro-expression detection in sequential video data. 

3.4.3 Squeeze-and-Excitation Block-3DNet 

Incorporating the Squeeze-and-Excitation Block-3DNet model enhances feature selection by 
emphasizing critical spatial-temporal information within the data, which is essential for accurate micro-
expression recognition. While the SE Block-3DNet model shares the basic structure with the Dual Path-
3DNet model, it introduces a Squeeze-and-Excitation block after the 3D max pooling layer. This 
additional layer selectively emphasizes significant features by applying global average pooling (Global 
AP) to squeeze the spatial dimensions, followed by fully connected layers with ReLU and sigmoid 
activation to recalibrate the feature-map channels. 

Figure 7.  The architecture of the squeeze & exitation-3DNet model. 

After recalibration, the Squeeze-and-Excitation Block’s output undergoes the same layers as the Dual 
Path-3DNet model, including flatten, dense with ReLU and dropout layers. The pathways from each 
input are then merged using a concatenate layer. Further dense layers with ReLU activation, dropout 
and a softmax layer for final classification follow this merging. The Squeeze-and-Excitation Block’s 
selective attention mechanism helps the model focus on essential micro-expression cues, optimizing the 
feature representation for each facial region. 

As shown in Figure 7, the SE Block-3DNet model’s architecture incorporates this additional Squeeze-
and-Excitation Block, which enhances the model’s ability to prioritize essential features, leading to 
improved performance in emotion-recognition tasks. This approach leverages spatial recalibration and 
dual-path processing to capture fine-grained details, making it a powerful method for precise micro-
expression analysis. 

3.4.4 Hybrid Attention-3DSENet 

Introducing the Hybrid Attention Squeeze-and-Excitation Block-3DNet model aims to enhance the 
model's ability to capture both spatial and temporal features essential for recognizing micro-expressions. 
This model builds on the fundamental structure of the Dual Path-3DNet, but incorporates a hybrid 
attention layer that combines both spatial and temporal attention mechanisms. Placed after the 3D max 
pooling layer, this hybrid-attention layer selectively focuses on important spatial locations and temporal 
sequences, optimizing feature extraction for subtle micro-expressions. 

After the attention layer, the model continues with flatten, dense + ReLU and dropout layers, which are 
subsequently merged using a concatenate layer to integrate features from both input paths. Following 
this merge, a Squeeze-and-Excitation Block layer is added, providing further refinement by recalibrating 
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channel importance and is then followed by dense layers with ReLU activation, dropout and finally, a 
softmax layer for classification. 

As illustrated in Figure 8, the Hybrid Attention-3DSENet architecture effectively combines spatial and 
temporal attention with channel recalibration through the Squeeze-and-Excitation Block. This 
integration allows the model to prioritize essential micro-expression cues across both dimensions, 
producing more precise and robust emotion recognition. This hybrid-attention mechanism and dual-path 
processing make the model particularly effective for detailed micro-expression analysis. 

Figure 8.  The architecture of the squeeze-and- exitation-3DNet model. 

3.5 Hybrid Attention and Squeeze-and-Excitation Block 

The attention mechanism is a technique in artificial neural networks that enables the model to focus on 
specific input parts when making predictions. This technique is beneficial in tasks, such as pattern 
recognition and object detection in vision systems. The mechanism assigns different weights to input 
elements, allowing the model to emphasize more relevant information while disregarding less essential 
details. The primary benefit of the attention mechanism is its ability to improve model performance by 
capturing more complex contexts and reducing computational load by concentrating resources on the 
most crucial information. Consequently, the model becomes more efficient and accurate in processing 
large and heterogeneous datasets. 

One variant of the attention mechanism is hybrid attention. Hybrid attention is an approach that 
combines spatial and temporal attention in a 3D convolutional network model to enhance performance 
in tasks, such as image or video classification [19]. The primary function of the Hybrid Attention layer 
is to enable the model to capture important information spatially and temporally from the input data. 
The Hybrid Attention layer is illustrated in Figure 9. 

Figure 9.  Hybrid attention. 

The Squeeze-and-Excitation Block is widely adopted in convolutional neural networks to enhance the 
model's ability to extract significant image features. The Squeeze-and-Excitation Block layer functions 
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by assigning higher weights to important features while reducing the weights of less relevant ones. The 
Squeeze-and-Excitation Block operates through two main stages. The first stage, the "squeeze" stage, 
involves a global average pooling operation to generate descriptors or feature vectors representing the 
aggregate information from all feature channels. This stage reduces dimensionality and complexity, 
producing a more compact, yet informative, representation. 

The next stage, the excitation stage, uses the feature vector generated from the squeeze stage and passes 
it through a series of fully connected layers, including a ReLU activation layer and a sigmoid layer. The 
ReLU layer enhances the representational capacity and flexibility in learning feature relationships. In 
contrast, the sigmoid layer produces weights or scalars that indicate the importance of each feature 
channel. 

The Squeeze-and-Excitation Block shows the process flow from input to output within the Squeeze-
and-Excitation Block layer. First, the input with dimensions HxWxC is fed into the global average 
pooling stage to generate feature descriptors. These descriptors then pass through two fully connected 
layers with ReLU and sigmoid activations, producing scalars representing each feature channel's 
significance. These scalars are subsequently used to scale the original features through a residual 
operation, resulting in an adjusted output. 

By passing features through the Squeeze-and-Excitation Block, the model can adaptively select and 
focus attention on the most relevant and essential features within the image while disregarding less 
informative ones. This process helps the model obtain more robust and discriminative representations 
from the input data, ultimately improving performance in classification tasks. The Squeeze-and-
Excitation Block is typically placed after the convolutional layer in a convolutional neural network 
architecture. This enables the model to effectively capture spatial-temporal features from images or 
sequences and apply more significant attention to the most critical features using the Squeeze-and-
Excitation Block. 

4. EXPERIMENT SETUP

Defining the experiments’ scope within the context of developing a micro-expression recognition 
classification model is crucial for ensuring the model's effectiveness and generalizability. This is 
essential to guarantee that the experiments conducted are relevant to real-world conditions and can 
provide meaningful solutions to practical problems. Furthermore, the experiments’ scope encompasses 
various scenarios and micro-expression variations, ensuring that the model can manage emotional 
differences' complexity. The scope also facilitates hyper-parameter optimization, enabling fine-tuning 
to achieve the most effective configuration. 

Hyper-parameter tuning is conducted to identify the optimal combination of parameters that maximizes 
model performance, especially in micro-expression recognition. This involves experimenting with 
different parameters to find the configuration that delivers the most effective results. In this study, 
parameters such as batch sizes of 80 or 100 are selected to ensure comprehensive data processing, 
reducing the likelihood of missing critical patterns and helping prevent overfitting. Using 200 or 250 
epochs allows for early monitoring of model performance, which helps avoid unnecessary overtraining. 
Data is divided into 80% for training, 10% for testing and 10% for validation in order to guarantee a 
thorough model evaluation. 

Implementing the Adaptive Moment Estimation (ADAM) optimizer is essential for adjusting the 
learning rate in the intricate 3D convolutional neural network, resulting in faster and more stable 
convergence. The default learning rate of 0.001 balances stability and convergence speed. The 
Categorical Cross-Entropy loss function effectively manages multi-category classification tasks, 
ensuring precise facial micro-expression identification. This strategic combination of parameters and 
methods enhances the model's generalizability and improves its effectiveness in recognizing micro-
expressions. 

An experimental scenario is a series of plans and steps that are iteratively and alternately conducted to 
achieve the desired outcomes. This study's four experimental scenarios correspond to the classification 
models developed: Dual path-3DNet, Hybrid Attention-3DNet, SEBlock-3DNet and Hybrid Attention-
3DSENet. Each scenario employs one dataset and applies image pre-processing, data pre-processing 
and variations in batch size and epoch. Each dataset undergoes 16 experiments, resulting in 64 
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experiments conducted across the four datasets in this study. A detailed explanation of each 
experimental scenario is provided in Table 1. 

Table 1. Experimental scenarios. 

Scenario Dataset 
Pre-

processing 
Augmentation 

Class 

Weight 

Batch 

Size 
Epoch 

Hybrid 

Att. 

SE-

Block 

1 

CAS(ME)2    80/100 200/250  

SMIC    80/100 200/250  

SAMM    80/100 200/250  

CASME II    80/100 200/250  

2 

CAS(ME)2    80/100 200/250  

SMIC    80/100 200/250  

SAMM    80/100 200/250  

CASME II    80/100 200/250  

3 

CAS(ME)2    80/100 200/250  

SMIC    80/100 200/250  

SAMM    80/100 200/250  

CASME II    80/100 200/250  

4 

CAS(ME)2    80/100 200/250  

SMIC    80/100 200/250  

SAMM    80/100 200/250  

CASME II    80/100 200/250  

5. EVALUATION METRICS

In classification evaluation, specific metrics are used to evaluate a model's ability to predict the target 
class of a dataset. Essential terms include True Positives, False Positives, True Negatives and False 
Negatives. A True Positive (TP) occurs when the model correctly predicts a positive instance, aligning 
with the actual class. In essence, TP represents the count of positive samples accurately identified. A 
False Positive (FP), on the other hand, happens when the model incorrectly predicts a negative sample 
as positive, reflecting the number of negative instances misclassified as positive. True Negative (TN) 
refers to instances where the model correctly classifies a sample as negative, matching the actual class 
and representing the accurate identification of negative instances. Finally, a False Negative (FN) occurs 
when the model incorrectly predicts a positive sample as negative, signifying the number of positive 
instances mistakenly identified as negative. 

Evaluation metrics are specific measures to gauge a deep-learning model's performance. Choosing the 
right metric is essential, as it influences the assessment of the model's ability to complete the task and 
helps compare the efficiency of various models. 
Accuracy measures how well a classification model identifies the correct classes across the entire dataset 
[20]. It is determined by dividing the sum of true positives and true negatives by the total number of 
samples.  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠Total Samples (2) 

The F1-score is a metric used to evaluate a model by balancing precision and recall. Precision measures 
the accuracy of the model's positive predictions, while recall evaluates how well the model detects all 
true positive instances. 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 x 𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛𝑥𝑅𝑒𝑐𝑎𝑙𝑙𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙 (3) 

Recall assesses a model's capability to detect all actual positive instances. It is determined by dividing 
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the number of true positives by the total of true positives and false negatives. A high recall indicates that 
the model effectively captures the majority of positive cases within the dataset. 

Recall = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠  (4) 

Precision measures how accurately a model predicts positive outcomes when they are indeed positive. 
It is calculated by dividing the true positives by the total number of predicted positive instances, which 
includes both true positives and false positives. A high precision score shows that the model makes few 
false positive predictions. Precision = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (5) 

The error rate quantifies how often a model misclassifies data points. It is determined by dividing the 
sum of false positives and false negatives by the total number of samples. A lower error rate reflects that 
the model makes few classification mistakes. Error Rate = 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠𝑇𝑜𝑡𝑎𝑙 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 (6) 

6. RESULTS AND DISCUSSION

The MER-DACWB3DCNNST model (Single-path 3DCNN) serves as the baseline in this study [18], 
offering a straightforward, yet practical, approach for micro-expression recognition by leveraging 
spatio-temporal features from a single input stream of facial images to enhance accuracy in detecting 
subtle micro-expressions. This model achieves strong results with a relatively simple structure while 
minimizing computational complexity. However, its primary limitation lies in its constrained ability to 
capture the depth of complex micro-expression features, particularly in cases where expression 
variations are incredibly subtle and rapid. This limitation can reduce the model’s performance, detecting 
nuanced and fleeting emotional changes. Nonetheless, the model demonstrates robust accuracy and F1 
score results across several micro-expression datasets, as shown in Table 2. 

Table 2. Comparison of accuracy and F1-score of the MER-DACWB3DCNNST model (single-path 
3DCNN) across different datasets. 

Dataset Accuracy (%) F1-score 

CAS(ME)² 92.75 0.9271 
SMIC 91.49 0.9032 

SAMM 92.20 0.9218 
CASME II 93.66 0.9361 

To enhance model performance, this study incorporated three additional components for testing: the 
Dual-path 3D CNN model, Hybrid Attention and Squeeze-and-Excitation Blocks, each utilizing dual 
input streams from the upper and lower facial regions. An ablation study was conducted to assess the 
impact of each component on model performance, using accuracy and F1-score as the primary metrics 
across multiple datasets. This analysis provides insights into the contribution of each component 
compared to the single-path baseline model. 

Evaluation metrics such as accuracy and F1-score are calculated in each experimental stage. The 
presented graphs include information from all experimental scenarios, covering the dataset used, the 
application of image pre-processing and data pre-processing, batch size and epoch selection, as well as 
the accuracy and F1-score values. The type of graph presented is a line graph, which displays the highest 
accuracy and F1-score values for each experiment based on the dataset used. To provide detailed insights 
into the accuracy and F1-score calculations for each experimental scenario, the graphs are accompanied 
by a complete table of the experimental results. From these graphs, conclusions and analyses related to 
the obtained results can be drawn. 

Figure 10 presents the accuracy and F1-score graphs for micro-expression recognition using four 
datasets: CAS(ME)², SMIC, SAMM and CASME II, with the proposed models: Dual Path-3DNet, 
Hybrid Attention-3DNet, Squeeze-and-Excitation-3DNet and Hybrid Attention-3D Squeeze-and-
Excitation Net. From the graphs, Hybrid Attention-3DNet (HA-3DNet) model consistently achieves the 
highest accuracy across all datasets, with scores of 93.95% for CAS(ME)², 93.42% for SMIC, 93.61% 
for SAMM and 93.79% for CASME II. F1-scores are similarly high across datasets, with 0.9395 for 
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CAS(ME)², 0.9330 for SMIC, 0.9113 for SAMM and 0.9203 for CASME II. 

The Dual-path 3DCNN structure performed better than the baseline Single-path model, particularly in 
capturing spatial-temporal features within different facial regions. The Dual-path approach enhances the 
model's sensitivity to subtle spatial-temporal dynamics by enabling separate pathways for upper and 
lower face regions. Results indicate a consistent accuracy improvement across all datasets, suggesting 
that the Dual-path structure provides more robust feature extraction. 

Incorporating Hybrid Attention into the Dual-path 3DCNN model, which combines spatial and temporal 
attention mechanisms, further enhances the model's performance. This component allows the model to 
prioritize critical facial features like eyes and mouth while adapting to temporal variations. Experiments 
indicate that adding Hybrid Attention significantly boosts both accuracy and F1-score, highlighting its 
effectiveness in refining feature relevance. This component has proven especially effective on datasets 
with subtle, rapid expressions, confirming its essential role in distinguishing fleeting emotions. 

Including Squeeze-and-Excitation Blocks in the Dual-path 3DCNN model enables adaptive reweighting 
of feature channels, allowing the model to highlight the most relevant features while downplaying less 
significant elements. This mechanism helps reduce noise in the micro-expression recognition process, 
particularly for complex expressions involving subtle changes across various facial regions. Squeeze-
and-Excitation Blocks have proven effective in enhancing classification precision, as reflected in 
increased F1-scores across all datasets. The contribution of the Squeeze-and-Excitation Blocks is 
especially evident in recognizing expressions that require high sensitivity to specific features, delivering 
consistent and stable results in micro-expression classification. 

Integrating Dual-path 3DCNN, Hybrid Attention and Squeeze-and-Excitation Blocks, the whole 
combination model achieves high accuracy and F1-scores across all datasets, indicating that each 
component contributes meaningfully to the model's overall performance. This combination offers robust 
feature extraction, adaptive focus and refined feature weighting. However, as shown in the result graphs, 
the model using only Hybrid Attention on Dual-path 3DCNN outperforms the whole combination, 
suggesting that the contribution of each component in this combination does not necessarily yield a more 
significant performance boost than Hybrid Attention alone. 

Figure 10.  Accuracy and F1-score graphs for micro-expression recognition using CAS(ME)², SMIC, 
SAMM, CASME II datasets and DP-3DNet, HA-3DNet, SE-3DNet, HA-3SENet models. 
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When comparing models, Hybrid Attention-3DNet consistently outperforms other models across all 
datasets, indicating that incorporating spatial and temporal attention mechanisms substantially enhances 
the model's capacity for recognizing micro-expressions. This improvement highlights the importance of 
capturing spatial and temporal dependencies, crucial for identifying subtle and rapid facial expressions. 

Hybrid Attention, with its combined spatial and temporal attention mechanisms, effectively enhances 
micro-expression recognition accuracy. Our experiments demonstrate that Hybrid Attention improves 
accuracy and F1-score, particularly on the CAS(ME)² and SMIC datasets. This underscores the model's 
ability to capture expressions' complex spatial and temporal characteristics. 

The spatial and temporal attention combination enables the model to detect subtle changes in expressions 
within very short durations, often challenging to identify in micro-expression videos. By focusing on 
critical facial features and temporal variations, Hybrid Attention improves the model's ability to 
differentiate emotions that appear briefly, yet convey meaningful information. Thus, incorporating 
Hybrid Attention significantly enhances micro-expression recognition, especially for fleeting 
expressions commonly found in micro-expressions. 

Regarding the attention mechanism, the Hybrid Attention-3DNet architecture proves superior to 
Squeeze-and-Excitation-3DNet, suggesting that attention mechanisms offer more significant benefits in 
this context. This effectiveness likely stems from the specific nature of micro-expression data, where 
capturing temporal dynamics is essential. Although a combined model architecture with Hybrid 
Attention and Squeeze-and-Excitation was tested, results showed no substantial improvement over 
Hybrid Attention-3DNet alone, indicating that the main performance gain originates from the attention 
mechanism. 

Dataset-performance variability across datasets indicates that, although Hybrid Attention-3DNet is 
highly reliable, dataset characteristics still influence its performance. The model consistently has high 
accuracy and F1 scores across datasets, but reflects good generalization capabilities. Additionally, pre-
processing steps, such as data augmentation and class balancing, play an essential role. Data 
augmentation improves generalization by diversifying training samples, while class balancing prevents 
bias toward majority classes. 

A visualization analysis was conducted on correct and incorrect classification results for specific micro-
expressions, including "anger" and "fear," which often experience misclassification due to similar spatial 
and temporal patterns. This visualization highlights particular facial areas, such as the region around the 
eyes, that frequently cause misclassifications due to similar muscle movements in both expressions. 

A case study on the "happiness" expression, which the model recognizes relatively quickly, was also 
performed. This recognition can be attributed to consistent spatial patterns around the mouth, aiding the 
model in differentiating this expression from others. This qualitative analysis provides insights into the 
model's strengths and weaknesses, particularly concerning subtle variations in micro-expressions. 

For dataset performance, Hybrid Attention-3DNet achieved the highest accuracy with the SMIC dataset, 
likely due to multiple factors. SMIC has the largest sample size (about 164 video clips), enabling the 
model to learn and generalize patterns more effectively. Moreover, sample durations in SMIC vary 
significantly (from 9 to 343 seconds), allowing the model to capture spatial and temporal features. With 
a frame rate of 100 fps, the second highest among the datasets, SMIC provides ample spatial and 
temporal information, which is critical for classification. Its 640x480 resolution balances spatial detail 
with manageable data size. 

Error analysis helps understand where and why the model makes mistakes. Based on the confusion 
matrix, some common errors in the CAS(ME)² dataset can be observed: for the Angry class, 7 Angry 
samples were classified as Disgust and 3 Angry samples were classified as Happy. For the Disgust class, 
9 Disgust samples were classified as Angry and 5 Disgust samples were classified as Happy. For the 
Happy class, 6 Happy samples were classified as Angry and 7 Happy samples were classified as Disgust. 
This indicates confusion between particular classes, particularly between Angry and Disgust and 
between Happy and Disgust. A similar analysis for the other datasets can be found in Table 3. 

In real-world applications, the developed micro-expression recognition model holds potential for 
various fields, including security, clinical psychology and human-computer interaction. For instance, 
accurately recognizing expressions of "fear" or "anger" can be crucial for detecting potential threats or 
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high-stress situations in security settings. However, the model's limitations in differentiating between 
similar micro-expressions, such as "fear" and "anger," could pose challenges in these applications, as 
misclassifying these expressions may impact critical decisions. 

Table 3. Accuracy, F1-Score and Error Rate of the Hybrid Attention – 3DNet model with CAS(ME)², 
SMIC, SAMM and CASME II Datasets. 

Dataset Accuracy (%) F1-Score Error Rate (%) 

CAS(ME)2 93.95 0.9395 6.05 

SMIC 93.42 0.9330 5.58 

SAMM 93.61 0.9113 6.39 

CASME II 93.79 0,9203 6.21 

In clinical psychology, recognizing more apparent expressions like "happiness" or "sadness" offers 
applications for non-invasively assessing patients' emotional states. The model can assist in evaluating 
emotional responses to specific stimuli; however, subtle variations in micro-expressions could be 
missed, particularly when spatial-temporal patterns overlap between expressions of interest. 

Another limitation in practical deployment is the model's sensitivity to the characteristics of the training 
dataset. Variations in lighting, facial angles or environmental conditions may affect the model's 
performance outside controlled laboratory settings. Additional data augmentation and adjustments for 
varying lighting conditions could be considered in the implementation phase, enhancing the model's 
reliability across diverse real-world situations. This discussion underscores the importance of further 
optimizing the model and conducting additional testing under real-world conditions to enhance its 
reliability in practical applications. It also highlights future development opportunities focused on 
adapting the model to a broader range of scenarios. 

7. COMPARISON WITH PREVIOUS WORKS

Tables 4, 5, 6 and 7 compare the accuracy and F1-Score between the latest and proposed approaches 
using datasets including CAS(ME)², SMIC, SAMM and CASME II. These tables show that the proposed 
approach performs relatively better than the state-of-the-art methods. Enhancing the spatial-temporal 
feature weight attention in the 3D dual-path convolutional network model using hybrid attention and the 
Squeeze-and-Excitation Block improved the evaluation metrics for accuracy and F1-score. 

Table 4. Comparison of accuracy and F1-score between the proposed method and state-of-the-art 
models on the CAS(ME)² dataset. 

Year Methods Accuracy (%) F1-score 

2021 MSFME-IR [21] - 0.8103 

2021 RMER-3DCNN [9] 79.31 - 

2021 LEARNET [22] 76.33 - 

2022 MERASTC [23] 91.20 0.9070 

2022 Deep3DCANN  [24] 90.00 0.8800 

2022 SE-DenseNet-T+EVM  [25] 92.96 0.9289 

2023 MER-DBNN [10] - 0.8103 

2024 Dual Path-3DNet 93.68 0.9358 

2024 Hybrid Attention-3DNet 93.95 0.9395 

2024 Squeeze-and-Excitation-3DNet 93.76 0.9368 

2024 Hybrid Attention-3DSENet 93.88 0.9379 

 Note: '-' indicates that the data was not available in the referenced study. 
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Table 5. Comparison of accuracy and F1-score between the proposed method and state-of-the-art 
models on the SMIC dataset. 

Year Methods Accuracy (%) F1-score 

2021 RMER-3DCNN  [9] 76.92 - 

2022 3DCNN-MED [26] 80.94 - 

2022 MERASTC [23] 79.30 0.7900 

2023 MER-DBNN [10] - 0.6687 

2023 BDCN [27] - 0.7859 

2023 RNAS MER [28] - 0.7443 

2023 FRL-DGT [29] - 0.749 

2023 DS-3DCNN [30] 78.78 0.7887 

2024 Dual Path-3DNet 91.55 0.9147 

2024 Hybrid Attention-3DNet 93.42 0.9330 

2024 Squeeze-and-Excitation-3DNet 92.10 0.9198 

2024 Hybrid Attention-3DSENet 92.72 0.9263 

Table 6. Comparison of accuracy and F1-score between the proposed method and state-of-the-art 
models on the SAMM dataset. 

Year Methods Accuracy (%) F1-score 

2021 RMER-3DCNN [9] 73.91 - 

2022 MERASTC [23] 83.80 0.8440 

2022 Deep3DCANN [24] 93.00 0.8900 

2023 DBMNet [11] - 0.6494 

2023 BDCN [27] - 0.8538 

2023 RNAS MER [28] - 0.7880 

2023 ADMME  [31] 81.43 0.8161 

2023 FRL-DGT [29] - 0.7580 

2023 DS-3DCNN [30] 79.17 0.7156 

2024 Dual Path-3DNet 92.76 0.9008 

2024 Hybrid Attention-3DNet 93.61 0.9113 

2024 Squeeze-and-Excitation-3DNet 93.35 0.9120 

2024 Hybrid Attention-3DSENet 93.44 0.9138 

Table 7.  Comparison of accuracy and F1-Score between the proposed method and state-of-the-art 
models on the CASME II dataset 

Year Methods Accuracy (%) F1-score 

2022 MERASTC [23] 85.40 0.8620 
2022 Deep3DCANN [24] 86.00 0.8400 
2022 SE-DenseNet-T+EVM [25] 82.74 0.7659 
2023 DBMNet [11] - 0.6653 
2023 MER-DBNN [10] - 0.8189 
2023 BDCN [27] - 0.9501 
2023 STCPNet [12] 91.46 0.8977 
2023 RNAS MER [28] - 0.8985 
2023 ADMME [31] 86.34 0.8635 
2023 FRL-DGT [29] - 0.9030 
2024 Dual Path-3DNet 93.35 0.9115 
2024 Hybrid Attention-3DNet 93.79 0.9203 

2024 Squeeze-and-Excitation-3DNet 93.38 0.9112 
2024 Hybrid Attention-3DSENet 93.52 0.9125 
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8. CONCLUSION

This study developed a pipeline with multiple processing stages to recognize spontaneous micro-
expressions effectively. The results indicate that the proposed method surpasses state-of-the-art 
approaches, achieving accuracy and F1-score values of 93.95% and 0.9395 on the CAS(ME)² dataset, 
93.42% and 0.9330 on SMIC, 93.61% and 0.9113 on SAMM and 93.79% and 0.9203 on CASME II. 
Among the datasets, the SMIC dataset exhibited the lowest error rate at 5.58%, followed by CAS(ME)² 
at 6.05%, CASME II at 6.21% and SAMM with the highest error rate of 6.39%. The differences in 
accuracy and F1-score values can be attributed to the distinct characteristics of each dataset, even when 
the same pipeline is applied. This study highlights that the implemented pipeline has successfully 
enhanced micro-expression recognition accuracy, primarily due to the improved attention to spatial-
temporal feature weights. 
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ملخص البحث:
ررررررر و ن  ذتقررررررركو هوا تّرررررررا هون ت رررررررا  و نررررررر وت  ترررررررا  و نمر  تقترررررررالوررررررررثيو نموذررررررركو ن للتررررررركوتعميررررررررْ
ررررررُكوارررررراو ا رررررر و  رتعرررررْةو ن  ررررررتاو   ت رررررر و  ت رررررر ْ  و نترْقتررررركوالل  وبْسرررررتش  ةو رررررر ّكتوافرررررر تكت

رررررررعْ و1  لإثرررررررْوخّو ترررررررت ش سو  رررررررر   و نا تلرررررررتكون ُ عرررررررمي وقررررررر  و  (وتللرررررررتاو سرررررررتش  و نل  
ررررررر ّكو ن فررررررر تكو  نترْقترررررررك (وتللرررررررتاوتعلتررررررر و ن تْترررررررْ وا ررررررراو  رررررررْ خو2،و بْسرررررررتش  ةوب ُتررررررركو نا 

،و  واتررررررم   ت ووباررررررّ ت ررررررم  ررررررعْ و نفُّ و تم  رررررر وس  ورررررررْ  ت ووا رررررر وتلررررررمت ررررررم  رررررر اْ و3 نفُّ (وتللررررررتاو ت 
عْ وبْستش  ةوتقُتْ و و نا  ّْ و ن   وركوق وأ بتْ و نعمضمعّ نل  

واررررراوا عمارررررْ و ن تْترررررْ ّو ذررررر وبررررراراو نقررررر وترررررج و ررررررا جوت رررررْولون ُ عرررررمي و نعقترررررالوا ررررر واررررر  ت
ون   ذ ررررركوا ررررر ورعتررررر و ذررررركت واترم  ررررر ّكوث ثتررررركو  ب رررررْ واررررر و  رتعرررررْةو ن  رررررتاوا ررررر وذرررررتجت تعرررررمي و نا 

وا عماررررررررْ و ن تْتررررررررْ و نعلررررررررتش اكواقْوترررررررركهوبْنُ عررررررررْي و نععْث رررررررركو نعلرررررررر تش اكوقرررررررر و و سررررررررْ ت
و نُ تررررررْ  و ن ترررررر وتررررررج و نلفررررررم وا ت ررررررْو سررررررْبقكوأىرررررراتوا رررررر وا عماررررررْ و ن تْتررررررْ وي ت ررررررّْو ترررررر  ُّ
و نُ عررررررمي و نعقتررررررالو عتررررررْ وبْنرْا ترررررركو  نعتْتررررررك،وارررررر و اّْتترررررركو سررررررتش  ا وقرررررر وارررررر تو ا رررررر وأ  
رررررررر و رررررررر ،والررررررر و ن       سررررررر تواررررررراو  سررررررررتش  اْ و نعت   قررررررركوبتعتتررررررررَو نت   ترررررررا  و ن  ذتقررررررركون مر 

وم و  نل  ْ خو غتارّْ  نش و
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 وتكنولوجيا المعلوماتام٬لة الأردنية للحاسوب 

( مجلة علمية عالمية متخصصة محكمة تنشر الأوراق البحثية الأصيلة عالية المس توى JJCITام٬لة الأردنية للحاسوب وتكنولوجيا المعلومات )
 وهندسة الحاسوب والاتصالات وتكنولوجيا المعلومات.في جميع الجوانب والتقنيات المتعلقة بمجالات تكنولوجيا 

( ام٬لة الأردنية للحاسوب وتكنولوجيا المعلومات، وهي تصدر بدعم من صندوق PSUTجامعة الأميرة سمية للتكنولوجيا )وتنشر تحتضن 
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